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REALIZATION THEORY FOR LINEAR AND BILINEAR SWITCHED SYSTEMS:
A FORMAL POWER SERIES APPROACH
PART I: REALIZATION THEORY OF LINEAR SWITCHED SYSTEMS*

MIHALY PETRECZKY!

Abstract. The paper represents the first part of a series of papers on realization theory of switched
systems. Part I presents realization theory of linear switched systems, Part II presents realization
theory of bilinear switched systems. More precisely, in Part I necessary and sufficient conditions are
formulated for a family of input-output maps to be realizable by a linear switched system and a
characterization of minimal realizations is presented. The paper treats two types of switched systems.
The first one is when all switching sequences are allowed. The second one is when only a subset of
switching sequences is admissible, but within this restricted set the switching times are arbitrary. The
paper uses the theory of formal power series to derive the results on realization theory.
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1. INTRODUCTION

In Part T and Part II of the current series of papers we develop realization theory for the linear switched
systems and bilinear switched systems. Realization theory is one of central topics of systems theory. In addition
to its theoretical relevance, realization theory is potentially useful for control, model reduction, and systems
identification. Switched systems are one of the best studied subclasses of hybrid systems, see [15] for a survey.

Problem statement. We address the following problems.

(1) Existence and minimality: arbitrary switching. Find conditions for the existence and minimality
of a linear (bilinear) switched system realizing a given set of input-output maps P.

(2) Existence and minimality: constrained switching. Assume that a set of admissible switching
sequences is defined. Assume that the switching times of the admissible switching sequences are arbi-
trary. Consider a set of input-output maps ® defined only for the admissible sequences. Find conditions
for the existence and minimality of a linear (bilinear) switched system realizing ®.

The motivation of the Problem 2 is the following. Assume that the switching is controlled by a finite automaton
and the discrete modes are the states of this automaton. Assume that the automaton is driven by external
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events, which can trigger a discrete-state transition at any time. Then the traces of this automaton combined
with arbitrary switching times give us the admissible switching sequences. If we can solve Problem 2 for which
the corresponding set of admissible sequences of discrete modes is a regular language, then we can solve the
realization problem for the hybrid systems sketched above, if the automaton is known in advance.

Contribution. First, the paper presents a complete realization theory for linear and bilinear switched systems.
Second, the paper demonstrates the usefulness of the theory of rational formal power series in studying hybrid
systems. More precisely, in this series of papers we prove the following.

e A linear (bilinear) switched system is a minimal realization of a set of input-output maps if and only
if it is observable and semi-reachable from the set of states which induce the input-output maps of the
given set. Minimal linear (bilinear) switched systems are unique up to similarity. Each linear (bilinear)
switched system can be transformed to a minimal one realizing the same set of input-output maps.

e A set of input/output maps is realizable by a linear (bilinear) switched system if and only if it has a
generalized kernel representation (generalized Fliess-series expansion) and the rank of its Hankel-matrix
is finite. A minimal realization can be constructed from the columns of the Hankel-matrix.

e Consider a set of input-output maps ® defined on some subset of switching sequences for which the
switching times are arbitrary, and the sequence of discrete modes belong a regular language L. Then
® has a realization by a linear (bilinear) switched system if and only if ® has a generalized kernel
representation (has a generalized Fliess-series expansion) and its Hankel-matrix is of finite rank. Again,
there exists a procedure to construct a realization from the columns of the Hankel-matrix. The procedure
yields an observable and semi-reachable realization of ®. But this realization is not a realization with
the smallest state-space dimension possible.

It turns out that realization theory of both linear and bilinear switched systems can be reformulated in terms
of the theory of rational formal power series. Exactly this similarity prompted us to treat linear and bilinear
switched systems within a single series of papers. Rational formal power series were introduced several decades
ago in computer science and control theory, see [1,5,14,23-25]. For the purposes of this paper, we had to extend
the existing results, which deal with a single formal power series, to families of formal power series.

Prior work. For realization theory for hybrid systems other than switched systems, see [17,19]. The paper [16]
developed realization theory for linear switched systems using elementary techniques, but results of this paper
are more general. The papers [18,21] can be viewed as short versions of parts of the current paper, but they
do not contain detailed proofs. The current paper contains all the results of [18,21] and also provides all the
proofs. The thesis [20] contains all the results and the proofs of the paper.

Relationship with nonlinear realization theory. The approach to the realization theory taken in this paper
was inspired by the realization theory of nonlinear systems [3,5-7,12,13,22,24,25,27]. In particular, realization
theory of bilinear systems was presented in [3,9,10,24,25] and was again based on formal power series in non-
commuting variables. Intuitively, the reason why formal power series are applicable for both nonlinear and
switched systems is that switched systems can be viewed as nonlinear systems whose inputs are the switching
sequences and continuous-valued input functions. Unfortunately, the existing results on realization theory of
nonlinear systems did not seem to be directly applicable to switched systems. First, the classes of systems for
which nonlinear realization theory exists are different from bilinear and linear switched systems. Second, the
existing results do not seem to include the case of constrained switching. Third, to the best of our knowledge,
the existing results do not deal with families of input-output maps, except [28], where sufficient conditions
for realizability of families of input-output maps by rational control systems were presented. However, in [28]
minimality was not addressed and the class of control systems considered is very different from switched systems.

Outline. The current paper represents the first part of a series of papers. In Part I we present realization
theory for linear switched systems. In Part II we present realization theory for bilinear switched systems. The
outline of the paper is the following. Section 2 describes some properties and concepts related to switched
systems which are used in the rest of the paper. In Section 3 we present the main results on linear switched
systems. Section 4 contains the necessary extension of the classical results on formal power series. In Section 5
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the proof of the results on realization theory of linear switched systems is presented. In Appendix A we present
the proof of certain technical results on linear switched systems. In Appendix B we present the proofs of the
results on formal power series presented in Section 4.

2. SWITCHED SYSTEMS

We will start with fixing some notation and terminology which will be used throughout the paper.

2.1. Notation and terminology

Denote by T the time-axis, i.e. T = [0,+00) C R is the set of non-negative reals. Denote by PC(T,R™),
m > 0 the class of piecewise-continuous maps from 7" to R™, i.e. for f € PC(T,R™), f has finitely many points
of discontinuity on each finite interval [0,¢], ¢ € T, and at each point of discontinuity the right- and left-hand
side limits exist and they are finite. Denote by N the set of natural number including 0. We identify any
constant function with its value. For any function g the range of g will be denoted by Imf. For two functions
f and g, g o f denotes the composition of g and f, i.e. go f(a) = g(f(a)) for any a in the domain of f. If X is
a vector space and Z C X, then SpanZ denotes the linear span of elements of Z. If F} and F, are two linear
maps, then F; F5 denotes the composition Fj o Fy. If 22 € X, then Fyx denotes the value Fy(x). For any m > 0,
e; denotes the jth unit vector of R™, i.e. e; = (015,025, ..,0m;) where §;; is the Kronecker symbol, i.e. §;; =1
ifi=yjand d;; =01if i # j, for all4,j =1,...,m. The cardinality of a set A is denoted by |A].

We use the notation of [11] for infinite matrices. Let I and J be two arbitrary sets. A (real) matrix M with
column index set J and row index set I is simply a map M : I x J — R. The set of all such matrices is denoted
by R1*7. The entry of M indexed by the row index i € I and column index j € J is defined as M; ; = M (i, j).
For a matrix M € R’*/| the columns of M are maps of the form I — R, i.e. the column of M indexed by j € J,
denote by M. ;, is the map I 3 ¢ — M; ; € R. The set of maps of the form I — R is denoted by R!. Notice that
R’ forms a vector space with respect to point-wise addition and multiplication by scalar, i.e. if f, g € R! and
a, B € R, then af + Bg € R! is defined by (af + 89)(i) = af(i) + Bg(i) for all i € I. The rank of M, denoted
by rank M € N U {oo}, is the dimension of the linear subspace of R’ spanned by the columns of M.

Notation 2.1 (high-order partial derivatives). Let ¢ : R¥ — RP*™ he a smooth map. Consider a k tuple
a=(a,an,...,a1) € N*. We denote by D¢ the following partial derivative

Ao e g
At Ay e

Da¢: ¢(t17t27"-7ﬁk)|t1=t2=...=tk=0-

If m = 1, then ¢ can be viewed as a map of the form ¢ : R¥ — RP and the notation above still applies.

Notation 2.2 (time shift). For f € PC(T,R™) and for any ¢t € T denote by Shift;f the map defined by
Shift,(f) : T > 7 — f(t + 7). Notice that Shift,(f) € PC(T,R™).

The notation described below is standard in automata theory, see [4,8]. Consider a (possibly infinite) set X.
Denote by X* the set of finite sequences (referred to as words or strings) of elements of X. The length of a
word of w € X* is denoted by |w|. The empty sequence (word) is denoted by e. A word w € X* can always

be written as w = ajas . ..ax for some aq,a9,...,ar € X and k > 0; if K = 0 then by convention w = €. Note
that |e] = 0. We denote by X the set of of non-empty words over X, i.e. XT = X*\ {€¢}. For two words
v=vv2...0; € X*, and w = wywsy ... w, € XF, v1,v2, ..., Uk, W1, Wa, ..., W, € X, define the concatenation

vw € X* of v and w as the the word vw = v1vy ... vEwWi W2 ... w,. In particular, if v = €, then vw = w and if
w = €, then vw = v. If w € X+, then w”* denotes the word ww . ..w. Here w® = e. If X is finite, we call any

k-times
subset L C X* a language. A language is regular if it can be recognized by a finite-state automaton, see [4,8].
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2.2. Definition of switched systems
Below we will present the definition of switched systems and some basic system theoretic notions.

Definition 2.1 (switched systems). A switched system ¥ is a control system of the form

&(t) = foe (2(t), u(t)) and y(t) = heq) (2(1)). (2.1)

Here x(t) € R™, n > 0 is the continuous state at time t € T', y(t) € RP, p > 0 is the continuous output at time ¢,
q(t) € Q is the discrete mode at time ¢t and u(t) € R™, m > 0 is the continuous input at time ¢. Consequently,
X = R" is the continuous state-space, ) = RP is the continuous output-space, Y = R™ is the continuous
input-space, and @ is the finite set of discrete modes (discrete states). For each discrete mode ¢ € @, the vector
field fy : X x U — X is smooth in both variables x and u, and globally Lipschitz in x, and the readout map
hq : X — Y is smooth. The dimension of ¥, denoted by dim ¥, is the dimension dim X" of X

Notation 2.3. In the rest of the paper we use the symbols &/ = R™, Y = RP and @ to denote the continuous-
valued inputs, outputs and the set of discrete modes respectively.

In the rest of the section, ¥ denotes a switched system of the form (2.1). Informally, the state trajectory
x:T — X is a continuous and piecewise-differentiable function which satisfies the differential equation (2.1) for
a given initial state x(0) = z, input u € PC(T,U) and piecewise-constant switching signal q(.) : T — Q. The
output signal y(t) is obtained from x(t) by applying the readout map hg. That is, both the switching signals
and the piecewise-continuous inputs are viewed as the inputs to the switched system Y. Below we define state-
and input-output behavior of switched systems more rigorously. To this end, we need the following notation.
In the rest of the section, 3 denotes a switched system of the form (2.1).

Definition 2.2 (switching sequences). A switching sequence is a sequence of the form w = (¢1,t1)(g2,t2) ...
(G, tr), where q1,...,q; € Q are discrete modes and t1,...,t; denote the switching times and k > 0. The set
of all switching sequences are denoted by (Q x T)*. If k = 0 above, then we say that w is an empty sequence
and we denote it by e. We denote the set of all non-empty switching sequences by (Q x T')™.

The interpretation of the sequence w = (q1,t1)(g2,t2) ... (qx, tx) is the following. From time instance 0 to
time instance ¢; the active discrete mode is ¢1, i.e. the value of the switching signal is q1, from ¢ to ¢1 + t5 the
value of the switching signal is g2, from ¢ + t2 to t1 + t3 + t3 the value of the switching signal is g3, and so on.
Next we define the state and output trajectories of switched systems.

Definition 2.3 (state and output trajectories). Let u € PC(T,U) be an input and w = (q1,t2)(g2,t2) - .. (g, tx)
€ (Q x T)* be a switching sequence. The state of ¥ reached from the state xg € X with the inputs u and w is
denoted by zx(xg,u,w) and it is defined as follows. If k = 0, i.e. w =€, then x5 (2o, u, w) = xg. If k> 0, then

s (zo, u, w) = F(qx, Shiftzf:—ll o (W) te) o Fgr—1, Shifth;f o (W) te—1) 0. 0 Fqr,u,t1)(zo). (2.2)

Recall from Notation 2.2 that Shift;(u) denotes the shift of u by time ¢. The function F(q,u,t) : X — X
maps zo to the solution z(t) of the differential equation #(t) = f,(z(t), u(t)) at time ¢ with the initial condition
x(0) = xo.

Assume w is non-empty, i.e. k > 0. The output generated by ¥ if started from initial state xo and fed with
the inputs u and w is denoted by ys;(zo, u, w) € Y, and it is defined by ys(z, u, w) = hq, (zs(z, u, w)).

Definition 2.4 (input-output maps). Consider a state g € X of X. Define the input-output map of 3 induced
by the state xo as the map ys(zo,.,.) : PC(T,U) x (Q x T)* — Y such that for all input v € PC(T,U) and
switching sequence w € (Q x T, y=(zo, -, .)(u, w) = ys(zo, u, w).

The reachable set of the system X from a set of initial states Xy C X is defined by

Reach(X, Xp) = {zs(vo,u,w) € X |u € PC(T,U), w e (Q xT)*, xg € Xo}. (2.3)
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That is, Reach(X, Xp) is the set of all those states which can be reached from an initial state in Xy by applying
some continuous-valued input and some finite switching sequence.

Definition 2.5 (reachability and semi-reachability). X is said to be reachable from X if Reach(X, Ap) = X.
Y is semi-reachable from Xj if X is the smallest vector space containing Reach(X, Xp).

Le., 3 is semi-reachable from Xj if the linear span of the states reachable from A} yields the whole state-space.

Definition 2.6. Two states x1 # z2 € X of ¥ are indistinguishable if the input-output maps induced by x;
and x5 coincide, i.e. ys(x1,.,.) = yn(za,.,.). X is observable if it has no pair of indistinguishable states.

In other words, z1 # z2 are indistinguishable, if and only if for all continuous-valued inputs v € PC(T,U)
and switching sequences w € (Q x T)T, ys(x1,u, w) = ys (w2, u, w).

From the discussion above it follows that the potential input-output maps of switched systems are maps of
the form f: PC(T,U) x (Q x T)* — Y. Below we define the class of input-output maps of interest formally.

Definition 2.7 (input-output maps: arbitrary switching). An input-output map defined for arbitrary switching
is a map of the form f: PC(T,U) x (Q x T)T™ — Y. The set of all such maps will be denoted by F(PC(T,U) x
(Q x T, ). A family of input-output maps defined for arbitrary switching (family of input-output maps in
short) is just a (possibly infinite) subset of F(PC(T,U) x (Q x T)*,Y).

In this paper we will be concerned with realizations of families of input-output maps. We formalize this
notion as follows. Consider a family ® C F(PC(T,U) x (Q x T)*,Y) of input-output maps.

Definition 2.8 (realization of input-output maps: arbitrary switching). The family ® is said to be realized by
a switched system X if there exists a map p : ® — X', which maps each input-output map f from ® to a state
wu(f) of ¥, such that f = ys(u(f),.,.), i-e. for each f € ®, ue PC(T,U), we (Q xT)T,

yZ(M(f)a Uu, U}) = f(ua ’LU). (24)

One can think of the map p as a way to determine the corresponding initial state for each element of ®. In
the sequel we will mainly deal with pairs (3, i) where ¥ is a switched system of the form (2.1) and p: & — X
is a map assigning to each input-output map f a state of ¥. This prompts us to introduce the notion of a
switched system realization.

Definition 2.9 (switched system realizations). We refer to the pair (X, 1), where i : & — X is a map mapping
elements of ® to the states of X, as realizations. A realization (X, ) is a realization of the family of input-output
maps @, if (2.4) holds for all f € &, u € PC(T,U) and w € (Q x T)™".

Note that not any realization (X, u) with p: ® — X is a realization of ®.

Definition 2.10 (observability and semi-reachability of realizations: arbitrary switching). The realization
(3, i) is semi-reachable , if X is semi-reachable from the range Imy of u; (2, p) is observable, if ¥ is observable.

In this paper we also investigate realization theory for input-output maps which are defined only for a subset
of switching sequences. In order to state the problem formally, we need additional notation and terminology.
Let L C Q7 be the set of admissible sequences of discrete modes. The set L contains all those sequences of
discrete modes along which the switched system is allowed to switch. Note that L can be viewed as a language
over the finite alphabet QQ formed by the discrete modes. In order to make the discussion of results easier, we
will introduce a separate term for denoting the set of switching sequences which are admissible according to L.

Definition 2.11. Define the subset of admissible switching sequences TL C (Q x T)" associated with L by

TL={(q1,t1)(q2,t2) ... (@0, tr) € Q@ xT)" | qiqa...qn €L, k>0, t1,...,ts €T, q1,...,qx € QL. (2.5)
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That is, T'L is the set of those switching sequences, for which the sequence of discrete modes belongs to L and
the switching times are arbitrary. If L = Q% then TL = (Q x T)T, i.e. any switching sequences is admissible.

Next, we formulate the counterparts of Definitions 2.7-2.10 i.e. we define the concept of input-output map,
realization by a switched system, switched system realization, etc. for the case of constrained switching. For
L = Q7 the new definitions are equivalent to the ones for arbitrary switching.

Definition 2.12 (input-output maps: constrained switching). The input-output maps with the switching con-
straint L are maps the form f : PC(T,U) x TL — ), where T'L is the set of admissible switching sequences
from (2.5). We denote the set of all such input-output maps by F(PC(T,U) x TL,Y). A family of input-output
maps with the switching constraint L is an arbitrary subset of F(PC(T,U) x TL,Y).

Let ® C F(PC(T,U) x TL,Y) be a family of input-output maps with the switching constraint L.

Definition 2.13 (realization by switched systems: constrained switching). The switched system X realizes @
with constraint L if there exists a map p : & — X such that for each f € @, the restriction of the input-output
map ys(u(f),.,.) to the set T'L coincides with f, i.e for each f € ®, u € PC(T,U) and for all w € T'L,

Definition 2.14 (switched system realizations: constrained switching). We refer to pairs (X, u), where ¥ is
a switched system and p : ® — X is a map as realizations. We will say that (X, u) is a realization of ® with
constraint L, if (2.6) holds for all f € ®, u € PC(T,U) and w € T'L.

Definition 2.15. The realization (X, u) with g : ® — X is semi-reachable, if it is semi-reachable from the
range Imy of p according to Definition 2.5; (3, ) is observable, if ¥ is observable according to Definition 2.6.

Notice that in Definition 2.15 semi-reachability and observability of ¥ is understood as a property involving
all (including non-admissible) switching sequences. Just as before, the map p can be thought of as a way to
specify initial states of the system X.

Remark 2.1 (abuse of terminology). Note that if L = QT, then Definitions 2.12, 2.13, 2.14 and 2.15 are
equivalent to Definitions 2.7, 2.8, 2.9 and 2.10 respectively. This leads us to adopt the following abuse of
terminology. In the sequel we will not specify explicitly whether we mean realization with constrained or
arbitrary switching as long as it is clear from the context.

3. MAIN RESULTS ON REALIZATION THEORY FOR LINEAR SWITCHED SYSTEMS

The purpose of this section is to present formally the main results of the paper on realization theory of linear
switched systems. In Section 3.1 we will present the definition and some basic properties of linear switched
systems. In Section 3.2 we will describe the main results on minimality of linear switched systems. In Section 3.3
we will state the necessary and sufficient conditions for existence of a linear switched systems realization of a
family of input-output maps.

3.1. Definition and basic properties of linear switched systems

Informally, a linear switched system is a switched system, such that for each discrete mode, the underlying
continuous system is a finite dimensional linear time-invariant system.

Definition 3.1 (linear switched systems). A linear switched system ¥ is a switched system of the form (2.1),
such that for each discrete mode ¢ € @), there exist matrices A, € R"*", B, € R™*™ and C,; € RP*", such that

fqlz,u) = Agz + Byu and hy(z) = Cya. (3.1)

We use the following notation for linear switched systems above; ¥ = (X,U,Y,Q,{(4,, B,,C,) | ¢ € Q}).
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Since linear switched systems are switched systems, we will use the same notation and definitions, i.e. the
same notion of state and output trajectory, realization, observability, semi-reachability, etc., as described in
Section 2. Next we define the notion of minimality for linear switched systems. To this end, recall that the
dimension of a linear switched system equals the dimension of its state-space. Let ® be a family of input-output
maps defined either for arbitrary or for constrained switching. In the sequel, a linear switched system realization
means a switched system realization (3, ) such that ¥ is a linear switched system.

Definition 3.2 (minimality). A linear switched system realization (X, ) is a minimal realization of ® if (3, u)
is a realization of ® and for any linear switched system realization (3, i), of ®, it holds that dim ¥ < dim .
The linear switched system ¥ is a minimal realization of @, if (X, 1) is a minimal realization of ® for some p.

That is, a linear switched system is a minimal realization of ® if it has the smallest state-space dimension
among all the linear switched systems which are realizations of ®. Notice that a linear switched system can be
a minimal realization for ® and can fail to be a minimal realization for another family of input-output maps.

Definition 3.3 (linear switched system morphism). Consider the linear switched systems
Y= (Xauaya Q, {(Aqv Bqa Cq) | qE€ Q}) and Xy = (Xaauaya Q, {(Aga Bga Cg) | qE€ Q})

Assume that @ is a family of input-output maps and pu; : ® — X, uo : & — X,. A linear switched system
morphism S from (X1, 1) to (X2, pe), denoted by S : (X, 1) — (X2, 2), is a linear map S : X — X, such that

VgeQ:A3S =8A,, Bj=SB;,, C3S=C, and Vfe®:Su(f)=pa(f) (3.2)
The linear switched morphism S is called surjective, injective or isomorphism, if it is surjective, injective,

respectively isomorphism as a linear map. The linear switched systems realizations (31, p1) and (X9, o) are
said to be algebraically similar or isomorphic if there exists an isomorphism S : (31, 1) — (X2, u2).

Finally, we recall from [26] some basic fact on linear switched systems.

Theorem 3.1 (state- and output-trajectory [26]). For any linear switched system % of the form (3.1), the
state and output trajectories are of the following form. For each input u € PC(T,U), initial state xo € X and
switching sequence w = (q1,11)(q2,t2) - - (g, tx) € (Q X T, q1,q2, -+, g € Q, t1,ta, ..., tx €T, k>0,

th k—1
rx(zo,u,w) = euthedaitior | oAatig —|—/ eAa =g 4 <Z t; + S) ds (3.3)
0 i=1
th1 k—2
+oAnte / Ans 9 (S ts | ds+
0 i=1
t1
+efute | Atz / eAn=9B y(s)ds
0
tr k—1
yZ(ZOa uvw) - CQka (:L'a U,’LU) - CleAqktk s 'eAqltle +/ queAqk (tkis)quu <Z bt S) ds (34)
0 i=1
tr_1 k—2
+ C’qkeA"kt’“ / eA”kfl(t’“*l_s)quflu Zti +s)ds+...
0 i=1

t1
+ Oy eftante . eAantz / eAnti=9) By (s)ds.
0

Remark 3.1. Notice that (3.3) and (3.5) imply that the state- and output-trajectory of a linear switched
system are a sum of products of matrix exponentials. This implies that the derivatives of the state- and
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output-trajectories with respect to the switching times are products of the system matrices. In turn, the latter
observation will be crucial for developing realization theory for linear switched systems.

Theorem 3.2 (][26]).

Reachability: The set of states reachable from the zero initial state is the linear span of the columns of
the matrices of the form Ay Aq, ... Aq Bqys Bq,, that is,

Reach(X, {0}) = Span{A,, Aq, , .- Ag Bgot, Bgou | u €U, qo,q1,.-.,qx € Q, k > 0}. (3.5)

Observability: Let Ox, be the following intersection of kernels of CyAq, A Ay, O, e

qk—2

Os = ﬂ (ker Cyq N ﬂ ker CqAqg, Ag. o - Agy)-

9€Q q1,92,---,qk €Q,k>0

Os; is called the observability kernel of ¥.. Then X is observable if and only if Ox = {0}.
Next, we present an algebraic characterization for semi-reachability of linear switched systems.

Proposition 3.1 (semi-reachability). Consider the set Xy C X and the linear space
WR(Xy) = Span{zo, Ag Agy 1 ---AqZo | q1,.-.,q € Q, k>0, 20 € Xy or g = Bgu, ¢ € Q, u € U}.
With the notation above, X is semi-reachable from the set of initial states Xy if and only if

dim & = dim W R(Xp). (3.6)

In particular, the realization (3, ) with p: ® — X is semi-reachable if and only if (3.6) holds for Xy = Imp.
The result of Proposition 3.1 is new and its proof can be found in Appendix A.2.
Corollary 3.1. X is semi-reachable from {0}, if and only if it is reachable from the zero initial state.

Remark 3.2 (algorithm). If Imy is finite, then semi-reachability of (X, i) can be checked numerically. Similarly,
observability of ¥ can be checked numerically.

Notice that semi-reachability (observability) of (X, 1) does not imply reachability (observability) of any of
the linear subsystems. For a counter-example, see Example 3.1 below.

Example 3.1. Consider ¥ of the form (3.1) with two discrete modes Q = {qi1,¢2} with scalar inputs and
outputs, i.e. Y = U = R, with state-space X = R? and with the matrices A,,, By, Cy;, @ = 1,2 defined as
follows:

T T

01 0 0 1 00 0 0 0
Ay =10 0 0, By=11|, Cu =11 , A4p=10 0 0|, B, =10|, Cp= |0
00 1 0 0 010 0 1

1 1

Let ® = {yx(0,.)} be the singleton set consisting of the input-output map of the system ¥ induced by the zero
initial state 0 € R3. Let p : ys(0,.,.) — 0 be the initial state assigning map. Then it is easy to see that (3, i) is
a realization of ®. Using the linear algebraic conditions, it is easy to see that (X, i) is semi-reachable from {0}
and it is observable, yet none of the linear subsystems are reachable or observable.
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3.2. Minimality of linear switched systems

Minimality: the case arbitrary switching. Assume that ® C F(PC(T,U) x (Q x T)™,)) is a family on
input-output maps defined for arbitrary switching.

Theorem 3.3 (minimality). If (X,u) s a linear switched system realization of ®, then the following are
equivalent.

(i) (X, p) is @ minimal linear switched system realization of ®.
(ii) The realization (3, u) is semi-reachable and it is observable.
(iii) The state-space dimension of ¥ equals the rank of the Hankel-matriz of ®, i.e. dim X = rank Hg. The
Hankel-matric Hey of ® and its rank will formally be defined later on, in Definition 3.6.
(iv) If (f], 1) is a semi-reachable linear switched system realization of ®, then there exists a surjective linear
switched system morphism T : (f],/l) — (3, p).

In addition, all minimal linear switched system realizations of ® are algebraically similar.
The proof of Theorem 3.3 will be presented in Section 5.2.

Corollary 3.2. A linear switched system realization of ® is minimal if and only if it is semi-reachable and
observable. All minimal linear switched system realizations of ® are isomorphic.

Remark 3.3. Any linear switched system realization of ® can effectively be transformed to a minimal one,
see [20]. If (X, p) is a minimal realization, then, in general, it does not follow that any of its linear subsystems
is minimal. For a counter example see Example 3.1.

Minimality: constrained switching. Let L C Q% be the set of admissible sequences of discrete modes. Let
® C F(PC(T,U)xTL,Y) be a family of input-output maps with the switching constraint L. Let comp(L) C Q"
be the set of the sequences which end in a letter such that no word in L ends with that letter, i.e.

Comp(L):{Qqu €Q+|QI7"'7qk GQ? kZ ].,V"UGQ* P Uqk %L} (37)

Intuitively, the language comp(L) contains those sequences which can never be observed if the switching system
is run with constraint L. If we apply Definition 2.11 to comp(L) instead of L, we obtain the set T'(comp(L))
of all the switching sequences for which the sequence of discrete modes belong to comp(L), i.e. T'(comp(L)) =

{(qr,t1) - (qrste) € Q@XT)" | g1,y q €Q, t1, ..., tx €T, q1...qr € comp(L), k> 1}.

Theorem 3.4 (quasi-minimality). Assume that L is a reqular language and that ® has a realization by a linear
switched system. Then there exists a linear switched system realization (X, 1) of ®, such (X, p) is semi-reachable
and it is observable, and for any f € ®, input u € PC(T,U) and switching sequence w € T'(comp(L)),

ys(u(f), u,w) =0. (3-8)

Moreover, there is a constant M > 0, determined by L, such that for any linear switched system realization
(3, 1) of @,

dim® < M - dim 3. (3.9)

The proof of Theorem 3.4 is be presented in Section 5.3. A realization (3, 1) of ® which has the properties

described in Theorem 3.4 will be called a quasi-minimal realization of ®. Notice that the dimension of ¥ from
Theorem 3.4 is at most a factor M bigger than the smallest dimension of a linear switched realization of ®.

Remark 3.4 (algorithms). Based on the size of the finite state automata which accepts L, it is possible to give
an upper bound for M, and any realization of ® can effectively be transformed to a quasi-minimal one, see [20].
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Example 3.2. In fact, the result of the Theorem 3.4 is sharp in the following sense. One can construct the
following input-output y map and language L and realizations ¥; and Y5 such that the following holds. Both
Y1 and 3o realize y from the initial state zero and they are both reachable from zero and observable, but
dim¥; = 1and dim ¥y = 2. Let Q = {1,2}, L = {¢¥q2 | k > 0}, Y =U = R. Define f : PC(T,U)xTL — Y by

™

tmt1 m m N
flu, (g, t)(qr,t2) - - (@1, tm) (g2, tms1)) = / eltmsi=sly <5 +> ti) ds + / QPmtteX i =Sy () ds.
0 T 0

Define the linear switched system ¥1 = (R,R, R, Q,{(A1,4,B1,4C1.4) | ¢ € {q1,92}}) by
A17Q1 =1, Bl,th =1, Cl,th =1, Al,q2 =2, Bl,q2 =1, Cl,q2 =1

Define the linear switched system Yo = (R% R, R, Q{(Az24, B2.,4,Ca,4) | ¢ € Q}) by

T T
1 0 1 0 0 0 0 1
A2’q1 - [0 O] ' BQ’QI - [0:| ’ C2,q1 - |:O:| A2ﬁq2 = |:2 2:| ) B2,q2 = |:1:| ) 027Q2 = |:1:| .

Both ¥; and ¥, are reachable and observable as linear switched systems, therefore they are the minimal
realizations of the input-output maps ysx, (0, .,.) and yx, (0, .,.) respectively, defined for all switching sequences.
It is also easy to see that (3;, u;), i = 1,2 is a realization of f, where p; : f—0€ X;,i=1,2.

3.3. Existence of a realization

First, we introduce the notion of generalized kernel representation. We then present necessary and sufficient
conditions for existence of a realization, first for arbitrary switching, then for the case of constrained switching.

3.3.1. Generalized kernel representation
Let L C Q™ be the set of admissible sequences of discrete modes and let ® C F(PC(T,U)xTL,Y) be a family
of input-output maps with the switching constraint L. Informally, ® has a generalized kernel representation, if
(1) there exists an input-output map y® such that for all f € ®, f(u,w) = f(0,w) + y®(u,w); and
(2) each element f of ® is affine in continuous inputs and analytic in switching times for all constant inputs.
In order to define the notion of generalized kernel representation formally, we need the following notation:

suffixL = {u € Q" | Jw € Q" : wu € L} (3.10)
L={ul . u* € Q" |uy...up€suffixL,u; €Q,i; >0,j=1,....k i >0, k>0}.  (3.11)

Here we used the notation of Section 2.1, i.e. u;-j stands for the word which is the repetition of the letter u;
precisely ¢; times, j = 1,...,k. The intuition behind the definitions above is the following. The set suffixL is
the collection of all suffizes of sequences from L. The set L contains all those sequences which can be obtained
from an element of L, or alternatively from an element of suffixlL, by repeating every letter several times or
erasing it, with the restriction that the last letter cannot be erased. The motivation for suffixL and L is the
following. If we know the input-output behavior of a linear switched system for sequences in T'L, then we can
reconstruct its input-output behavior for all the switching sequences from TL = {(q1,t1) .- (gk,tx) | B > 0,

ti,...,tr €T, q1,...,q: €Q, ql...qkef}.

Definition 3.4 (generalized kernel-representation). The family ® has a generalized kernel representation with
constraint L, or simply generalized kernel representation, if for all input-output maps f € ® and for all words
w=qq...qc €L, q1,q2...,q € Q, k> 0, there exist functions

K{®:R¥ - RP and G2 : RF — RPX™

such that the following holds:
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(1) For each word w € L and map f € ®, the functions K71® and G® are analytic.
(2) For each map f € ®, for all words w,v € Q* and any ¢ € Q such that wqqu,wqu € L, and for all
t17t27 s 7t|w|+\7j|a t7t € T7

KL (bt b b b bt - tuolpo]) = Kbttty b+ E buts - ot o))

Grogqo (T tay -t b twp1s - twlro]) = Gago(tistas ot b+ L twsts - o Bl 4o])-

(3) For each words v,w € Q* and for each ¢ € @ such that vw € L, and vqw € L, and |w| > 0, for each
map f € @, and time instances t1,%2,...,¢jy|4|w| € T

KL% (bt o)y 0oty - - s bl o)) = KLl (t1, s ol w))-
For each pair of words v, w € QF and for each discrete mode ¢ € Q such that vw € L and vqw € Z, the
following holds. For each t1,a,... ¢y 4w € T

G (b1t o, 0t 1s - b)) = G (B2, -+ o))

(4) For each map f € &, each switching sequence s = (q1,t1)(g2,t2)...(qx,tx) € TL, where
41,92, -, qr € Q, and t1,ta,...,tx € T, k > 0, and each input v € PC(T,U), the following holds.

flu,s) = K52 (t1,ta,. ..t +Z/ G s ae(ti = Sitiyn, o tu [ s+t | ds. (3.12)

The reader may view the functions K{;‘I’ as the parts of the output which depend on the initial condition
and the functions G® as functions determining the dependence of the output on the continuous inputs. The
intuition behind the various conditions of Definition 3.4 are the following. Condition 1 ensures that the response
of the elements of ® to constant continuous-valued inputs is analytic in the switching times. Conditions 2 and 3
make sure that the elements of ® satisfy certain conditions which are satisfied by any input-output map which
is realized by a (not necessarily linear) switched system. More precisely, Condition 2 ensures that staying in a
discrete mode ¢ for t + ¢ time has the same effect on the output as staying in ¢ for time ¢ and then switching to
the very same ¢ and staying there for time . Condition 3 ensures that staying in a discrete mode for zero time
does not affect the output.

Alternatively, a good intuition can be derived by analogy with input-output maps of linear systems. Recall
from [2] that an input-output map y : PC(T,U) x T — Y can be realized by a linear system (4, B, C) from the
initial state g, if only if there exists K : T'— RP and G : T' — RP*™ such that

y(u,t) / G(t —s)u(s)ds and K(t) = Ce'zy and G(t) = Ce'B. (3.13)

A similar relationship holds for the functions K/® and G2 of a generalized kernel representation of ®. In order
to present the relationship precisely, we need additional terminology.

Definition 3.5 (zero-response of ®). Let y® : PC(T,U) x TL — Y be such that for each input u € PC(T,U)
and switching sequence w = (q1,1)(q2,t2) ... (qk,tx) € TL, q1,q2,...,q: € Q and t1,to,...,tp €T, k>0

k

t; 1—1
y®(u7(q1,t1)(q2,t2)...(qk,tk)):Z/ Gogior g (ti = sitit, o t)u | s+ >t | ds. (3.14)
0 -
7j=1

=1
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Remark 3.5. It is easy to see that y® (u,w) = f(u,w) — f(0,w) for all u € PC(T,U), w € TL and f € ®.

The intuition behind the definition of the function y® is the following. If ® has a realization by a linear
switched system 3, then y® is the input-output map induced by ¥ from the zero initial state.

Theorem 3.5. For any linear switched system X of the form (3.1) and any map u: ® — X, the pair (X, p) is
a realization of ® with constraint L if and only if ® has a generalized kernel representation defined by

Gan...qk (t1,t2y .. tk) :C’%eA‘th"eA"kflt’“*1 .. .eA"‘ltqu,1
KLY o (tita, . te) =C etathedanathot eAatiy(f), (3.15)

where qiqa ... qx € E, Q1,02 qx € Q, k > 1. Moreover, if (£,p) is a realization of ®, then y®(u,w) =
ys(0,u, w) for each continuous-valued input u € PC(T,U) and admissible switching sequence w € TL.

Proof of Theorem 3.5. (3, ) is a realization of ® if and only if for each f € ®, v € PC(T,U), w € TL,
flu,w) = ys(p(f), u,w) = Cyxs (1(f), u, w) where (qx, ty) is the last element of w, i.e. w = w(qs, ) for some
w € (Q x T)*. The statement of the theorem follows now directly from Theorem 3.1. g

We conclude the section by introducing notation which will be used in the subsequent sections.

Notation 3.1 (input-output maps with fixed switching sequence and input). Consider an input-output map f
with the switching constraint L. For a sequence w = q1q2...qx € L where q1,q2,...,qx € Q and an input
u € PC(T,U), define the map f, ., : T* — Y as follows

fu,w(tla ce 7tk) = f(uv (Q1at1)(q27t2)7 cey (Qk,tk)) (316)

Le. fy. is obtained by fixing the input © and a sequence of discrete modes w and varying the switching times.

Remark 3.6 (derivatives of input-output maps). Assume that ® has a generalized kernel representation. For
any input value u € U identify v with the constant input function which takes the value u. Then it follows
from Part 4 of Definition 3.4 that for any f € ® and any sequence w € L, the map f, , defined in (3.16),
is analytic. Indeed, if w is of the form w = qiq2...qr for ¢1,q2,...,qx € Q, k > 0, then by Part 4 of
Definition 3.4 fy, . (t1,%2, ..., tx) equals the right-hand side of (3.12). Since on the right-hand side of (3.12)
each summand is analytic in 1,2, ..., tg, it follows that f, .,(t1,%2,...,tx) is analytic in t1,%s,...,%;. Recall
the definition of the input-output map y® and notice that the notation of Remark 3.1 can be applied to y®.
In addition, by Remark 3.5, y;}iw = fuw — fow and hence y;}iw is also analytic. Hence, for any u € U, any
sequence w € L and tuple a € N*¥ where k = |w|, the derivatives D*f, ,, and Dayg),w are well-defined. In
particular, Day;};’w and D%fy ., are well-defined, where e;, j = 1,...,m are the jth unit vector of ¢/ = R™,
i.e. e; =(0,0,...,0,1,0,...,0).

———

j—1-times
3.3.2. Existence of a realization: arbitrary switching

Throughout this section, ® C F(PC(T,U) x (Q x T)T,Y) denotes a family of input-output maps defined for
arbitrary switching, and we assume that ® admits a generalized kernel representation.

We begin with the definition of the Hankel-matrix Hg of ®. The entries of Hg are high-order derivatives of
the elements of ® with respect to the switching times. We collect the derivatives in intermediary vectors Sy, q,;
and Sy 4, as follows. Using Notation 3.1 and Remark 3.6, for each (possibly empty) sequence w € Q*, map
f € ®, modes q,qo € Q, and indices j = 1,...,m,

Stq(w) = D(l’l’”"l’o)wiq and Sg,q.,j(w) = D(171”'71’0)yz,qowq' (3.17)

Notice that for w = ¢, (3.17) yields Sy 4(e) = DO fy, = fo.4(0) and S, 4.;(c) = DEOy® That is, for

€5,4909"

each word w = qig2 ... qr € QF, the vector Sy q(w) is the derivative of f with respect to the first k switching
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times evaluate at zero, if the continuous input is zero, the sequence of discrete modes is q1¢s . . . grq and the last
switching time is zero. Similarly, Sy 4,,;(w) is obtained from y® by taking the derivatives at zero with respect
to the first k + 1 switching times, if the continuous input is constant and it equals the jth unit vector in U,
the sequence of discrete modes is qogiq2 . .. qrq € Q7 and the last switching time is zero. As we have indicated
earlier, Sy ,(w) and Sy 4,,;(w) collect the high-order derivatives we need for realization theory.

Definition 3.6 (Hankel-matrix). Assume that the cardinality of @ is N, and fix the enumeration
Q ={o1,09,...,0n}. (3.18)

Define the Hankel-matriz of ® as the infinite matrix, the rows of which are indexed by pairs (v,i) where
v € Q" and i € I = {1,2,...,pN}, and the columns of which are indexed by (w,j), where w € Q* and
jEJe=0U(Qx{l,...,m}), i.e. Hp € RQXD*(Q"xJ2) For any w,v € Q*, j € Jo, and any i € I of the
form i = pK +r where K =0,1,...,N —land r = 1,...,p, the entry (Hs)(y,),(w,j) With row index (v,7) and
column index (w, j) is defined as follows:

SUK+17 \Z r if j = 5 17...,
(H¢)(”,i)7(w7j) N { ( (Sf70'King;lj§§T 1f? = .S(‘qezzl).e 0 { m} (319)

Here (Soj.y,q,z(ww)), and (Sf o, (wv)), denote the rth element of the vectors Sy, q..(wv) € RP and
Stowsi (wv) from (3.17) respectively. Following the convention of Section 2.1, we define the rank of Hg,
denoted by rank Hg, as the dimension of the linear space spanned by the columns of Hg.

T
Le., the block ((He)(w,i).(w.)i=t,.on = [(He)w1) @y (Ho)wa wy - (Ho)wpn),w,y] € R
of Hg formed by the entries indexed by the column index (w, j) and row indices (v,4), i = 1,2,..., Np equals
T .
((H.:p)( ). )) 1 PN = [(5011Q1Z(wv))T (SUNaQaZ(wU))T]T fOI'] = (qaz) GQ X {Lam}
v,4),(w,5))i=1,...pN = e
’ [(Spon (W)™ oo (Spon(wo)T] ifj=fea.

The main theorem on the existence of a realization for arbitrary switching is as follows.

Theorem 3.6 (existence). The family of input-output maps ® has a realization by a linear switched system if
and only if ® has a generalized kernel representation and the rank of He is finite, i.e., rank Hg < 400.

The proof of Theorem 3.6 will be presented in Section 5.2.

Remark 3.7 (relationship of Hankel-matrix with the functions G® and K;®). The high-order derivatives

Sq.q0,2(w) and Sy ,(w) can also be expressed through the derivatives of the functions K{Z’f and Gi}wq.

Remark 3.8 (relationship with the classical Hankel matrix). If we apply the framework above to the classical
linear realization problem, i.e. if we assume Q = {q}, ® = {f}, y® = f, then the columns of Hg indexed
by Q* x ® are all zero. The classical Hankel-matrix corresponds to the columns of Hg indexed by (w, (¢,7)),
we Q" and g € Q, j =1,...,m. Hence, the rank Hg coincides with the rank of the classical Hankel matrix,
and thus Theorem 3.6 yields the classical results, if applied to the linear case.

3.3.3. Ezistence of a realization: constraint switching

In this section, L C Q% denotes the set of all admissible sequences of discrete modes and ® C F(PC(T,U) x
TL,Y) is the family of input-output maps with the switching constraint L.

We start with defining the Hankel-matrix Hg of ®. We try to extend the definition of a Hankel-matrix for
arbitrary switching. More precisely, we will define the Hankel matrix He in terms of vectors Ty 4, j(w) € R?
and Ty ,(w) € RP respectively, defined as certain high-order derivatives of the input-output maps. The role
of Ty 40,5 (w) and T 4(w) is similar to that of Sy 4, j(w) and Sy 4(w) for arbitrary switching. More precisely, we
collect the set of all those sequence w, for which it holds that we can derive some information on the behavior
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of the system under w from the behavior of the system under an admissible sequence in L. Obviously, every
sequence of discrete modes in L will have this property. Then, for sequences of this class we define T 4, ;(w)
and Ty 4(w) as a certain high-order derivative of y® and f € ®. For the sequence which are not in this class we
set the values of T 4(w) and Ty 4, j(w) to zero. Although this is a rather crude approach, it yields necessary
and sufficient conditions for existence of a realization in the case when L is regular. The assumption that L is
regular is not very restrictive, as it contains the case when the sequences of discrete modes have to be traces of
a known finite-state machine. The details of the approach outlined above go as follows. For each word w € Q*,
and discrete modes ¢, qp € @ define the sets

Foow)={(v,(a,2) e Q" x (N*x Q") |vze€ L, z=21...25,721,...,2k €Q, k>0,

a= (a1, qn,...,a5) € N¥ qowg = 2120257 ... 2% 2.}
Fy(w) ={(v,(0,2) € Q" x (N* x Q") |vz €L, z=21...25, 21,...,2, € Q, k>0,
o= (a1, qa,...,a;) € N¥ wg = 201287 20 2. ). (3.20)

In words, the triple (v, (o, 2)) belongs to Fy 4, (w) if and only if v, z € @Q* are such that vz € L and the tuple
a € NI#l has the following property. If z1,..., 2, € Q are the letters of z, i.e. |2| = k and 2z = 21 ... 2, then
a = (ag,...,a), and the word w can be obtained from z by repeating «; times the ith letter of z, for all
i =1,...,k. Notice that repeating a letter zero times amounts to erasing it. Hence, w can be obtained from z
by repeating each letter of z several times or erasing it , and «a;, © = 1, ..., k specifies the number of repetitions
or deletion (if a; = 0) of the ith letter of z. In addition, we require that the first letter z equals gy and the last
letter of z equals g. These requirements are encoded by gowqg = z127" ...z, *2;. Similarly, the triple (v, (o, 2))
belongs to Fy(w) if v,z € Q* are such that vz € L and the tuple a € NI#l has the following property. Let
Z1y..,2K € @, k > 0 be the letters of z, that is, 2 = 2z1...2; and |z] = k. Then a = (aq,...,ax) and the
word w can be obtained from z by repeating «; times the ith letter of z, for each i = 1,... k. In addition, the
last letter of z is required to be ¢. The conditions above is encoded as wq = 2" ... 2" z;. In order to present
the intuition behind the above definition, we need the following notation.

Notation 3.2. Denote by O; the tuple (0,0,...,0) € N', I > 0, each entry of which is zero.
Notation 3.3. Let a = (ay,...,a;) € N*. Denote by a™ the tuple at = (a; + 1,a9,...,a1) € N¥ k> 0.

Notation 3.4. If o € N¥ and 3 € N! are two tuples of natural numbers, then denote by (a, 3) the k + [ tuple
defined as follows; (o, 8) = (a1, g, ..., o, B1, B2, .., P1).

The intuition behind the definitions of the sets in (3.20) is the following. It can be shown that if (£, ) is a
linear switched system realization of ®, then
V(v (@,2)) € Fygo(w) : DOw1oy? = DOL0(y5(0,)) e gowq and
V(v, (a, 2)) € Fy(w) : D@1 fo = DO 10 (ys (u(f), ) o
foreach j=1,...,m, f € ®, w e Q*, ¢,q0 € Q. That is, F, 4, (w) (resp. F,(w)) is non-empty, if we can deduce

from ® some information on the output of ¥ when the initial condition is 0 (resp. u(f)) and the switching
sequence is gowgq (resp. wq). We define Ty 4(w) € RP and Ty ¢, ;(w) € R? as follows:

D@ureDy® i Fy gy (w) # 0, and DO fo . if Fy(w) # 0, and
Tquo’j(w) = (Ua (Oé, Z)) S Fq,qo ('LU) a'nd vaQ(w) = (U5 (Oé, Z)) € Fq(w)
0 otherwise 0 otherwise.
(3.21)

Similarly to the case of arbitrary switching, Ty 4,.;(w) and T 4(w) can be expressed via the functions of the
generalized kernel representation of ®. Notice that it is not entirely trivial that Ty 4, j(w) and Ty q(w) are
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well-defined; it will be shown in Section 5.3. Using the definitions above we will define the Hankel-matrix Hg
of the family of input-output maps ® in exactly the same way as for the case of arbitrary switching, but one
uses the vectors Ty 4, i (w) and Ty 4(w) instead of Sq ¢, ;(w) and Sy q(w). The formal definition goes as follows.

Definition 3.7 (Hankel-matrix: constrained switching). As in (3.18), fix an enumeration Q = {01, 02,...,0n}
of the set of discrete modes (). The columns of the Hankel-matrix Hg are indexed by all the pairs (w, j) where
weR*and j € Jp = dUQ x{1,...,m}. The rows of Hg are indexed by pairs (v,7) wherei € I ={1,..., Np}
and v € Q*, i.e. Hp € R@Q™XDX(Q"xJ2)  For any w,v € Q*, j € Jg, and index i € I = {1,..., Np} of the form
i =pK 47, where K =0,1,...,N —1land r =1,...,p, the entry (Hg)(y,),(w,j) is defined as follows:

T0K+17 32 T if j = s 17...,

Here Ty, 4,.(w) and T ,, (w) are defined as in (3.21), and (T, q,2(w0))r, (Tf 05, (wv)), denote the rth entry
of the vectors Ty, q..(wv) € RP and Ty 5, (wv) € RP respectively. Following the convention of Section 2.1,

the rank of Hg, denoted rank Hg, is the dimension of the linear space spanned by columns of Hg.

Theorem 3.7 (realization of input-output maps: constrained switching). If ® admits a generalized kernel
representation with constraint L and the rank of the Hankel matrix of ® is finite, i.e. rank Hge < +00, then ®
has a realization by a linear switched system. Assume that L is reqular. Then ® has a realization by a linear
switched system with constraint L if and only if ® has a generalized kernel representation with constraint L and
the rank of the Hankel-matrix Hg is finite, i.e. rank Hp < +00.

The proof of Theorem 3.7 will be presented in Section 5.3.

Remark 3.9 (algorithms and partial realization theory). The proofs of Theorems 3.6 and 3.7 yield procedures
for constructing a linear switched system realization of a family of input-output maps ® from the columns of the
Hankel-matrix Hg, both for the case of arbitrary and constrained switching. For the case of arbitrary switching,
the thus constructed realization will be minimal, for the case of constrained switching the thus constructed
realization will be semi-reachable and observable and quasi-minimal. The details of the construction will be
presented in Section 5. In addition, it is possible to formulate a partial realization theory for linear switched
systems both for arbitrary and constrained switching. For the details see [20].

4. FORMAL POWER SERIES

The section presents basic results on formal power series. The material of this section is an extension of the
classical theory of formal power series, see [1,14]. In order to keep the exposition self-contained, the proofs of
those theorems which are not part of the classical theory, will briefly be sketched.

4.1. Formal power series: definition and basic concepts

Let X be a finite set, which we will refer to as alphabet. Recall from Section 2.1 the notion of a word over
an alphabet and the related concepts. A formal power series S with coefficients in R? is a map

S X" — RP.

There are many ways to give an intuition for the definition of a formal power series. For the purposes of
this paper the most suitable one is to think of a formal power series as the output of a machine which reads
symbols of X from its input tape and writes elements of RP to its output tape. We denote by RP((X*)) the
set of all formal power series with coefficients in RP. The set R((X*)) forms a vector space with respect to
point-wise addition and multiplication. That is, if o, § € R and S, T € RP({X*)), then the linear combination
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aS + BT is defined by Vw € X*, aS(w) + ST (w). Recall from [1], Hadamard product on formal power series; if
S, T € RP{(X™*)), then the Hadamard product S ® T € RP{(X*)) is defined by

(SO T)(w) = [Si(w)Ti(w), S (w)Ta(w), ..., Sp(w)Tp(w)}T €R? (4.1)

for all w € X*, where for each i = 1,...,p, we denote by S;(w) and T;(w) the ith entry of the vector S(w) € RP
and T'(w) € RP respectively. That is, the ith entry of (S ® T')(w) is the product of the ith entry of S(w) and
the ith entry of T'(w) for ¢ = 1,...,p. In the sequel we will be interested in families of formal power series.

Definition 4.1 (family of formal power series). Let J be an arbitrary (possibly infinite) set. A family of formal
power series in RP((X*)) indexed by J is simply a collection ¥ = {S; € RP((X*)) | j € J} of formal power
series from RP((X™*)) indexed by elements of .J.

Notice that we do not require S;, j € J to be all distinct, i.e. S; = S; for some indices j, 1 € J, j # [ is
allowed. One can think of a family of formal power series as a family of input-output maps of the machine
described above, realized from a set of initial states indexed by elements of J.

4.2. Rational representations and rational formal power series

Let J be an arbitrary set and let p > 0. A rational representation of type p-J over the alphabet X is a tuple
R=(X{A,}sex,B,C) (4.2)

where X is a finite dimensional vector space over R, for each letter 0 € X, A, : X — X is a linear map,
C: X — RP is a linear map, and B = {B; € X | j € J} is a family of elements X indexed by J. If p and J
are clear from the context we will refer to R simply as a rational representation. We call X' the state-space, the
maps A,, 0 € X the state-transition maps, and the map C' is called the readout map of R. The family B will
be called the indexed set of initial states of R. The dimension dim X" of the state-space is called the dimension
of R and it is denoted by dim R. If X = R", then we identify the linear maps A,, 0 € X and C' with their
matrix representations in the standard Euclidean bases, and we call them the state-transition matrices and the
readout matriz respectively. If card(J) = 1, then the above definition of a rational representation is essentially
the same as the classical definitions of [1,14,24]. In fact, a rational representation can be viewed as a Moore-
automaton [4,8] with the state-space X, with input space X*, with output space RP. The state transition
function ¢ : X x X — X is given by the linear map 6(z,0) = A,x. The output map p : X — RP is given by
p(z) := Cz. The set of initial states is given by {B; | j € J}. The point of view described above was followed
in [4,23]. Formal power series represent input-output maps of exactly this kind of systems.

More precisely, let ¥ = {S; € RP((X*)) | j € J} be a family of formal power series indexed by J. The
representation R from (4.2) is said to be a representation of U, if for each index j € J,

Sj(é) = CB] and Sj(0'10'2 o .O'k) = CAo'k.Ao'k71 o .Angj (43)

for any sequence 01,09, ...,0r € X, k > 0. We say that the family ¥ is rational, if there exists a representation R
such that R is a representation of ¥. A formal power series S € RP((X*)) which is called rational in [1,14,24]
is a formal power series such that the family {S} is rational according to the definition above.

Notation 4.1. Let A, : X — X, 0 € X be linear maps and let w € X* be a word over X. If w = ¢, then let A,
be the identity map. If w = 0109...0 € X*, 01,...0r € X, k > 0, then A,, denotes the following composition

Aw = Ag,Ag,_, ... Ag,. (4.4)

That is, Ac(x) = « for all x € X, and A, = A,A, holds for all w € X*, 0 € X. With the notation
above, (4.3) can be rewritten as S;(w) = CA,,B; for all w € X*, j € J.
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A representation R, of ¥ is called minimal if for each representation R of ¥, dim R,;, < dim R, i.e. Runin
is a rational representation of ¥ with the smallest possible state-space dimension.
Next, we define the notions of observability and reachability for rational representations. Define the subspaces

Wpgr = Span{A,B; € X |w e X*, j € J} and Og = ﬂ ker C'A,,. (4.5)
weX*

The subspace Wpg is referred to as the reachability subspace of R and the subspace Op is referred to as the
observability subspace of R. The subspace above have the following automaton-theoretic interpretation. Wg is
the span of states reachable by a word w € X™ from an initial state B;, and two states x, x2 are indistinguish-
able, i.e. CAyxy = CAyzs for all w € X* if and only if 1 — xo € Or. We will say that the representation R
is reachable if dim Wg = dim R, and we will say that R is observable if Or = {0}.

Remark 4.1 (computability). If J is finite, then the observability and reachability of R can be checked
effectively, and the corresponding observability and reachability subspaces can be computed.

Next, we define the notion of morphism between rational representations. This is analogous to algebraic
similarity for linear systems. Let R = (X,{A,}oex,B,C), R = (/'F, {Zg}gex,é,é) be two p-J rational
representations. A linear map T : X — X is called a representation morphism from R to R and is denoted by
T:R — R if T commutes with Ay, Bj and C for all j € J, 0 € X, that is, if the following equalities hold

TA, = A,T,Yo € X, TB;=B;,VjeJ, C=CT. (4.6)

The representation morphism T is called surjective, injective, isomorphism if T is a surjective, injective or
isomorphism respectively if viewed as a linear map.

Lemma 4.1. R is a representation of the family ¥ if and only if Ris a representation of W. If T is an
isomorphism, then dim R = dim R and R is observable (reachable) if and only if R is observable (reachable).

Remark 4.2. Let R be representation of ¥ of the form (4.2), and consider a vector space isomorphism 7" :
X — R", n =dimR. Then TR = (R",{TA,T '}oex,TB,CT™ '), where TB = {T'B; € R" | j € J} is
also a representation of W. Moreover, TA,T~!, 0 € X, CT~! and TBj, j € J can naturally be viewed
asn xn, pxn and n x 1 matrices by taking the matrix representation of TA,T~', CT~' and the column
vector representation of T'B; with respect to the natural Euclidean basis of R™. Moreover, T : R — TR
is a representation isomorphism. That is, we can always replace a representation of ¥ with an isomorphic
representation, state-space of which is R™ for some n, and the parameters of which are matrices and real
vectors, as opposed to linear maps and elements of abstract vector spaces.

4.3. Existence and minimality of rational representations: main results

Below we state the main results on existence and minimality of representations of families of rational formal
power series. We start with the definition of the concept of Hankel matrixz of a family of formal power series.
Let U = {S; € RP((X*)) | j € J} be a family of formal power series.

Construction 4.1 (Hankel-matrix). Define the Hankel-matriz of U as the following infinite matrix Hy. The
rows of Hg are indexed by pairs (v,i) where v € X* is an arbitrary word and ¢ = 1,...,p. The columns of
Hy are indexed by pairs (w,j) where w € X* and j € J. That is, Hy is a matrix Hy € R xDx(X7xJ)
I={1,...,p}. The entry (Hy)(v,i),(w,j) of Hy indexed with the row index (v,4) and the column index (w, j) is
defined as

(Ho) i) = (S5 (w0)); (4.7)
where (S;(wv)); denotes the ith entry of the vector S;(wv) € RP.

Following the convention from Section 2.1, the rank of Hy is understood as the dimension of the linear space
spanned by the columns of Hy, and it is denoted by rank Hy.
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Theorem 4.1 (existence of a representation). The family U is rational, i.e. U admits a rational representation,
if and only if rank Hyg < 400, i.e. the rank of the Hankel-matriz Hy is finite.

The proof of Theorem 4.1 is presented in Appendix B.

Remark 4.3. The proof of Theorem 4.1 is constructive and it provides a construction of a rational represen-
tation of ¥ from the columns of the Hankel-matrix Hyg. The details of the construction will be explained in
Procedure B.1, Appendix B. For more details we refer the reader to [20].

Theorem 4.2 (minimal representation). Assume that Ruyin is a representation of V. The following are
equivalent:

(i) Rmin s @ minimal representation of U.

(ii) Rmin @s reachable and observable.
(iil) If R is a reachable representation of W, then there exists a surjective morphism T : R — Rpin.
(iv) rank Hy = dim Ryin-

In addition, all minimal representations of ¥ are isomorphic.
The proof of Theorem 4.2 is presented in Appendix B.
Remark 4.4. In Appendix B we will present procedures for converting a representation of ¥ to a minimal one.
This procedure can be implemented numerically.
4.4. Technical results on rational formal power series

Below we present a number of technical results which will be used in the proof of the realization theorems
for switched systems. Let L C X* be a language over X. Define the formal power series L € R{(X*)) by

= 1 ifwel
L(w) = { 0 otherwise. (4.8)

Lemma 4.2 ([1]). If L is a reqular language, then L is a rational formal power series.

Recall from (4.1) the definition of the Hadamard product of two rational representations. We can extend the
definition to families of formal power series; let ¥ = {S; € RP((X*)) | j € J} and © = {T; e RP((X*)) | j € J}
be two families of formal power series, indexed by the same set J. Define the Hadamard product ¥ © © as the
family of formal power series formed by the Hadamard products S; © T of elements of ¥ and ©, i.e.

V0O :={S;0T; e RP(X")|je .} (4.9)

Lemma 4.3. If U and © are rational, then ¥ ® O is rational. Moreover, rank Hype < rank Hy -rank Hg.

The proof of the lemma can be found in Appendix B. The lemmas below state some elementary properties
of rational families of formal power series. The proof of the lemmas is routine and they are left to the reader.

Lemma 4.4. The family of formal power series ¥ = {S; € RP((X*)) | j € J} is rational if and only if the
Jamily = = {S¢ ;) € R((X™)) | (4,5) € {1,...,p} x J} is rational, where for each j € J, i =1,...,p, for each
word w € X*, S(; jy(w) € R is the ith entry of the vector Sj(w) € RP.

Lemma 4.5. Let U = {S; € RP((X*)) | j € J} and ¥ = {T; € RP((X™)) | j e J'Y} be two families of
formal power series with index sets J and J respectively. Assume that there exists a map f : J - J, such that
Vj' eJ : Sf(j/) =T. If U is rational, then U is also rational and rank Hy <rank Hy. If f is surjective,
then rank Hy, = rank Hy.

Lemma 4.6. If J is finite, then U is rational if and only if S; € RP((X™*)) is rational for each j € J.
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5. PROOF OF THE MAIN RESULTS

Below we present the proof of the main results presented in Section 3. Section 5.1 deals with the structure
of input-output maps realizable by linear switched systems. Section 5.2 presents the proofs for the case of
arbitrary switching. Section 5.3 deals with the case of constrained switching.

5.1. Input-output maps of linear switched systems

In this section we will present a number of technical results related to generalized kernel representations.
The main technical result is Lemma 5.1. Let L C Q% the set of admissible sequences of discrete modes. Let
® be a family of input-output maps with the switching constraint L. Let ¥ be a linear switched system of the
form (3.1). Let u: ® — X be a map. Recall the notation from Notations 2.1-3.4.

Lemma 5.1. The following are equivalent:

(i) (3, p) is a realization of ® with constraint L;
(ii) ® has a generalized kernel representation with constraint L and for each word w = q1...q; € L;
Qs qe € Q, k>0, input-output map f € ®, multi-index o € N¥, and integer j =1,...,m

DYy, = DGy . 65 = Co AGr Azt AXTIBye; if a#(0,0,...,0)
D®fo.w = DKL = C, A%Ag; LAY ) (5.1)
where € {1,...,k} is such that o1 = ... = oy—1 =0 and oy > 0, e; is the jth unit vector of U = R™,

and the tuple 3 is of the form 0= (o — 1, aq41,...,Qx);
(iil) ® has a generalized kernel representation with constraint L and for each word w € Q*, the following
holds. For all discrete modes q,q0 € Q, if Fyq,(w) is not empty, then for any element (v, (a, z)) €

Fyq(w) such that z=2z1...25, 21...,25, € Q, and for all j =1,...,m,
at a, « Qp_1 e

DOwe)y® = DOXOGD  e; = CyAF A1 A% Bye;, (5.2)

where ot = (a1 + 1, a9, ..., ax). Similarly, for all discrete modes q € Q, if Fy(w) is not empty, then

for all input-output maps f € ®, for any (v, (e, 2)) € Fy(w), such that z =z ...z, z21,..., 2, € Q,

D@ fo . = DO KL = CLAM AT 1A u(f). (5.3)
The proof of Lemma 5.1 will be presented in Appendix A. The statement (ii) of Lemma 5.1 is used for real-
ization theory with arbitrary switching, statement (iii) is used for realization theory with constrained switching.

Corollary 5.1. Assume that L = QV, i.e. arbitrary switching is allowed. Then ¥ is a realization of ® if
and only if ® has a generalized kernel representation and there exists u : ® — X such that for any sequence
w=q1...qs €Q*, k>0, q1,...,qx € Q, for any discrete modes q,qo € Q, for any f € ® and j =1,...,m,

D(Lﬂk’o)yej,qowq D(O Hk’O)G(;I) 'wqej = C AQk AQk—l t 'Ath quej (54)
DO fo g = DUIROKLS = C Ag, Aq, ... Agu(f) (5.5)

where I, = (1,1,...,1) € N¥ and e; denotes the jth unit vector of U = R™. Moreover, if k = 0, i.e. w = ¢, then
(Ix,0) =0, (1,1,0) = (1,0) and Ag, Aq, , ... Aq 1is interpreted as the identity matriz.

The proof of Corollary 5.1 is presented in Appendix A.1. Notice that in contrast to Lemma 5.1, in Corol-
lary 5.1 only first- and zero-order derivatives are considered. The reason that this can be done is that we can
express a high-order derivative of the input-output map for a switching sequence by a zero- and first-order
derivative of the same input-output map but for another switching sequence. However, the input-output map
must be then defined for the other switching sequence, which may fail if L # Q™.
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5.2. Arbitrary switching

5.2.1. Euxistence of a realization: proof of Theorem 3.6

Consider a family of input-output maps ® defined for arbitrary switching and assume that ® has a generalized
kernel representation. Below we prove Theorem 3.6 by defining the family of formal power series U associated
with @ and by showing that existence of a linear switched system realization of ® is equivalent to rationality
of Ug. To this end, recall from Section 3.3, (3.17) the definition of the vectors Sy q4,.;(w), Srq(w), ¢,9 € Q,
fed we®, j=1,...,m. The maps Sgq,j : Q° 3w — Sgq.j(w) € R? and Sy, : Q* > w — Sy q(w) € RP
define formal power series Sq q,.; and Sy 4 in RP((Q*)). Recall the enumeration of the set of discrete modes @
defined in (3.18), i.e. Q = {01,09,...,0n}. For each discrete mode g € Q, index j = 1,...,m, and input-output
map f € ®, define the formal power series S, ;, Sy € RPN ((Q*)) as follows; for each word w € Q* let

T
Sa.i (W) = [(So1.45(W)"  (Souiqi@)T oo (Son.qi(w)]
T
Sp(w) = [(St.on (W) (Spou(w)” o (Sran ()] (5.6)
That is, the values of the formal power series S, ; are obtained by stacking up the values of S,, 4 ; fori =1,..., N.

Similarly, the values of Sy are obtained by stacking up the values of Sf,, for i = 1,...,N. Define the set
Jo =2U{(q,2) | ¢€Q, z=1,...,m}. Define the family of formal power series associated with ® by

Vo = {S; e RPV((Q%)) | j € Ja}. (5.7)
Notice that the only information needed to construct Wg is the high-order derivatives at zero of the maps
from @, the knowledge of the functions KI;®, G® is not required in order to construct Ug.

Remark 5.1 (equivalence of Hankel-matrices). The Hankel-matrix Hy,, of the family of formal power series g
is identical to the Hankel-matrix Hg of ® as defined in Definition 3.6, and hence their ranks coincide.

Below we present the definition of the representation Ry, associated with (X, ) such that (3,p) is a
realization of @ if and only if Ry ,, is a representation of Wg. To this end, we will need the following result.

Lemma 5.2. Let ¥ be a of the form (3.1), and let p : ® — X. If (3, ) is a realization of ®, then for all

discrete modes qo € Q, for all indices j = 1,...,m, for all input-output maps f € ®, and for any sequence
we Q"
T T
Sqi(w) =[Cq, Cq, - CO] AuBye; and Sp(w) = [C7, C7, ... CI] Awplf). (5

Here, Notation 4.1 is used, applied to the the matrices Ay, q¢ € Q viewed as linear maps, i.e. Ac = I,,, where I,
is the n X n identity matriz, and Ay, = Aq, ... A fw=q1...q, q1,...,q €Q, k> 0.

Proof. By Corollary 5.1, (3, u) is a realization of ® if and only if for all discrete modes ¢,qy € @, words,
wW=qiq2-..qk € Q*, ¢1,492,-..,qx € Q, k >0, indices j = 1,...,m and elements f of ®, (5.4-5.5) hold. From
the definition of Sy 4, (w) and Sy 4(w) it follows that the left-hand side D(I’H’“O)yijqowq of (5.4) equals S ¢,.;(w)
and the left-hand side D(Hk’o)foywq of (5.5) equals Sfq(w). On the other hand, if we apply the convention
of Notation 4.1 to the right-hand side of (5.4) we get CqA,Bg,e;. Similarly, applying Notation 4.1 to the
right-hand side of (5.5) yields CyA,p(f). Combining the observations stated above, we get

D100y ® Sq,qou’(w) = CyAwBg.e; and D(Hk’o)fO,wq = Sf,q(w) = CquN(f)- (5.9)

yequowq =

By “stacking up” the right-hand sides of equalities in (5.9) and using (5.6), we get the statement of the
lemma. O
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Since the representation Ry, below will also be used for the case of constrained switching, we will assume
that @ is a family of input-output maps with some switching constraint L C Q%, i.e. ® C F(PC(T,U)xTL,)).

Construction 5.1 (representation associated with (X, u)). Assume that ® C F(PC(T,U) x TL,Y) for
L C QT, and assume that X is of the form (3.1) and u : ® — X. Define the representation associated
with (X, p) by

Ry = (X, {AQ}QEQvBac)'
The state-space of Ry, is the same as the state-space of X, i.e. it is R = &X. The alphabet of Ry, is set
of discrete modes @. For each discrete mode ¢ € @, the corresponding state-transition matrix A, of Ry, is
identical to the matrix A, of ¥. The readout matrix C is obtained by vertically “stacking up” the matrices

Cyyy...,Cyhy from top to bottom. That is, C = [C’Zl C’g?, . C’:;FN}T e RPN*" Here, 01, ...,0n5 is the

enumeration of () defined in (3.18). The set of the initial states of Ry, is of the form B= {EJ eX|je o},
where By = u(f) for f € ®, and B = Bgey for g€ Q and I = 1,...,m, i.e. B, is the [th column of B,.

The intuition behind the definition of Ry, ,, is that if L = QT, then we would like Ry, ,, to be a representation
of Uy if and only if (5.8) holds. It then follows that the A, matrices of the representation Ry, should coincide
with the A, matrices of ¥. The initial states of the representation should be formed by the vectors By (in
order to generate Sy), and Bge; (in order to generate Sy ;). Finally, the readout map C should be formed by
just “stacking up” the matrices Cy;. Next, we construct a linear switched system realization (Xg, ug) from a
representation R.

Construction 5.2 (linear switched system realization associated with a representation). Let ® be a family of
input-output maps with the switching constraint L € Q%. Consider a representation R of the following form

R=(X,{A}4ec0, B, 0). (5.10)

We assume that the range of C' is a subset of RN, and that B = {Ej € X|j€ Jp}, where Jp = PU{(q, 2) |
q€Q,z=1,...,m}, i.e. Ris a pN-Jp representation. If X = R™ does not hold, then replace R with the
isomorphic copy TR defined in Remark 4.2 whose state-space is R™. In the rest of the construction, we assume
that X = R” for n = dim X holds. Hence, we can assume that A,, ¢ € @ are n x n matrices, and Cis a
pN x n matrix. Define the linear switched system realization (Xg, ugr) associated with R as follows. Let Y be
of the form (3.1) that is, the state-space of X is the same as that of R and for each discrete mode g € @, the
matrix A, of ¥p is identical to the state-transition matrix A, of R. The definition of the p x n matrices Cy,
q € @Q, goes as follows. Let 01,09,...,0n be the enumeration of @ defined in (3.18). Then the p x n matrix
Cy, is formed by the first p rows of C , the matrix Cj, is formed by the second block of p rows of C , and so on,
up to Cy, which is formed by the last p rows of C. That is, C can be expressed via the matrices Cy, g € Q as
C=[cL, cf

o1 oy s C’EN] " For each discrete mode q € Q, the n x m matrix B, is obtained as follows; the

lth column of By equals the initial state E(q,l) foralll=1,...,m, i.e. Bye; = E(q,l) foreach I =1,...,m. The
map up : ¢ — X assigns to each element f of ® the initial state of R indexed by f, i.e. ur(f) = Ef for all f € .

The intuition behind the definition is the following. We would like (g, g) to be such that if we apply
Construction 5.1 to it, then the resulting representation Ry, .., coincides with R. Hence, the matrices 4, of X
should be the same as those of R, the matrices B, should have as columns the vectors EQJ, the matrices Cj

should be such that by stacking them up we get the map C. Finally, ur should assign each f the initial state B i
It is easy to see that the above requirement holds, i.e. ¥ gy, , = ¥, gy, = p and the representation Ry ., is
isomorphic to R. In fact, if the state-space of R is of the form R", then Rx, ,, = R.

Theorem 5.1. Let ® be a family of input-output maps defined for arbitrary switching. Assume that ® has a
generalized kernel representation. Then the following holds:

(a) The (3, ) is realization of ® if and only if the associated representation Ry, ,, from Construction 5.1 is
a rational representation of Ug.



REALIZATION THEORY OF SWITCHED SYSTEMS 431

(b) The representation R is a representation of Wg if and only if the associated linear switched system
realization (X g, ugr) from Construction 5.2 is a realization of ®.

Proof. Notice that if R is a representation of ¥4, then R satisfies the assumptions of Construction 5.2. Part (a)
follows from Lemma 5.2. Since R is isomorphic to Ry, .,, part (b) follows from part (a). O

Corollary 5.2. If (X, 1) is a minimal realization of ®, then Ry, ,, is a minimal representation of Y. Conversely,
if R is a minimal representation of Wo, then (Xg, ur) is a minimal realization of ®.

Proof. Notice that dim > = dim Ry, and dim ¥z = dim R. The statement follows now from Theorem 5.1. [

Proof of Theorem 3.6. If ® has a realization, then ® has a generalized kernel representation, moreover, by
Theorem 5.1, W4 has a representation, i.e. Wg is rational. If & has a generalized kernel representation and
Vg4 is rational, i.e. it has a representation, then by Theorem 5.1 ¢ has a realization. By Theorem 4.1 and
Remark 5.1, rank Hg < +00 is equivalent to Wg being rational. O

5.2.2.  Minimality: proof of Theorem 3.3

First we will formulate results establishing the relationship between observability and reachability and mor-
phism for representations and observability, semi-reachability and system morphism for linear switched systems.

Lemma 5.3. Assume that ® is a family of input-output maps with the switching constraint L C Qt. Let ¥
be of the form (3.1), and pn : © — X. Then X is observable if and only if Ry, is observable, and (X, u) is
semi-reachable if and only if Ry, is reachable. Assume that R is a pN-Jp representation. Then R is reachable
if and only if (Xg, pr) is semi-reachable and R is observable if and only if Xr is observable.

Proof. Since Ry, ,, is isomorphic to R, R is reachable or observable if and only if Ry, ,, is reachable,
respectively observable. Hence, it is enough to prove the first part of the lemma. Notice that Wgy, , = WR(Impu),
where W R(Imp) is the space W R(Xp) for Xy = Imy as defined in Proposition 3.1. Similarly, O, , = O where
Oy is the observability kernel of ¥, defined in Theorem 3.2. Here Wgy, , is the reachability subspace of Ry, ,, as
defined for R = Ry, in (4.5), and Og,. , is the observability subspace of the representation Ry, as defined for
R = Ry, ,, in (4.5). Now the statement follows easily from Theorem 3.2 and Proposition 3.1 and the definitions
of observability and reachability for representations. (I

Lemma 5.4. Assume that ® is a family of input-output maps with switching constraint L C Q, and (X, 1) and
(X', 1) are linear switched system realizations such that the domains of p and pi equal ®. Then T : (S, 1) —
(E/,,u/) is a linear switched system morphism if and only if T': R, ,, — Ryy s is a representation morphism.

Recall that T : (3, ) — (El , ,u/) is a linear switched system morphism if 7" is a linear map from the state-space
of ¥ to the state-space of ¥ satisfying certain properties. Recall that a representation morphism between two
representations is a linear map between the state-spaces of the representations which satisfies certain properties.
Since the state space of Ry, and of Ry  coincide with the state-space of ¥ and ¥ respectively, it is justified
to denote both the linear switched system morphism and the representation morphism by the same symbol,
indicating that the underlying linear map is the same.

Proof of Lemma 5.4. Assume that ¥ is of the form (3.1) and that ¥ is of the form X" = (X', U, ), {(A;’ B;, C’;) |
q € Q}). Recall from Construction 5.1 the definition of the representations Ry , and Ry /. Assume that Ry,

is of the form Ry, = (X,{Aq}qu,E,é) and Ryy . is of the form Ry / = (X/,{A;}QEQ,E/,él) where
B={B;|jecJs}and B = {E; |j€Jo}tand Jp =2U(Q x{1,...,m}). Then T is a switched linear system
morphism if and only if TA, = A;T7 Cy = C;T, TB, = B; and Tu(f) = n (f) for each discrete mode ¢ € Q,
and input-output map f € ®. But this is equivalent to requiring that

(1) For each discrete mode ¢ € @, and for each element z € X, TA,x = A;Tx;

(2) For each index j € @U(Q x{1,...,m}), TB; = B;-; and
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(3) For each z € X, Ca = [(Corm)T ... (CUN:C)T]T =C'Tx.
In turn, Conditions (1)—(3) are equivalent to saying that T is a representation morphism. O

Proof Theorem 3.3. We will proof the following equivalences; (i) <= (ii), (i) <= (iii) and (i) <= (iv).
Finally, we will prove that all minimal linear switched system realizations of ® are equivalent.

(i) <= (ii). By Corollary 5.2 system (3, 1) is minimal if and only if R = Ry, from Construction 5.1 is
minimal. By Theorem 4.2, R is minimal if and only if R is reachable and observable. By Lemma 5.3 the latter
is equivalent to Y being semi-reachable from Imy and observable.

(i) <= (iii). By Corollary 5.2 (3, 1) is minimal if and only if Ry, , is minimal. By Theorem 4.2, Ry , is
minimal if and only if dim Ry, ,, = dim ¥ = rank Hy, = rank Hs.

(i) <= (iv). Again (X, p) is minimal if and only if Ry, is minimal. Hence, by Theorem 4.2, we get that
(3, i) is minimal if and only if for any reachable representation R of Ug there exists a surjective representation
morphism 7' : R — Ry ,. But any reachable representation R of W can arise as an associated representation
of a semi-reachable linear switched system realization of ®. Indeed, by possibly replacing R with an isomorphic
copy, we can construct the associated linear switched system realization (Xg,pg), which by Theorem 5.1
is a realization of ®. By Lemma 5.3, if R is reachable, then (Xg,ug) is semi-reachable. In addition, the
representation associated with (X g, 1) is isomorphic to R. That is, we get that (X, ) is minimal if and only if
for any semi-reachable realization (2, ft) of ® there exists a surjective representation morphism 7" : Ri),ﬂ — Ry .

By Lemma 5.4 we get that the latter is equivalent to 7' : (f),ﬂ) — (X3, u) being a surjective linear switched
system morphism.

Finally, we will show that minimal linear switched system realizations of ® are algebraically similar. Let
(3, 1) and (f], ft) be two minimal linear switched system realizations of ®. By Corollary 5.2, Ry, ,, and Ry, , are
minimal representations of ¥g. Then from Theorem 4.2 it follows that there exists a representation isomorphism
T: Rﬁ‘,,ﬂ — Ry ;. The latter means that T': (f], i) — (3, p) is a linear switched system isomorphism. U

Procedure 5.1 (minimal realization from the Hankel-matrix). Assume that ® is a family of input-output
maps with arbitrary switching. Using Procedure B.1, Appendix B we construct a minimal representation R
of Ug from He = Hy,. Then, we construct the linear switched system realization (Xg, pr). By Corollary 5.2,
(X, pr) will be a minimal realization of ®.

Procedure 5.2 (minimization). Assume that ® is a family of input-output maps with arbitrary switching. Let
(X, 1) be a realization of ® and compute the representation Rs; ,, from Construction 5.1. By Theorem 5.1, Rx, ,,
is a representation of Wg. Use Procedure B.4, Appendix B to transform Ry , into a minimal representation R
of Ug. Construct the realization (X g, ugr). By Corollary 5.2 (g, i) is a minimal realization of ®.

5.3. Constrained switching

5.3.1. Euxistence of a realization: proof of Theorem 3.7

Let L C Q1 be the set of admissible sequences of discrete modes. Let ® be a family of input-output maps with
the switching constraint L. Assume that ® has a generalized kernel representation with constraint L. We start
with introducing the notion of a family of formal power series U4 associated with ®. Recall from Section 3.3,
(3.20) the definition of the sets Fy 4 (w) and F,(w), ¢,q0 € Q. Define the languages L g0, Lq

Lgqo = {w € Q" | Fyg(w) #0} and L, = {w € Q" | Fy(w) # 0}. (5.11)

That is, Lgq (resp. L) consists of all those words w € Q* for which F, 4, (w) (resp. F,(w)) is not empty.
Recall from (3.21) the definition of the vectors Ty 4,,;(w) and Ty ,(w) for each word w € Q*, discrete modes
q,q0 € @, indices j = 1,...,m, and input-output maps f € ®. It is easy to see that the maps Ty 4, : @* >
w = Ty go.i(w) €RP and Ty 4 : QF 3 w— Ty q(w) € RP can be viewed as formal power series.

Lemma 5.5. The formal power series Tg 40 and Tt 4 are well-defined.
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Proof. The lemma follows from Lemma 5.6 presented below. O

Lemma 5.6. With the notation above, the formal power series Ty 4, ; and Tt 4 admit the following representation:

T, 005 (w) = D“Gg’ej = D(O’O"O)Gzzqej if w € Lgq, and (v, (0, 2)) € Fy 4 (w)
@40 0 otherwise

DO KL = DaK® = D(O‘VO)K!&‘D ifwe Eq and (v, (e, 2)) € Fy(w)

Tralw) = { 0 otherwise. (5.12)

Moreover, in (3.21) and (5.12) the values of Ty q(w) and Ty q0.;(w) are independent from the particular choice
of the elements (v, (o, 2)) € Fy(w) and (v, (v, 2)) € Fy q,(w) respectively.

The proof of Lemma 5.6 can be found in Appendix A.
Fix the enumeration Q = {01, 09,...,0n5} as in (3.18). Define the formal power series T, ;, Ty € RPN ((Q*)),
le{l,...,m}, g € Q and f € ® by requiring that for all w € Q*,

T
Tq,l(w) = [(To'lg%l(w))T? (Tffz,q,l(w))Tv sy (TUN,q,l(w))T}
T
Tf(w) - [(Tf,al (w))Ta (Tf702 (w))Ta R (Tf,UN (w))T] . (5'13)
That is, the formal power series T, ; and T are simply formed by stacking up the values of T}, ,; and T,
respectively, i = 1,..., N. Define the family of formal power series associated with ® as
Vo = {Tj e RPN((Q™)) | j € Jo} (5.14)

where the index set Jg is defined as Jp = @ U (Q x {1,2,...,m}).

Remark 5.2 (equivalence of Hankel-matrices). The Hankel-matrix Hy,, of the family of formal power series ¥
and the Hankel-matrix defined in Definition 3.7 are identical, and hence their respective ranks are identical.

In order to prove Theorem 3.7, we need the following two theorems.

Theorem 5.2. We can construct a family of formal power series Qg , elements of which depend only on L, and
for which the following holds. Assume that ¥ is a linear switched system of the form (3.1) and let p: ® — X.
If (3, ) is a realization of ®, then there exists a family of formal power series K, ,, such that:
o K, is rational, and in addition all the elements of Kx,, depend only on the parameters of (3, ).
e The family of formal power series Wg associated with ® can be expressed as the Hadamard-product
of Kz, and Qg, i.e.
Vg = Do © szﬂ. (515)

In addition, if L is a regular language, the family of formal power series Qg is rational.

The proof of Theorem 5.2 will be presented at the end of this section. The next theorem relates rational
representations of Ug and realizations of ®. Recall the definition of comp(L) from (3.7).

Theorem 5.3. If R = (X, {A,}qeq, B, C) is a representation of Ve, then the associated linear switched system
realization (Xg, pr) (defined in Construction 5.2) is a realization of ®. Moreover, for each input-output map
f € ®, for each input u € PC(T,U) and for any switching sequence w € T (comp(L)),

YSkr (NR(f)a uvw) =0. (516)

The theorem above states the input-output map f and the input-output map induced by the initial state
wr(f) of g coincide on admissible switching sequences. The output of X g for those switching sequences which
are not related to any admissible switching sequence is assumed to be zero.
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Proof of Theorem 3.7. Recall that the Hankel-matrix of ® as defined in Construction 3.7 coincides with the
Hankel-matrix of the family of formal power series Wg. If & has a generalized kernel representation with
constraint L and rank Hg < +o00, then by Theorem 4.1 and Remark 5.2 the family of formal power series Vg
is rational. If Ug is rational, then there exists a representation R of Ug and by Theorem 5.3, (Xg, ug) is a
realization of ® with constraint L. That is, we have proved the first statement of the theorem.

Assume that L is regular and ® is realized by (3, ). Then by Theorem 5.2 ® has a generalized kernel
representation and with the notation of Theorem 5.2 it holds that V4 = Qs © Ky ,,. Moreover, by Theorem 5.2,
both Ky, and Qg is rational. Hence, by Lemma 4.3 their Hadamard-product is rational, and hence Ug is
rational. Again, by Theorem 4.1 and Remark 5.2 the rationality of Wg means that rank Hg < +00. (]

We devote the rest of the section to proving Theorems 5.2 and 5.3. We start by presenting the construction
of the families of formal power series Q24 and Ky, ,, defined in Theorem 5.2. To this end, recall from (5.11) the

definition of the languages L, 4, and Eq for discrete modes ¢, g9 € Q.
Construction 5.3 (definition of 23). Define the power series Z, 4., Zg € RP((Q*)) by

L1,..., )T eRP ifwel (1,1,..., )T eRP ifwel
7 — ( ) ’ 4,90 7 — Pt ’ q
400 (W) { 0 otherwise and  Zg(w) { 0 otherwise

for all w € Q*. That is, Z, 4, (resp. Z;) is just the p tuple of the indicator functions, each of which returns one
if a word belongs to Lg 4, (resp. L,) and zero otherwise. We will define the power series I';,I" € RPY ((Q*)) by

stacking up the power series Z5, 4, ..., Zoy,q, respectively Z,,, ..., Z5, in this order, that is, for all w € Q*,
T
Ly(w) = [(Zal,q(w))Ta (Za%q(w))T, ) (ZUN,q(w))T] (5.17)
T
F(U}) = [(thl (w))Ta (Z<72 (w))T7 cees (ZO'N (w))T} . (5'18)

The family of formal power series Qg is indexed by Jo = U (Q x {1,...,m}) and it is of the form

r j=feo®

T, j=(¢0)eQx{l,...,m} (5.19)

Qs = {2, eRPV((Q")) | j € Jo} where Vj € J: E; = {

Lemma 5.7. If L regular, then Qg is rational, and the rank of the Hankel-matriz Hq, depends only on L.
Lemma 5.7 is a corollary of the following lemma.
Lemma 5.8. If L C Q7 is regular, then E, E%% and Zq are reqular languages for each q, qo € Q.

The proof of the Lemma 5.8 can be found in the Appendix A.3.

Proof of Lemma 5.7. If L is regular, then by Lemma 5.8, Zq,qo and Eq are regular languages for all ¢, qy € Q.
Recall from (5.18) the definition of I and recall from (5.17) the definition of I';. Then it is easy to see that
for each I = 1,...,pN, such that | = p(z — 1) + ¢ for some z = 1,...,N, i = 1,...p, the lth coordinate of
1 ifwe L,

. and the [th coordinate of I'j(w) is of the form
0 otherwise

the vector I'(w) is of the form (T'(w)); = {

(Ty(w)); = { (1) gt}?ferewizzyq . For each I = 1,..., Np, denote by (I'y); and respectively by I'; the scalar

valued formal power series formed by the Ith coordinate of I'; and respectively I'. From the regularity of th%
and qu, ¢1, ¢2 € @ and Lemma 4.3 it follows that (I'y); and I'; are rational for alll = 1,...,Np and ¢ € Q.
Consider the family of formal power series © = {I'; | j € {0} UQ}, where I’y = I". Hence, since (I'y); and T';,
1 =1,..., Np are rational, by Lemmas 4.6 and 4.4 we get that O is rational. Notice that © depends only on L,
hence the rank of the Hankel matrix of © depends only on L.
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It is left to show that Q¢ is rational and the rank of its Hankel-matrix depends only on L. To this end,
let R = (X,{As}ses, B,C) be a minimal representation of ©. From Theorem 4.2 it follows then that R is
reachable and observable, and dim R = rank He. Define the indexed set B = {B ceX|jedu@x{l,...,m}}
as follows. For each f € ® let Bf = By, and for each i = 1,...,m, ¢ € Q let B(W) = B,. Then it is easy
to see that R = (X, {As}oey, B, () is a well-defined rational representation of the family Q4. Hence, Qg is
rational. Moreover, it is easy to see that dim R = dim R and R is reachable and observable as well. Hence, by
Theorem 4.2, dim R = rank Hgq,. The latter implies that rank Hq, = rank Hg depends only on L. (]

Next, we proceed with defining the formal power series Ky, ,, from (5.15).

Construction 5.4 (definition of Ky ). Let (3, ) be a linear switched system realization of ®. Define the
family of input-output maps O, = {y=(u(f),.,.) | f € ®}. The elements of O, ,, are simply those input-output
maps of ¥ (defined for arbitrary switching) which are induced by an initial state of the form pu(f) for some f € ®.
Define U(u) : ©x,,, — @ by U(u)(ys((f),-,)) = f. The map U(u) is well defined. Indeed, if ys(u(f1),.,.) =
ys(p(f2),.,.), then for all u € PC(T,U) and w € TL, fi(u,w) = ys(u(f1),u,w) = ys(u(f2), u,w) = fa(u,w).
Notice that (3, o U(p)) is a realization of ©x , and for each g = ys(u(f),.,.) € Os u, po U(n)(g) = p(f).
Assume that the family of formal power series associated with Oy, as defined in Section 5.2, (5.7), is of the
form

Toy, = {S. e RPN((Q")) | 2 € Ox, U (Q x {1,2,...,m})}. (5.20)
The family Ky , is indexed by Jp = ® U (Q x {1,...,m}) and it represents the following re-indexing of Ve, ,,
. ) S, ifj=fed
— V. pN * LV — ys(p(f),) J
Ky = (V; €ROVUQN |G € o), Wi dosvy={ grinmer SIZIE® L e

Lemma 5.9. The family of formal power series K, ,, is rational, moreover rank Hg,, = H\p@Z . < dimX.

Proof. From Theorem 3.6 it follows that Ve, , is rational. Define the map ¢ : Oy, U (Q x {1,...,m}) —
QU (Q x {1,...,m}) by ¢(9) = U(u)(g) for g € Ox,, and ¢((¢,5)) = (¢,5) for ¢ € Q, j = 1,...,m. The
map ¢ is surjective and Vi ;) = S; for all j € Og, U(Q x {1,...,m}). By Lemma 4.5, rationality of Ve, ,
implies the rationality of Ky ,, and since ¢ is surjective we get that rank Hg,, , = rank Hq,e . Finally,
rank H\pez# =rank Hey, , by Remark 5.1, and by Theorem 3.3 we get that rank H‘I’Qz. < d1m2 (]

Proof of Theorem 5.2. We show that Theorem 5.2 is satisfied by choosing Q¢ and K, as defined in (5.19) and
(5.21). Note that the elements Q¢ depend only L and from Lemma 5.7 it follows that Qg is rational if L is
regular. The elements of Ky , depend on the parameters of (X, x) only and by Lemma 5.9 Ky , is rational.
Hence, it is left to show that (3, i) is a realization of ® if and only if (5.15) holds. To this end, notice (5.15) is
equivalent to

Vfe® qqcQ,j=12....,m:Tfqg= Sy (u(f),..)q®Zqg and Ty = Sq.40.5 © Zga0- (5.22)

Here we used the notation of (3.17) applied to Oy, , and (5.6). That is, for each word w € Q*, Sy (u(s),.,.),0: (W)
and respectively Sy, ¢,.j(w) are formed by the block of rows of Sy (,.(y),.,.)(w) and respectively Sy, ;(w) indexed
by indices in the range [p(i — 1) + 1, pi]. Hence, it is enough to show that (X, u) is a realization of ® if and only
if (5.22) holds forallg € @, fe Pand j=1,...,m

By Lemma 5.1, (X, ) is a realization of @, if and only if ® has a generalized kernel representation with
constraint L, and (5.2) and (5.3) hold. Notice the following facts about the expressions in (5.2) and (5.3). If

(v, (v, 2)) € Fyqo(w), and z = z129...2; for some z1,22,...,2; € @, then w = zflz§2. .zp*. Similarly, if
(v, (v, 2)) € Fy(w) and z = 2122 ... 2, for some 21, 22, ..., 2 € Q, then w = 2" 252 .. . Recall the notation

of Notation 4.1, (4.4). Then we get that AZ*AZIT) L ASH = Ay if w = 27252 . k’“. Combining (5.2), (5.3)
and the definition of T 4(w) and Ty 4, ;(w) presented in (5.12) we get that

Tyq(w) = CyAwu(f) if we Ly, and Tygoj(W) = CAuBgye; if we Lyg,. (5.23)
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Notice that (X, o U(u)) is also a realization of © = Ox ,. Recall the definition of Ry ,0r(,) from Construc-
tion 5.1. By Theorem 5.1, Ry ,,01(,) is a representation of We. Hence, from (5.9)

Vg,q0 € Q,j=1,....mw € Q" : CqAy,Byyej = Sq.q0.5(w) and CyAup(f) = Sysu),.,.).q(W)- (5.24)

Notice that if w ¢ quqo, then T} 4 ;(w) =0; and if w ¢ Zq, then T 4(w) = 0. Combining this with (5.24),

_ L Susu(p).a(w) ifwe L, () = J Saag(w) i w € Loy,
Tralw) = { 0 otherwise 04 Taad (w) = otherwise. (5.25)

From the definition of Z,(w) and Zg 4 (w) and from the definition of the Hadamard-product we get that the
right-hand sides of (5.25) equal (Sy(u(f),...) © Zg)(w) and (Sg,q0,5 © Zg,q0)(w) respectively, i.e. (5.22) holds. [

Proof of Theorem 5.3. Let (X, u) = (Xr, ur) and assume that ¥ is of the form (3.1).

First, we show that (X, ) is a realization of ®. To this end, notice that R is a representation of ¥4, and
hence for all o € Q, f € @, j =1,...,m, w € Q*, Ty, j(w) = CAyBq, ;) and Ty(w) = CA,By. From this,
the definition of Ty, 4, j(w), and that of the matrices Cy, By, of ¥, we get that T} 4, ;j(w) = CyA,Bgej. Let
w e Zq,qo and let (v, (v, 2)) € Fy g, (w). It then follows that w = 2" ... zp* and hence A, = AZTAZ} ! .. A%,
where z =21 ...2; 21..., 2, € Q. Using (3.21) we get

D<@wvwa*>y§;m = Tyq0.; (W) = CqAuBgyej = CqAF AZH—1 A% By e;. (5.26)

Zk—1

From Ty(w) = C' A, By, the definition of Tj, f(w), and the definition of the parameters Cy and p(f) = By of X,
we get that Tt 4(w) = CqAwp(f). Let w € Ly and (v, (o, 2)) € Fy(w). Then we get w = 27257 ... 20", where
Z=21...2k, 21,..- 2k € Q, and A, = ATk ATl . Ag!. Combining this with (3.21) we get that

DOR fo = Ty j(w) = CuAwpl(f) = CqASEAZE1 LA (). (5.27)

Zk—1

By Lemma 5.1 the equalities (5.26) and (5.27) are equivalent to (3, i) being a realization of ® with constraint L.

Next, we show that (5.16) holds. Apply Construction 5.4 to (X, u) and recall from Construction 5.4 the
definition of the family of input-output maps Osx; ,. Recall from Construction 5.4 the definition of the map U (u)
and recall that (X, o U(u)) is a realization of Oy ;. Hence, ©x ,, admits a generalized kernel representation.
Using the notation of Definition 3.4, the functions of the generalized kernel representation of Oy, ,, are denoted

K99%# and Go™* for all w € Q+, g € Ox, . We are going to show that
Vw € comp(L), g € O ,:  GO%¢ =0 and KJ%r =0. (5.28)

It is easy to see that if a word belongs to comp(L) then any of its suffixes belongs to comp(L). Then from
Definition 3.4, part 4 it follows that (5.28) implies (5.16). Since Go™" and K59 are analytic entire functions,
we obtain (5.28), if we show that the high-order derivatives of GSZ’”, K;‘L’@Zv” at zero are zero, i.e. if we show
that

Vg € Ox, w € comp(L), B € NI DFGO=x =0 and DPKIO=r =0. (5.29)
Fix a word w = ¢q1...qx € comp(L), q1,...,qx € @, and a tuple § = (B1,...,0k). Apply the first equality
of (5.1) of Lemma 5.1 with w and a = (81 + 1, 0, ..., Bk), and the second equality of (5.1) with w and a = 3,
to the family ©s , and to the realization (X, o U(n)). Then for all g = ys;(p(f),.,.) € Os,u, f € O,

DPGy=» = Cq AyBy, and DK% = Cy Av(o U(n))(g) = C, Avpl f) (5.30)

where v = qllqu . .q,f’“. But w € comp(L) implies Eqk = (). Hence, v cannot be an element of qu. IfveQ@*
is such that v ¢ L,,, then v ¢ L,, , for all ¢ € Q. From the definition of Ty 4, (v) and Ty, 4;(v) we get that
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T (v)=0and T,, ,;j(v)=0forall fe® j=1,...,mand ¢ € Q. Hence from (5.26) and (5.27) it follows
that Cy, AyBge; = Ty, q;(v) =0, j = 1,...,m and Cq A,pu(f) = Ty, r(v) = 0. Using (5.30), (5.29) then
follows. g

5.3.2. Quasi-minimality: proof of Theorem 3.4

Proof of Theorem 3.4. From Theorem 3.7, if L is a regular language and ® has a realization with constraint L,
then rank Hgy < —+oo. Since the Hankel-matrix of ® and Wg coincide, by Theorem 4.1 we get that Wg is
rational. Let R be a minimal representation of ¥g. Consider (X, ) = (Xg,ur), .e. the linear switched
system realization associated with R. Then by Theorem 5.3 (X, ) is a realization of ® with constraint L
such that (3.8) holds. Since R is reachable and observable, by Lemma 5.3 we get that (X, i) is semi-reachable
and observable. If (i,ﬁ) is a realization of ®, then by Theorem 5.2, Uy = Ki:,ﬁ ® Q¢. From Lemma 4.3,

rank Hy, <rank HKi . -rank Hq,. By Lemma 5.9, rank HKi L= rank H‘I’ei < dim . Since Risa minimal,
; o i

by Theorem 4.2, dim¥ = dim R = rank Hg. Combining these observations we get dim ¥ < rank Hg, - dim 3.
By Lemma 5.7 rank Hg, depends only on L. Hence, for M = rank Hg, we get (3.9). (|

Procedure 5.3 (construction of a realization from the Hankel-matrix). Construct a minimal representation R
from Hy = Hy, using Procedure B.1, Appendix B. Construct the linear switched system realization (X g, ug)
associated with R as described in Construction 5.2. By Theorem 5.3 and the proof of Theorem 3.4, (Xg, pig) is
a quasi-minimal realization of ®. For the corresponding algorithm see [20].

Procedure 5.4 (quasi-minimization). Using the parameters of (X, 1) and (5.23) in the proof of Theorem 5.2,
construct the Hankel-matrix He of ®. Then use Procedure 5.3 to construct a semi-reachable and observable
realization of ® which satisfies (3.8) and (3.9). The procedure outlined above can be made effective, see [20].

6. CONCLUSIONS

The current paper is the first part of a series of papers dealing with realization theory of switched systems.
In this paper realization theory of linear switched systems was presented. The forthcoming Part II of the series
deals with realization theory of bilinear switched systems. The paper uses the theory of formal power series,
to derive the results. To this end, the paper also presents an extension of the classical theory of formal power
series to families of power series.

A. PROOF OF TECHNICAL RESULTS ON LINEAR SWITCHED SYSTEMS

A.1. Technical results on input-output maps of linear switched systems

The results of the section are necessary for the proof of Lemma 5.1 and Corollary 5.1, and Lemma 5.6.
Assume that ® has a generalized kernel representation defined in Definition 3.4. In the sequel we will use the
notation of Definition 3.4 and the notation introduced in Notations 2.1-3.4.

Lemma A.1. For eachw=qi...qr €L, q1,...,q €Q, k>0, and for all j =1,....m, 1 =1,...,k,

Vo e N : DOKJS = Dfoqg..qp and Ya e NI DOGD e =Dy (A1)
where N* 5 8= (0,0,...,0,a1 + 1,00,...,a5_11). Here e; is the jth unit vector of R™.
Proof. 1t follows from the formula & fotg(t, T)dr = g(t,t) + fot 4 g(t,7)dr and Part 4 of Definition 3.4. O

The next lemma together with its numerous corollaries states a number of relationships between the functions
K[® and G2 and functions K7*® and G?, where w is obtained from z by repeating zero or more times the letters
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of z. Moreover, these relationships are of great importance for the proof of Lemma 5.1 and for the derivation
of results on realization theory with switching constraints. Recall from (3.11) the definition of the language L.

Lemma A.2. Consider the words v,w,s € Q*. Assume that w = 27" 257 ... 2" for some z1,...,2;, € Q and
(a1, 0...,a) € Nk, Assume that vws and vz ... zks both belong to L. In addition, assume that either ay > 0

or, if ap =0, then s is non-empty, i.e. |s| > 0. Then the following holds:
(a) For all r1,...,7)u, P15 P)ss 1,5 tjw €T, fEP

KJT’U(I;(TM...,T|v‘,t1,...,t|w|,p1,...,p|5‘) = Kgé?___st(Tl,...,7“‘71|,T1,...,Tk,pl,...,pm). (AQ)

If in addition either |v| > 0 or a; > 0, then

was(rh...,T|v‘,t1,...,t|w|,p1,...,p|5‘) :Gi’zq;...zks(rl""’T\vllev""Tkvplv""pls\)' (A3)
+..ta; .
Here Ty = Y 700005 ot i=1,.. k.

(b) Let T, = (1,1,...,1) € Nl Then for any 3 € NIV, v € NIsl, for all f € ®,

D(ﬁvﬂ\w\a’Y)Kfa(b e D(Bvav’Y)Kf’q) (A4)
vws VZ122...2kS
D(ﬁ,ll\wm)was — D(ﬁ’aﬁ)G;{;zlzg...zks? if [v] > 0 or ay > 0. (A.5)

Proof of Lemma A.2. We will show only that (A.2) and (A.4) hold. The proof of (A.3) and (A.5) can be
obtained from the proof of (A.2) and (A.4) which will be presented below by simply replacing K/>® with G2
and replacing the references to the first equality of Part 2 and Part 3 of Definition 3.4 with references to the
second equality of Part 2 and Part 3 of Definition 3.4.

The proof goes by induction on k. Let £k = 1 and denote by « the power «; and denote by z the letter z;.
If « = 0, then w = ¢, i.e. the word w is the empty word. From Part 3 of Definition 3.4 it follows that
KL2(rq,... Tl 0,P15 -+ 5 D)) = KL2(r,... sTlw]sP1s - -+, Ds)). Hence, for k =1 and o = 0 (A.2) and (A.4)

hold. Notice that Iy is the empty tuple, hence (5,1y,v) = (5,7). It follows from definition of (f—t% and Part 3 of

Definition 3.4 that DBV KS:® = DM K® Notice that for k = 1 and o = 1 (A.2) and (A.4) are trivially
true. For k = 1 and o > 1, (A.2) and (A.4) can be shown to be true by using Part 2 of Definition 3.4 and
2
dran 9t + )|t —ta—0 = §z9(t)]e=o-
Finally, assume that (A.2) and (A.4) hold for all £ < n. We will prove that (A.2) and (A.4) hold for k = n.
Indeed, let’s apply the induction hypothesis for k =n — 1 to @ = 2{"" ... z."7". Then we get that

n—1

@
K’L{zfl...zﬁns(rl’ cee 7T\U|7t17 s 7t\w\—anat\w\—an+1a cee 7t\w\ap1a cee 7p|6\)
,®
= K’L{zlmznflz%"s(rl’ s 77a\v|aT17 s 7Tn—1a t\w\fan+la s 7t|w|7p17 s 7p|5\)
DB gFHE — Bl 1) g h®  — pBaly) /i N
vws vwzy s VZ].Zpn—12n"8

where T; = Z?;{Jratiail t;. Using the equalities above and applying the induction hypothesis for £ = 1
to z&m we get (A.2) and (A.4). O
Corollary A.1. Let w € L be a word such there exist 21,22,---,2k € Q, k > 0 and a k-tuple a =
(o1, 0z,...,01) € N¥ such that w = 2{25% ... 2" and z129...2; € L, and a, > 0. Then for all tq, ... st €T,
feo,

KI®(t, o) = K22 (

Tl,. ..,Tk) and G?L(tl;- ~'7t|’w|) - G‘I)

2122...Zk(

Tl,...,Tk) Z'fOél > 0. (AG)
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Here it 1s assumed T; = Z?;TJFJTJFQA ti,i=1,...,k. That isL{KT{;‘I’, G? | f e ®, w, vesuffixL} uniquely
determines the collection of functions {K1® G® | f € ®, w, v € L}.
Proof. Apply part (a) of Lemma A.2 with v = € and s = € and substituting 27" 252 ... 2" for w. O

Corollary A.2. Let z1,22,...,2k,d1,d2,...,di,q,q0 € Q be discrete modes. Assume that 20" 25% ... 2% =

df1d§2 ...dlﬁl for some a = (a1, a,...,a1) € NK 3= (B1,B,...,0) € N'. Then the following holds:

e Ifqoz1za...2xq € L and qod1ds . ..diq € Z, then D(Ova’O)Gfﬁ)Zlmmqu = D(O’B’O)G;dldz...dlq'

o If212...2pq and dvds ... dyq € L, then D@0 K@ = DBO K,

2122...2kq dids...d;q"
Proof. Denote by w the word 27" 252 ... 2% = dhdd ..dfl. Using (A.4) with v = ¢p and s = ¢ one gets
that DO0GP = DOLwOGE = DOLOGE | Similarly, from (A.5) with v = ¢, and 5 = q we get
D(@.0) g f.® _ D(H‘w‘,O)K{Z,‘;D _ D(ﬁ,o)Kgsb O

2122...2kq 1...diqr”

Corollary A.3. For any w € E, forany q1, g2, g€ Q, j=1,...,m,

+
(v, (v, 2)) € Fgy qo(w) = DO @;’;M = DO‘Gfej = D(O’“’O)Giquej (A7)
(v, (@, 2)) € Fy(w) = D@y, = DKI® = DO KL®. (A.8)

Proof of Corollary A.3. First we prove (A.8). From (A.1) it follows that D@1 fy . = D*Kf®. Indeed,
from (A.1), D@12 o = DO K% By applying Part 3 of Definition 3.4, K7,2(0,0,...,0,t1,ta, ... ) =
KI®(ty,...,tx) and hence DO Kf® = Kf® Hence, it is enough to show that

DO K = poKI®. (A.9)

To this end, notice that (v, (,2)) € Fy(w), implies that the last letter of z equals q. Hence, by Part 2 of
Definition 3.4 we get that Kgf(tl, to, ... tg—1,t5,0) = Kgc{im% (t1,t2,...,tr). By applying éitfll e (ft:kk to the
left- and right-hand sides of the equation above, and evaluating the result at zero, we get the desired equality.

Next, we will prove (A.7). In order to prove (A.7) it is enough to show that

DG, = DG, ... (A.10)

Indeed, from (A.1) we get that for (v, (a,z)) € F,q,(w), D(Q\U\"ﬁ)yzmz = D“G?e¢j, and hence (A.10) im-
plies (A.7). Before proving (A.10) we will show that for any gow € Z, w € E, and any ¢qp € @

pDOad e  _ plapf) g (A.11)

qoqow qow
for any a > 0 and multi-index § € NI*l. Assume that |w| = k and 3 = (31, .., Bx). From Part 2 of Definition 3.4
it follows that G® (71,79, t1,...,t5) = G;w(ﬁ + 7o, t1,...,tx). Hence, we get that

qogqow

d% do gt dBx de g/ 4Pk
e @G;qow(’ﬁ,’rg,tl, cty) = de g @G;W(T,tl, R 79| P
By evaluating the equation above at 71 =72 =0, t1 = ... =t = 0, we get (A.11).

But (v, (a, 2)) € Fyy q(w) implies that if z = 2y ... 2 for some 21,...,2; € @Q, k > 0, then 2, = ¢o and 2z, = ¢.
But applying (A.11) to w = 29... zxq yields D(Ova’O)foozq = D(Q’O)qu. Therefore, in order to prove (A.10) it
is left to show that D(O"O)G;{’q = D*G?. The latter can be shown in exactly the same way as (A.9) by simply
replacing K% with G® and using the second equality of Part 2 of Definition 3.4. (|
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Proof of Lemma 5.1. First, we show the following equivalence:

(i) if and only if (ii). First, notice that the left-most equalities in (5.1) follow immediately from (A.1).
By Theorem 3.5 (X, ) is a realization of @ if and only if ® has a generalized kernel representation of the
form (3.15). Assume that (i) holds. Then (3.15) holds. Consider ¢ ...qr € L with q1,...,qr € Q. By taking

. . L) _
derivatives of Gy, ., forany l=1,... k, from (3.15) we get
DPGy g = Co ASFAZ 1 AXTI By where 8= (ay — 1,041, -, o). (A.12)

Notice that if q1q2...qx € L, then q;qi4+1...qx € L, and hence G:iqulmqk

that Day;};’ql@___qk = Dﬁququmqkej, where a = (0,0,...,0,07,741,...,a;r) € N¥and j = 1,...,m. Com-
bining the equation above with (A.12), we get the first equation of (5.1). The second equation of (5.1) can be
proved analogously. That is, (i) implies (ii).

Assume that (ii) holds. We show that then (3.15) holds, which by Theorem 3.5 implies (i). From
Corollary A.1 it follows that it is enough to consider {K/®, G® | w € suffixL, v € L, f € ®}. Using (A.1) and

is well-defined. Lemma A.1 implies

(5.1) we obtain that the derivatives of Gi @i1...qn b zero are equal to the derivatives of the corresponding right-
hand side of the first equation of (3.15). From analicity of Gg’Lqu___qk we get that G$Ql+1---q1c7 q19q2-..qx € L, is
as in (3.15). We can show that Kgf;?zmqk is of the form (3.15) analogously.

(ii) if and only if (iii). First, notice that the left-most equalities in (5.2) and (5.3) follow from (A.7)
and (A.8) of Corollary A.3. We show that (iii) implies (ii). Consider any word w € L of the form

W=q1q2---qks q1,G2,-- -, qr € Q and any tuple o« € N*. Let 0 < I < k besuchthata; >0anda; =...a;_1 =0
and assume that such [ exists. Define v = qiqo...q—1, 2 = qq11...qx and z = ql‘)‘l_lqla_ﬂ1 ...qp*. Then

(v, (B, 2)) € Fyy q. (), where 3 = (ay — 1,...,q)y). Notice that (0;_1,3") = a and vz = w. Hence from (5.2)
we get the first equation of (5.1). Similarly, let y = ¢i'* ... ¢.*. Then (¢, (a,w)) € F,, (y) and (5.3) implies the
second equation of (5.1).

Conversely, assume that (ii) holds and we will show that (iii) holds too. Indeed, for any s € E, q, qo € Q,
(v, (B, 2)) € Fgq,(s) it holds that vz € L, z = z122... 2k, 21,22, ..., 2k € Q, 21 = qo, zr = q. Applying (5.1) to
w = vz and a = (O, 87) € NI*I yields that (5.2) holds for (v, (8,z)). Similarly, for any (v, (8,2)) € Fy(s) it
holds that z = z129... 2k, 21,22,...,2k € @, 2 = ¢ and vz € L. Then the application of (5.1) to w = vz and
a = (0, B) yields (5.3). O

Proof of Corollary 5.1. The pair (3, 1) is a realization of ® if and only if part (i) of Lemma 5.1 holds. Hence,
in order to prove the corollary, it is enough to show that (5.1) holds for all w € L = Q* and «a € NI*l if and
only if (5.4) and (5.5) holds for all w € Q*. To this end, it is enough to show that:

(1) The first equation of (5.1) holds for all w € Q* and o € NI*! if and only if (5.4) holds for any w € Q*.

(2) The second equation of (5.1) holds for all w € QT and o € NIl if and only if (5.5) holds for any w € Q*.

We will present only the proof of (1), the proof of (2) is completely analogous to that of (1).

Assume that the first equality of (5.1) holds. Apply the first equality of (5.1) for o = (1,1},,,0) and
w = qoq1q2 - - - qxq- By noticing that ASO = Ag = I, is the identity matrix, we get precisely (5.4). Conversely,
assume that (5.4) holds for all w € Q*, q, g0 € Q, 7 =1,...,m. We will show that then the first equality (5.1)
holds for @ € N, w € QT. The left-most equalities of (5.1) follow from Lemma A.1. The rest follows from (5.4) if
it is applied with w = qf”_lqlojgl ...qp* with go = ¢; and ¢ = i and from the following remark. Applying (A.5)
from Lemma A.2, and (A.10) from the proof of Corollary A.3, we get that for 3 = (y—1, a4 1, ..., q) € NF7HL

S=qq1---qx €QF, DPGT = D(O,H\w\70)G$ where w = ql‘”hlqﬁf ...qp" as above. O

wqk?
A.2. Proof of the characterization of semi-reachability

Proof of Proposition 3.1. The second statement of the proposition follows from the first by taking Imy as Aj.
Hence, it is enough to prove that first statement of the proposition. We will show that WR(X)) is the smallest
vector space containing the set Reach(X, Xy) of states reachable from the set of initial states Xy. First, we show
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that Reach(X, Xp) is contained in W R(Xp). Then we show that if W is a linear space containing Reach(X, Xp),
then WR(Xp) C W.

Reach (3, X)) C WR(Xp)

From Theorem 3.2, (3.5) it follows that the set Reach(X,{0}) of states reachable from 0 is contained
in WR(Ap). From Theorem 3.1, (3.3) it follows that each element of Reach(X, Xp) is the sum of the con-
trolled and autonomous parts. More precisely, each reachable element is of the form

eantretuathot eAutipg a0 (0,u, (g1, t1)(g2,t2) - - - (ks th))

for some piecewise-continuous input v € PC(T,U), discrete modes ¢1,...,qx € Q, k > 0, switching times
ti,...,tx € T, and some initial state zo € Xp. Since zx(0,u, (q1,t1)(qg2,t2) ... (qr,tr)) belongs to the set
Reach(3, {0}), we get that xx(0,u, (q1,t1)(g2,t2) ... (qk,tr)) belongs to WR(Xp). If we can show that any
vector of the form edatreda-1ti-1  eAatig, belongs to WR(Ap) for all initial states x € X, and switching
sequences (q1,t1)(q2,t2) ... (qx, tx), then it follows that Reach(X, Xp) is a subset of WR(Ap). To this end,

. . k
notice that for each discrete state ¢ € Q, e?elz = :56 ’;—!ASI, hence e?d?

Aag_1te—1 oA

x belongs to the linear span of the
vectors Agx, j € N. This implies that e?axtre ity belongs to the linear span of the vectors of
the form A7t A% ... Alrxzq € WR(Xp) for integers ji, j2, ..., jx € N, and hence it belongs to WR(Xp).

WR(Xy) CW

First, notice that for any initial state xg € Xp, for any switching sequence s = (q1,t1)(g2,t2) ... (qr, tk) €
(@XT)*, k > 0, and for any input u € PC(T,U), xx(xo,u, s) = zx (20,0, s)+xx(0, u, s), and hence, zx(0,u, s) =
xn(xo,u, s) — xn(x0,0,s). Since both zx(zg,u, s) and zx(xo, 0, s) belong to the vector space W, we get that
% (0,u, s) belongs to W as well. Hence, we get that Reach(X, {0}) belongs to W. Notice that

WR(Xy) = Reach(X, {0}) + Span{A4, A, , .- Aq 20| 1,62, .., q € Q, k>0, zg € X} (A.13)

Hence, if we can show that vectors of the form A, Aq, ... Agxo for ¢1,...,qx € Q, k > 0, ¢ € &) belong
to W, then we obtain that WR(Xy) € W. In order to show that A, A .. Agxg € W, define for the
sequence w = q1qo ... qr € QT and z¢ € Xy, the map €XPyy g Tk — X by

qk—1

XDy 4o (t15 12, TE) = efatreaiti-1 | gAatig — (20,0, (q1,t1)(g2,t2) ... (qk, tk))- (A.14)

It follows that the values exp,, , belong to Reach(X, Xp) and hence to W. Since W is a vector space, it follows

that all the high-order derivatives at zero must also belong to W. It is easy to see that D111 eXPyy py =
Ay A ... Ag x0. Hence, A, A ... Ag xg belongs to W as well.

qr—1 qr—1

A.3. Technical proofs for Section 5.3

Proof of Lemma 5.6. Formula (5.12) follows by using formulas (A.7), (A.8) from Section 5.1.

From the right-hand sides of (5.12) it follows that the values T} 4, ;(w) and Ty r(w) do not depend on the
choice of v in (v, (e, 2)) € Fy 4, (w) or (v, (, 2)) € F,(w) respectively. We will argue that the value of Ty, 4, ;(w),
j=1,...,mand T s(w) do not depend on the choice of («, z), i.e. the right-hand sides of (5.12) are the same
for any (v, (v, 2)) as long as (v, (o, 2)) belongs to Fy 4, (w) or Fy(w) respectively.

If (v, (e, 2)), (u,(B,2)) € Fgq(w) are two elements of Fy, 4, (w), then from the definition of the set Fy o, (w)
it follows that =" .. .:Elm‘r‘ =z ... z‘o;‘f‘ =w, and z1 = T1 = qo, 2|2| = T|g| = ¢, and qo2q, qorq € L. Hence, by
Corollary A.2, DO>0G? = DOLOGE = Similarly, if (v, (a, 2)), (u, (3, 2)) are two elements of Fy(w), then

oz _

. 2l = 25 -z, =wand zq,2q € L. Hence, by Corollary A.2, D(O‘vo)Kgf = D(B’O)KU{ZI‘I’. O

Bkl

Proof of Lemma 5.8. Notice that the languages Zq,qo and Zq can be written as Zq,qo = {we Q| quwqe L}
and Ly = {w € Q* | wg € L}. That is, Lgq, consists of all those words w for which the word gowg belongs
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to L and L consists of all those words w for which the word wq belongs to L. Then it is easy to see that if L
is regular, then so are Lq q and L Hence, it is enough to show that L is regular, if L is regular.

To this end, notice that if L is regular then suffixL is regular. Let A = (S,Q,0, F, s9) be a deterministic
automaton (see [4,8]) accepting suffixl.. Here S is the state-space, @ is the alphabet of the automaton, F is
the set of accepting states, ¢ : § x Q — S is the state-transition function, sg is the set of initial states. Recall
from [4,8] that the extended state-transition function is defined as follows. For each s € S, w € Q*, d(sp,w) = s
if there exists a sequence of states si1,s2...,5, = s € 5, such that if w is of the form w = q1q2...qx € Q7,
q1,q2,---,q; € Q, k>0, then s; = §(s;-1,¢;) for each i =1,... k.

Define the non-deterministic automaton® B = ((S x Q) U {30},Q,05, F x Q,3) as follows. The set of
accepting states of B is F' x @, the set of states of B is S x QU {30}, S0 ¢ S x Q. The initial state is 9. The
state-transition relation dp is as follows. For any discrete mode g € @, d5(30,9) 2 (s, q) holds, if 6(sp, wq) = s
for some w € Q*. For any discrete mode ¢,u € @ and state s € S of A, (§,u) € dp((s,q),u) holds if either
(i) u=gq and § = s, or (ii) there exists wu € Q*, such that §(s, wu) = 5.

We argue that B accepts precisely the language L. Denote the fact that s € 05(8,q), for some states
s, 8€ (SxQ)U{s0}, by 8 2 s. Then B accepts a word z = q1q2 ... qx € Q*, q1.¢2. ..., qs € Q, k > 0, if and
only if there exists a run

S0 (s1,q1) B (s2.42) . 2 (swoan) (A.15)
where s € F. This is equivalent to the existence of integers 0 < aq,...,a; € N and words wy,wq,...,w; € QF

such that 23:1 a; = k and the following holds. The first state (s1,¢1) in (A.15) satisfies, 6(so, w1¢1) = s1 and

the subsequent states in (A.15) are of the following form. For each 0 < d <[ denote by ng4 the sum ng = Zf o;.
Then for each d = 0,...,01 =1, (s;,¢) = (Si+1,Gi+1) for each 1 +ng <i <ngy1 and 6(sp,, Wat1@n +1) = Sny+1-
Define ug = ¢n 41 forall1 < d <[—1. Then in the automaton A it holds that §(so, wiuiwaus . .. wyu;) = s € F.
That is, wyuy ... wyu; € suffixL. In addition, the word z = q1¢3 ... qr € Q* from above is then of the form

0 0 0 0 0 0
Z=WT g Wy UTT WY g Wy USP W e W)y U (A.16)
where w; 1, Wi 2 ..., Wim, € Q are the letters of w; for all i =1,...,1, i.e. w; = W;1W; 2 ... Wim,. But (A.16)
means exactly that z belongs to L. Hence, we get that B accepts exactly the elements of L O

B. PROOF OF THE MAIN RESULTS OF SECTION 4 ON FORMAL POWER SERIES

In this section we will present the proof of the main results of Section 4 on rationality of families of formal
power series. We start with the proof of Theorem 4.1. To this end, we need the following notation and
terminology. Let w € X™* be a word over X* and let S € RP((X*)) be a formal power series. Define the formal
power series w o S € RP((X™*)), called the left shift of S by w, as follows; we require that for all v € X* the
value of wo S at v is as follows

(wo S)(v) = S(wv). (B.1)
Notice that for any word w,v € X*, wvo S = wvo(woS) and eo S = 5. Moreover, notice that the shift
operation is linear, that is, for any 7,5 € RP((X*)), and for any scalars a, 8 € R, and for any word w € X*,
wo (awS+PT) = a(woS)+ [(woT). In the rest of the subsection, let ¥ = {S; € RP((X™*)) | j € J} be a family
of formal power series.

Definition B.1. The the smallest shift invariant space of ¥, denoted by Wy, is the subspace of RP{({X™*)),
spanned by all formal power series wo S;, j € J, w € X*, i.e. Wy = Span{wo §; € RP((X*)) | j € J, we X*}.

Remark B.1. There is one-to-one correspondence between the formal power series w o S; and the column
of Hy indexed by (w, j) for any word w € X* and index j € J. In particular, it follows that Wy is isomorphic
to the span of columns of Hy and hence dim Wy = rank Hy.

2See [4,8] or any other standard textbook on automata theory for the definition of the concept of non-deterministic automaton.
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We will need the following two auxiliary statements, proof of which is routine.

Lemma B.1. Assume that dim Wy < 400 holds. Consider the p-J-representation
Ry = (W‘Pv{AJ}UGXaBac) (BQ)

where for each o € X, the map A, : Wy — Wy is defined as the shift by o, i.e. for eachT € Wy, Ax(T) = 00T;
the collection B = {B; € Wy | j € J} is such that B; = S; for each j € J; the linear map C : Wy — RP is
defined as C(T) = T(e) for all T € Wyg. Then Ry is a representation of W. The representation Ry is called
the free representation of W.

Lemma B.2. If U is rational, then dim Wy < 400 and for each representation R of ¥, dim Wy < dim R.

Proof of Lemma B.2. Assume that ¥ is rational and assume that R = (X, {A,},cx, B,C) is a representation
of U. Let dimX = n and let ¢, € X, | = 1,2,...,n be a basis of X. Define the formal power series
Zp € RPUX*)N), 1 = 1,...,n by Zj(w) = CAye; for each word w € X*. For each index j € J there exist
reals o 1,...,a;, € R such that B; = Z;L:l ajie;. We get that for any word w € X* and index j € J,
Sj(w) =CAwB; =3 ajiCAver = Y,_; o 1 Zi(w). That is, for any j € J, S; belongs to the linear span of
Ziy...,Zy. Hence, wo S; belongs to the linear span of wo Zy,...,wo Z,. But for any w, v € X* and index
l=1,....n, wo Zi(v) = Z(wv) = CA,Awe; = > BraCAver = > 5 BriZi(v) where B1,,...,0,; € R
satisfy A, e; = 2221 Br.er. That is, the shift w o Z; belongs to the linear span of Zi,...,Z,. Hence, we get
that for any word w € X*, w o S; belongs to the linear span of Z,...,Z,. Hence, Wy is a subspace of the
linear span of Z1, ..., Z, and therefore dim Wy < n < +o0. ([

Proof of Theorem 4.1. From Remark B.1 it follows that dim Wy = rank Hy. If rank Hy < 400, then
Lemma B.1 implies that Rg is a well-defined representation of ¥, hence W is rational. Conversely, if U is
rational then Lemma B.2 implies that dim Wy = rank Hg < +00. O

Procedure B.1. For each word w € X* and index j € J denote the column of Hy indexed by (w,j) as
(Hy). (wj)- Let ImHy = Span{(Hy). () € RX > | (w,j) € X* x J} be the vector space spanned by the
columns of Hy. Then the map T': Wy — ImHy defined by T'(w o S;) = (Hy). (w,j) is a linear isomorphism.
Define the representation Ry g = (ImHy,{TA,T *},ex,TB,CT'), where TB = {T'(Bj) | j € J}. It then
follows that 7' : Ry — Rp,v is a representation isomorphism and Ry v is a representation of W.

Next, we present the proof of Theorem 4.2. To this end, we formulate constructions, similar to reachability
and observability reductions for linear systems. Let R be a p-J representation of ¥ of the form (4.2).

Procedure B.2 (reachability reduction). Define the p-J representation R, = (Wg,{A%}sex, B",C"), where
for each ¢ € X, the linear map A} is the restriction of A, to Wg, i.e. for all x € Wg, ALz = A,x;
B" = {B; € X | j € J}, i.e. the indexed set B" coincides with B; finally, the linear map C” equals the
restriction of the map C to Wk, i.e. for all z € Wy, C"x = Cx.

Lemma B.3. The representation R, defined above is well defined, it is a representation of ¥ and it is reachable.
Moreover, dim R, < dim R, and dim R, = dim R holds if and only if R is reachable.

Procedure B.3 (observability reduction). Define the p-J representation R, = (X/Og, , {As}tsex, B, C). Here
X /Opg denotes the quotient space of X’ with respect to O, i.e. X/Op is the linear space formed by equivalence
classes [z] with © € X, where [z] = [y] if and only if x —y € Or. The map A, : X/Or — X /Opr is defined

as Ay[z] = [Asz] for all © € X; the indexed set B = {B; € X/Og | j € J} is defined by requiring that for all
j€J,Bj=[Bj],and C: X/Or — RP is defined by Clx] = Cx for each x € X.

Lemma B.4. The representation R, is an observable representation of ¥. If R is reachable, then R, is
reachable. In addition, dim R, < dim R, and dim R = dim R,, if and only if R is observable.

Procedure B.4 (transformation to a canonical representation). Use Procedure B.2 to construct the reachable
representation R,.. Apply then Procedure B.3 to R, and obtain the observable representation Rean = (Ry)o-
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Lemma B.5. R.., is a well defined representation of W, it is reachable and observable. Moreover, dim R, <
dim R, and dim R = dim R,y holds if and only if R is reachable and observable.

Remark B.2 (computations). If J is finite, then Procedures B.2, B.3 and B.4 can be implemented, see [20].

Proof of Theorem 4.2. The proof of the theorem will be divided into the proof of the following implications:
(i) = (ii), (i) == (iii), and (iii) == (i). These implications prove that the first three statements are
equivalent. In addition, we will show that (i) and (iv) are equivalent. Finally, we will show that any two minimal
representations of ¥ are isomorphic.

(i) = (ii). Assume that Rpyi, is a minimal representation of W, but Ry is either not reachable or it is
not observable. Then by Lemma B.5 we can transform R;, to a reachable and observable representation Rcan
of U, such that dim R.,, < dim Rpyi,. But this contradicts to minimality of Rpyin.

(i) = (iii). Let R = (X,{As}sex, B,C) be a reachable representation of U. Assume that R,y is of the
form Ruin = (X, {A7 }oex, B™, C™). Define themap T : X — X, as follows. From reachability of R it follows
that for any element of x of X there exists a finite subset / C J and a collection of reals aj, j € I and words
w; € X*, j € I such that x = 3, ; a;Ay,; B;. Define then the action of 7" on z by T'(z) = }_,c; ;A BY".
Using observability of R, and the fact that for all w € X*, j € J, CA,B; = S;j(w) = C™ A} BY", it can be
shown that T is a well-defined linear map, moreover, it is a representation morphism. In addition, reachability
of Ry implies that T is surjective.

(ili) = (i). Let R be a representation of ¥, let R, be the representation obtained by applying Procedure B.2
to R. It follows then from Lemma B.5 that R, is a reachable representation of ® and dim R, < dim R. By
part (iii) there exists a surjective map 7' : R, — Ruyin. But dim R > dim R, = dim T (W) = dim Ruin, 80 Rumin
is indeed a minimal representation of W.

(iv) <= (i). From Lemma B.2 and Remark B.1 it follows that the dimension of any rational representation
of ¥ is at least dim Wg = rank Hy. From Lemma B.1 it follows that dim Ry = rank Hy. Hence, Ry is a
minimal rational representation of W. Hence, if R,, is another minimal representation of ¥, then rank Hy =
dim R,,, i.e. (i) implies (iv). Conversely, if R,, is a rational representation such that dim R,, = rank Hy, then
for any rational representation R of ¥ dim R,,, = rank Hy < dim R, i.e. R, is minimal.

Finally, it is left to show that all minimal representations of ¥ are isomorphic. To this end, let Ry, =
(X, {A7}yex, B™,C™) be a minimal representation of U. Let R = (X,{As}sex, B,C) be another minimal
representation of W. Then R is reachable and there exists a surjective representation morphism 7" : R — Ryin.
Since R and Ry, are both minimal, they must have the same dimension, i.e. dim R = dim R,;,. But the latter
implies that dim A}, = dim T'(X’), which implies that T is an isomorphism. O

Corollary B.1. The free representation Ry from Lemma B.1 is a minimal representation of ¥. In addition,
the representation Ry p defined in Procedure B.1 is a minimal representation of W.

Remark B.3. From Remark B.2, Lemma B.5 and Theorem 4.2 it follows that if J is finite, then any represen-
tation R of ¥ can be transformed to a minimal representation of ¥ by a numerical algorithm. Again, see [20]
for details.

Proof of Lemma 4.3. Notice that it is enough to show that rank Hyne < rank Hy -rank He holds if ¥ and ©
are rational. Indeed, if this is the case then from Theorem 4.1 it follows that rank Hyoe < 400 and hence
U 0 is rational, if ¥ and © are rational. Recall from Definition B.1 the shift invariant space Wygre. Since by
Remark B.1 the dimension of Wygge, Wy and Wg are equal to rank Hyee, rank Hy and rank Hg respectively,
it is enough to show that dim Wygge < dim Wy -dim Weg. if ¥ and © are rational. To this end, notice that for any
two formal power series T1, T, € RP((X*)) and any word w € X*, it holds that wo (T1 ®T2) = (woT1)® (woTs).
Then we get that Wy e is spanned by formal power series of the form (wo S;) ® (w®T}) where j € J, w € X*.
Let m = dimWe and n = dimWyg. Fix a basis w0 T,,,l = 1,...m,z € J,w € X* of Wg. Fix a
basis vy 0 Sj,, vp € X*, k=1,...n, jp € J of Wy. Since the Hadamard product is bilinear, it follows that
each formal power series (wo S;) ® (woTj), j € J, w € X*, and hence Wyee, belongs to the linear space
spanned by the formal power series (vy 05j,) ® (w0 T%,), k=1,...,n, 1 =1,...,m. Hence, it follows that
dim Wygee < nm. O
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