# HIGHER-ORDER PHASE TRANSITIONS WITH LINE-TENSION EFFECT 

Bernardo Galvão-Sousa ${ }^{1}$


#### Abstract

The behavior of energy minimizers at the boundary of the domain is of great importance in the Van de Waals-Cahn-Hilliard theory for fluid-fluid phase transitions, since it describes the effect of the container walls on the configuration of the liquid. This problem, also known as the liquid-drop problem, was studied by Modica in [Ann. Inst. Henri Poincaré, Anal. non linéaire 4 (1987) 487-512], and in a different form by Alberti et al. in [Arch. Rational Mech. Anal. 144 (1998) 1-46] for a firstorder perturbation model. This work shows that using a second-order perturbation Cahn-Hilliard-type model, the boundary layer is intrinsically connected with the transition layer in the interior of the domain. Precisely, considering the energies


$$
\mathcal{F}_{\varepsilon}(u):=\varepsilon^{3} \int_{\Omega}\left|D^{2} u\right|^{2}+\frac{1}{\varepsilon} \int_{\Omega} W(u)+\lambda_{\varepsilon} \int_{\partial \Omega} V(T u),
$$

where $u$ is a scalar density function and $W$ and $V$ are double-well potentials, the exact scaling law is identified in the critical regime, when $\varepsilon \lambda_{\varepsilon}^{\frac{2}{3}} \sim 1$.

Mathematics Subject Classification. 49Q20, 49J45, 58E50, 76M30.
Received April 13, 2009. Revised July 13, 2009 and November 8, 2009.
Published online April 23, 2010.

## 1. Introduction

In this paper we seek to estimate the asymptotic behavior of the family of energies

$$
\varepsilon^{3} \int_{\Omega}\left|D^{2} u\right|^{2} \mathrm{~d} x+\frac{1}{\varepsilon} \int_{\Omega} W(u) \mathrm{d} x+\lambda_{\varepsilon} \int_{\partial \Omega} V(T u) \mathrm{d} \mathcal{H}^{N-1}
$$

where $u \in H^{2}(\Omega), \Omega$ is a bounded open set in $\mathbb{R}^{N}$ of class $C^{2}, T u$ is the trace of $u$ on $\partial \Omega, W$ and $V$ are continuous and non-negative double-well potentials with quadratic growth at infinity, and $\lim _{\varepsilon \rightarrow 0^{+}} \lambda_{\varepsilon}=\infty$.

It is known that the transition layer in the interior of the domain has width of order $\varepsilon$ (see [2,9,14,16,20-22]). To formally find the order of the width of the transition layer on the boundary, it suffices to study the case $N=2$. Therefore, by focusing on a neighborhood of a point on the boundary (assuming the boundary is flat), consider

[^0]a $2-D$ energy in the half ball of radius $\delta$ centered at that point $x_{0}$ of the boundary, and changing variables to a fixed domain, e.g. the unit ball, we obtain
$$
\frac{\varepsilon^{3}}{\delta^{2}} \iint_{B^{+}}\left|D^{2} u\right|^{2} \mathrm{~d} x \mathrm{~d} y+\frac{\delta^{2}}{\varepsilon} \iint_{B^{+}} W(u) \mathrm{d} x \mathrm{~d} y+\lambda_{\varepsilon} \delta \int_{E} V(T u) \mathrm{d} \mathcal{H}^{1}
$$

Equi-partition of energy between the first and last terms leads to $\delta \approx \varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}$ which, in turn, yields $\frac{\delta^{2}}{\varepsilon} \approx \varepsilon \lambda_{\varepsilon}^{-\frac{2}{3}}$, which vanishes with $\varepsilon$, which seems to indicate that the middle term will not contribute for the transition on the boundary. One also concludes that on the boundary, the energy will scale as $\frac{\varepsilon^{3}}{\delta^{2}} \approx \lambda_{\varepsilon} \delta \approx \varepsilon \lambda_{\varepsilon}^{\frac{2}{3}}$. Hence there are three essential regimes for this energy depending on how the quantity $\varepsilon \lambda_{\varepsilon}^{\frac{2}{3}}$ behaves as $\varepsilon \rightarrow 0^{+}$.

In this paper we study the case in which $\varepsilon \lambda_{\varepsilon}^{\frac{2}{3}}$ converges to a finite and strictly positive value. The other two regimes will be treated in a forthcoming paper.

Consider the functional

$$
\mathcal{F}_{\varepsilon}(u):= \begin{cases}\varepsilon^{3} \int_{\Omega}\left|D^{2} u\right|^{2} \mathrm{~d} x+\frac{1}{\varepsilon} \int_{\Omega} W(u) \mathrm{d} x+\lambda_{\varepsilon} \int_{\partial \Omega} V(T u) \mathrm{d} \mathcal{H}^{N-1} & \text { if } u \in H^{2}(\Omega)  \tag{1.1}\\ \infty & \text { otherwise }\end{cases}
$$

Theorem 1.1 (compactness). Let $\Omega \subset \mathbb{R}^{N}$ be a bounded open set of class $C^{2}$ and let $W: \mathbb{R} \rightarrow[0, \infty)$ be such that

$$
\begin{aligned}
& \left(H_{1}^{W}\right) \quad W \text { is continuous and } W^{-1}(\{0\})=\{a, b\} \text { for some } a, b \in \mathbb{R}, a<b \\
& \left(H_{2}^{W}\right) \quad W(z) \geqslant C|z|^{2}-\frac{1}{C} \text { for all } z \in \mathbb{R} \text { and for some } C>0
\end{aligned}
$$

Let $V: \mathbb{R} \rightarrow[0, \infty)$ be such that

$$
\begin{aligned}
& \left(H_{1}^{V}\right) \quad V \text { is continuous and } V^{-1}(\{0\})=\{\alpha, \beta\} \text { for some } \alpha, \beta \in \mathbb{R}, \alpha<\beta \\
& \left(H_{2}^{V}\right) \quad V(z) \geqslant C|z|^{2}-\frac{1}{C} \text { for all } z \in \mathbb{R} \text { and for some } C>0 \\
& \left(H_{3}^{V}\right) \quad V(z) \geqslant \frac{1}{C} \min \{|z-\beta|,|z-\alpha|\}^{2} \text { for all } z \in(\alpha-\rho, \alpha+\rho) \cup(\beta-\rho, \beta+\rho) \\
& \quad \text { and for some } C, \rho>0
\end{aligned}
$$

Assume that $\varepsilon \lambda_{\varepsilon}^{\frac{2}{3}} \rightarrow L \in(0, \infty)$ as $\varepsilon \rightarrow 0^{+}$and consider a sequence $\left\{u_{\varepsilon}\right\} \subset H^{2}(\Omega)$ such that $\sup _{\varepsilon>0} \mathcal{F}_{\varepsilon}\left(u_{\varepsilon}\right)<\infty$. Then there exist a subsequence $\left\{u_{\varepsilon}\right\}$ (not relabeled), $u \in B V(\Omega ;\{a, b\})$, and $v \in B V(\partial \Omega ;\{\alpha, \beta\})$ such that $u_{\varepsilon} \rightarrow u$ in $L^{2}(\Omega)$ and $T u_{\varepsilon} \rightarrow v$ in $L^{2}(\partial \Omega)$.

The next theorem concerns the critical regime where $\varepsilon$ and $\lambda_{\varepsilon}$ are "balanced", i.e. $\varepsilon \lambda_{\varepsilon}^{\frac{2}{3}} \sim 1$, and all terms play an important role. Here $\lambda_{\varepsilon}$ is large enough to render the energy sensitive to the transition that occurs on the boundary, but not too big as to force the value on the boundary to converge to a constant.

We define
(1) $E_{a}:=\{x \in \Omega: u(x)=a\}$ for all $u \in B V(\Omega ;\{a, b\})$;
(2) $m$ is the energy density per unit area on the transition interfaces between the interior potential wells, precisely,

$$
\begin{equation*}
m:=\inf \left\{\int_{-R}^{R}\left(W(f(t))+\left|f^{\prime \prime}(t)\right|^{2}\right) \mathrm{d} t: f \in H_{\mathrm{loc}}^{2}(\mathbb{R}), f(-t)=a, f(t)=b \text { for all } t \geqslant R, R>0\right\} \tag{1.2}
\end{equation*}
$$

(3) $\sigma$ is the interaction energy on the transition interface between bulk wells and boundary wells, i.e.,

$$
\begin{equation*}
\sigma(z, \xi):=\inf \left\{\int_{0}^{R}\left(W(f(t))+\left|f^{\prime \prime}(t)\right|^{2}\right) \mathrm{d} t: f \in H_{\mathrm{loc}}^{2}((0, \infty)), f(0)=\xi, f(t)=z \text { for all } t \geqslant R, R>0\right\} \tag{1.3}
\end{equation*}
$$

(4) $F_{\alpha}:=\{x \in \partial \Omega: v(x)=\alpha\}$ for all $v \in B V(\partial \Omega ;\{\alpha, \beta\})$;
(5) $\underline{c}$ is a lower bound to the energy on a transition interface between the wells of the boundary potential,

$$
\begin{align*}
& \underline{c}:=\inf \left\{\frac{1}{8} \int_{-R}^{R} \int_{-R}^{R} \frac{\left|f^{\prime}(x)-f^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y+\int_{-R}^{R} V(f(x)) \mathrm{d} x: f \in H_{\mathrm{loc}}^{\frac{3}{2}}(\mathbb{R})\right. \\
&\left.f^{\prime} \in H^{\frac{1}{2}}(\mathbb{R}), f(-t)=\alpha, f(t)=\beta \text { for all } t \geqslant R, R>0\right\} \tag{1.4}
\end{align*}
$$

(6) $\bar{c}$ is an upper bound to the energy on a transition interface between the wells of the boundary potential,

$$
\begin{align*}
\bar{c}:=\inf \left\{\frac{7}{16} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\left|f^{\prime}(x)-f^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y+\right. & \int_{-\infty}^{\infty} V(f(x)) \mathrm{d} x: \\
& \left.f \in H_{\mathrm{loc}}^{\frac{3}{2}}(\mathbb{R}), f(-t)=\alpha, f(t)=\beta \text { for all } t \geqslant R, R>0\right\} \tag{1.5}
\end{align*}
$$

Theorem 1.2 (critical case). Under the same hypotheses of Theorem 1.1 the following statements hold:
(i) (Lower bound) For every $u \in B V(\Omega ;\{a, b\})$ and $v \in B V(\partial \Omega ;\{\alpha, \beta\})$ and for every sequence $\left\{u_{\varepsilon}\right\} \subset$ $H^{2}(\Omega)$ such that $u_{\varepsilon} \rightarrow u$ in $L^{2}(\Omega)$, Tu $u_{\varepsilon} \rightarrow v$ in $L^{2}(\partial \Omega)$, we have

$$
\liminf _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}\left(u_{\varepsilon}\right) \geqslant m \operatorname{Per}_{\Omega}\left(E_{a}\right)+\sum_{z=a, b} \sum_{\xi=\alpha, \beta} \sigma(z, \xi) \mathcal{H}^{N-1}(\{T u=z\} \cap\{v=\xi\})+\underline{c} L \operatorname{Per}_{\partial \Omega}\left(F_{\alpha}\right)
$$

(ii) (Upper bound) For every $u \in B V(\Omega ;\{a, b\})$ and $v \in B V(\partial \Omega ;\{\alpha, \beta\})$, there exists a sequence $\left\{u_{\varepsilon}\right\} \subset$ $H^{2}(\Omega)$ such that $u_{\varepsilon} \rightarrow u$ in $L^{2}(\Omega), T u_{\varepsilon} \rightarrow v$ in $L^{2}(\partial \Omega)$, and

$$
\limsup _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}\left(u_{\varepsilon}\right) \leqslant m \operatorname{Per}_{\Omega}\left(E_{a}\right)+\sum_{z=a, b} \sum_{\xi=\alpha, \beta} \sigma(z, \xi) \mathcal{H}^{N-1}(\{T u=z\} \cap\{v=\xi\})+\bar{c} L \operatorname{Per}_{\partial \Omega}\left(F_{\alpha}\right)
$$

The main results, Theorems 1.1 and 1.2, imply, in particular, that

$$
\min _{\substack{a<f_{\Omega} u \mathrm{~d} x<b \\ \alpha<\mathcal{F}_{\partial \Omega} v \mathrm{~d} \mathcal{H}^{N-1}<\beta}} \mathcal{F}_{\varepsilon}=O(1) \quad \text { as } \varepsilon \rightarrow 0^{+},
$$

where we impose a mass constraint to avoid trivial solutions which yield no energy. Note that these conditions pose no difficulties to the $\Gamma$-convergence due to the strong convergence of $u_{\varepsilon}$ and $T u_{\varepsilon}$. Thus we identify the precise scaling law for the minimum energy in the parameter regime $\varepsilon \lambda_{\varepsilon}^{\frac{2}{3}} \sim 1$.

Observe that, although Theorem 1.2 does not prove that the sequence $\left\{\mathcal{F}_{\varepsilon}\right\}_{\varepsilon>0} \Gamma$-converges as $\varepsilon \rightarrow 0^{+}$, since the constants of the lower and upper bounds for the last transition term do not match, we can apply Theorem 8.5 from [10] to prove that there exists a subsequence $\varepsilon_{n} \rightarrow 0^{+}$such that the corresponding subsequence of functionals $\Gamma$-converges.

Hence Theorem 1.2 shows that the limiting functional concentrates on the three different kinds of transition layers: an interior transition layer of dimension $N-1$, where the limiting value of $u$ makes the transition between $a$ and $b$; the boundary of the domain, also of dimension $N-1$, where there is the transition between the interior phases $a$ and $b$ and the boundary phases $\alpha$ and $\beta$; and a transition interface on the boundary, of dimension $N-2$, where the limiting value of the trace $T u$ makes the transition between $\alpha$ and $\beta$.

The difficulties in proving a $\Gamma$-convergence result arise mainly from the nature of the functional under consideration. On one hand, the energy involves second-order derivatives, which prevents us from following the usual techniques in phase transitions, such as truncation and rearrangement arguments to obtain monotonically increasing test functions for the constant $\bar{c}$. In [2], these techniques are crucial to find a test function that matches both the lifting constant and the optimal profile problem for the boundary wells. On the other hand, for the boundary term, the functionals are also nonlocal. Thus the estimates for the recovery sequence have to be sharper, since the nonlocality extends its contribution beyond the characteristic length of the phase transition. The usual methods for localization make use of truncation arguments, which do not apply in this setting due to the fact that the fractional seminorm is of higher-order.

Similar difficulties can also be found in the papers [5-8] where, similarly, the $\Gamma$-convergence is not established.
The difference between the constants $\underline{c}$ and $\bar{c}$ arises from two factors. First, from Proposition 2.9 it does not follow that the lifting constant is independent of the value of the trace $g$. And second, when estimating the upper bound for the recovery sequence, the transition between $\alpha$ and $\beta$ is accomplished on a layer of thickness $\delta_{\varepsilon}=o(\varepsilon)$. So we rescale the integrals by $\delta_{\varepsilon}$, but because of the non-locality of the fractional energy, it obtains a contribution from a layer of thickness $\varepsilon$, which after rescaling becomes of thickness $\varepsilon / \delta_{\varepsilon} \rightarrow \infty$. This accounts for the fact that the integration limits of the constant $\bar{c}$ extend to infinity, while for $\underline{c}$ they are bounded.

The proofs of Theorems 1.1 and 1.2 are divided through the next sections. We begin by studying two auxiliary one-dimensional problems. More precisely, let $I, J \subset \mathbb{R}$ be two open intervals and define the following functionals

$$
F_{\varepsilon}(u ; I):= \begin{cases}\varepsilon^{3} \int_{I}\left|u^{\prime \prime}(x)\right|^{2} \mathrm{~d} x+\frac{1}{\varepsilon} \int_{I} W(u(x)) \mathrm{d} x & \text { if } u \in H^{2}(I)  \tag{1.6}\\ \infty & \text { otherwise }\end{cases}
$$

and

$$
G_{\varepsilon}(v ; J):= \begin{cases}\frac{\varepsilon^{3}}{8} \int_{J} \int_{J} \frac{\left|v^{\prime}(x)-v^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y+\lambda_{\varepsilon} \int_{J} V(v(x)) \mathrm{d} x & \text { if } v \in H^{\frac{3}{2}}(J)  \tag{1.7}\\ \infty & \text { otherwise }\end{cases}
$$

In Sections 4.1 and 4.2 we prove a compactness result and a lower bound for $F_{\varepsilon}$ which follows the techniques developed in [14]. In Section 4.3 we will prove a compactness result for $G_{\varepsilon}$, while in Section 4.4 we will prove a lower bound by finding "good points" $x_{i}^{ \pm}$such that most of the transition energy is concentrated between $x_{i}^{-}$and $x_{i}^{+}$and we modify the original sequence $\left\{u_{n}\right\}$ on a small set to be admissible for $\underline{c}$. In Section 5.1 we will prove Theorem 1.1 in the critical regime using a slicing argument to reduce the compactness in the interior to the auxiliary problem studied in Section 4.1, and analogously, we reduce the compactness on the boundary to the one-dimensional problem for $G_{\varepsilon}$ studied in Section 4.3. In Section 5.2 we prove the lower bound result for Theorem 1.2 using the fact that the energy concentrates in different mutually singular sets. Finally, in Section 5.3 we prove the upper bound for Theorem 1.2.

From Theorem 1.2, we deduce the following corollary.
Corollary 1.3. Under the same hypotheses of Theorem 1.1, and assuming that $\alpha=\beta$, then the sequence $\left\{\mathcal{F}_{\varepsilon}\right\}_{\varepsilon>0} \Gamma$-converges as $\varepsilon \rightarrow 0^{+}$to

$$
\mathcal{F}_{0}(u):= \begin{cases}m \operatorname{Per}_{\Omega}\left(E_{a}\right)+\sum_{z=a, b} \sigma(z, \alpha) \mathcal{H}^{N-1}(\{T u=z\}) & \text { if } u \in B V(\Omega ;\{a, b\}), \\ \infty & \text { otherwise }\end{cases}
$$

where $m$ is defined as in (1.2) and $\sigma$ is defined as in (1.3).
From the result of Theorem 1.2, we know that the $\Gamma$-limit of the functionals $\mathcal{F}_{\varepsilon}$ as $\varepsilon \rightarrow 0^{+}$will concentrate its energy on three surfaces: the discontinuity surface of $u$, the boundary $\partial \Omega$, and the discontinuity surface of $v$.

Moreover, we know the precise energy of the first two terms. For the last term, we expect it to be the product of the perimeter of the surface times the value $c$ of the transition between the two boundary preferred phases $\alpha$ and $\beta$. Since the fractional norm on the boundary is non-local, the definition of $c$ should span the whole real line and the lifting constant should be independent of the function $g$, as in the first-order case (see [2]). We offer the following conjecture.

Conjecture 1.4. Under the same hypotheses of Theorem 1.1, then the sequence $\left\{\mathcal{F}_{\varepsilon}\right\}_{\varepsilon>0} \Gamma$-converges as $\varepsilon \rightarrow 0^{+}$ to

$$
\mathcal{F}_{0}(u, v):= \begin{cases}m \operatorname{Per}_{\Omega}\left(E_{a}\right)+\sum_{z=a, b} \sum_{\xi=\alpha, \beta} \sigma(z, \xi) \mathcal{H}^{N-1}(\{T u=z\} \cap\{v=\xi\})+c L \operatorname{Per}_{\partial \Omega}\left(F_{\alpha}\right) & \text { if }(u, v) \in \mathcal{V} \\ \infty & \text { otherwise }\end{cases}
$$

where $\mathcal{V}:=B V(\Omega ;\{a, b\}) \times B V(\partial \Omega ;\{\alpha, \beta\}), m$ is defined as in (1.2), $\sigma$ is defined as in (1.3), and $c$ is defined by
$c:=\inf \left\{\zeta \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\left|f^{\prime}(x)-f^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y+\int_{-\infty}^{\infty} V(f(x)) \mathrm{d} x: f \in H_{\mathrm{loc}}^{\frac{3}{2}}(\mathbb{R}), \lim _{x \rightarrow \infty} f(-x)=\alpha, \lim _{x \rightarrow \infty} f(x)=\beta\right\}$,
and $\zeta$ is defined by

$$
\begin{equation*}
\zeta:=\inf \left\{\frac{\iint_{\mathbb{R} \times \mathbb{R}^{+}}\left|D^{2} u(x, y)\right|^{2} \mathrm{~d} x \mathrm{~d} y}{\int_{\mathbb{R}} \int_{\mathbb{R}} \frac{\left|g^{\prime}(x)-g^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y}: u \in H^{2}\left(\mathbb{R} \times \mathbb{R}^{+}\right), T u(\cdot, 0)=g \text { in } \mathbb{R}\right\} \tag{1.9}
\end{equation*}
$$

which is independent of $g \in H_{\mathrm{loc}}^{\frac{3}{2}}(\mathbb{R})$ such that $\lim g(-x)=\alpha$ as $x \rightarrow \infty$ and $\lim g(x)=\beta$ as $x \rightarrow \infty$.

## 2. Preliminaries

### 2.1. Slicing

We now show a slicing argument introduced by [2] and improved in [14]. First we fix some notation. Given a bounded open set $A \subset \mathbb{R}^{N}$, a unit vector $e$ in $\mathbb{R}^{N}$, and a function $u: A \rightarrow \mathbb{R}$, we denote by
$M$ the orthogonal complement of $e$,
$A_{e}$ the projection of $A$ onto $M$,
$A_{e}^{y}:=\{t \in \mathbb{R}: y+t e \in A\}$, for all $y \in A_{e}$,
$u_{e}^{y}$ the trace of $u$ on $A_{e}^{y}$, i.e., $u_{e}^{y}(t):=T u(y+t e)$, for all $y \in A_{e}$.

Definition 2.1. For every $\delta>0$, two sequences $\left\{v_{\varepsilon}\right\},\left\{w_{\varepsilon}\right\} \subset L^{1}(E)$ are said to be $\delta$-close if for every $\varepsilon>0$ $\left\|v_{\varepsilon}-w_{\varepsilon}\right\|_{L^{1}(E)}<\delta$.

Proposition 2.2. Assume that $E$ is a Lipschitz, bounded and open subset of $\mathbb{R}^{N-1}$. If $\left\{w_{\varepsilon}\right\} \subset L^{1}(E)$ is equiintegrable and if there are $N-1$ linearly independent unit vectors $e_{i}$ such that for every $\delta>0$ and for every fixed $i=1, \ldots, N-1$, there exist a sequence $\left\{v_{\varepsilon}\right\}$ (depending on i) that is $\delta$-close to $\left\{w_{\varepsilon}\right\}$ with $\left\{v_{\varepsilon}^{y}\right\}$ precompact in $L^{1}\left(E_{e_{i}}^{y}\right)$ for $\mathcal{H}^{N-2}$-a.e. $y \in E_{e_{i}}$, then $\left\{w_{\varepsilon}\right\}$ is precompact in $L^{1}(E)$.

### 2.2. Fractional order Sobolev spaces

We will use the norms and seminorms of several fractional order spaces, introduced by Besov and Nikol'skii and summarized in $[1,27]$. Consider the following norms and seminorms for the space $W^{\frac{3}{2}, 2}(J)$ where $J \subset \mathbb{R}$ is an open interval:

$$
\begin{aligned}
|u|_{H^{\frac{1}{2}(J)}}^{2} & :=\int_{J} \int_{J} \frac{|u(x)-u(y)|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y \\
|u|_{H^{\frac{3}{2}(J)}}^{2} & :=\int_{J} \int_{J} \frac{\left|u(x)-2 u\left(\frac{x+y}{2}\right)+u(y)\right|^{2}}{|x-y|^{4}} \mathrm{~d} x \mathrm{~d} y \\
\|u\|_{W^{\frac{3}{2}, 2}(J)}^{2} & :=\|u\|_{H^{1}(J)}^{2}+\left|u^{\prime}\right|_{H^{\frac{1}{2}}(J)}^{2} \\
\|u\|_{H^{\frac{3}{2}(J)}}^{2} & :=\|u\|_{L^{2}(J)}^{2}+|u|_{H^{\frac{3}{2}(J)}}^{2}
\end{aligned}
$$

We will need to compare the two seminorms and for that we invoke an auxiliary result (see [13,25]).
Proposition 2.3. Let $r>1$ and let $u:(a, b) \longrightarrow[0, \infty]$ be a Borel function. Then

$$
\int_{a}^{b} \frac{1}{(x-a)^{r}}\left(\int_{a}^{x} u(y) \mathrm{d} y\right) \mathrm{d} x \leqslant \frac{1}{r-1} \int_{a}^{b} \frac{u(x)}{(x-a)^{r-1}} \mathrm{~d} x .
$$

Lemma 2.4. Let $J \subset \mathbb{R}$ be an open interval and let $u \in H^{\frac{3}{2}}(J)$. Then

$$
|u|_{H^{\frac{3}{2}}(J)}^{2} \leqslant \frac{1}{8}\left|u^{\prime}\right|_{H^{\frac{1}{2}(J)}}^{2} .
$$

Proposition 2.5 (Gagliardo-Nirenberg-type inequality). Let $J \subset \mathbb{R}$ be an open interval. Then there exists $C=C(J)>0$ such that

$$
\|u\|_{H^{1}(J)} \leqslant C\left(\|u\|_{L^{2}(J)}^{\frac{1}{3}}\left|u^{\prime}\right|_{H^{\frac{1}{2}}(J)}^{\frac{2}{3}}+\|u\|_{L^{2}(J)}\right)
$$

for all $u \in H^{\frac{3}{2}}(J)$.
We recall two inequalities due to Gagliardo and Nirenberg (see [15,24]).
Proposition 2.6. Let $\Omega \subset \mathbb{R}^{N}$ be a bounded open set satisfying the cone property. If $u \in L^{2}(\Omega)$ and $\nabla^{2} u \in$ $L^{2}(\Omega)$, then $u \in H^{2}(\Omega)$ and

$$
\|\nabla u\|_{L^{2}(\Omega)} \leqslant C \mathcal{L}^{N}(\Omega)\left(\|u\|_{L^{2}(\Omega)}^{\frac{1}{2}}\left\|\nabla^{2} u\right\|_{L^{2}\left(\Omega ; \mathbb{R}^{N \times N}\right)}^{\frac{1}{2}}+\|u\|_{L^{2}(\Omega)}\right)
$$

where $C>0$ is independent of $u$ and $\Omega$.
Proposition 2.7. Let $J \subset \mathbb{R}$ be an open bounded interval. If $u \in L^{1}(J)$ and $u^{\prime \prime} \in L^{2}(J)$ then $u \in H^{2}(J)$ and

$$
\left\|u^{\prime}\right\|_{L^{\frac{4}{3}}(J)} \leqslant C\left(\|u\|_{L^{1}(J)}^{\frac{1}{2}}\left\|u^{\prime \prime}\right\|_{L^{2}(J)}^{\frac{1}{2}}+\|u\|_{L^{1}(J)}\right)
$$

for some constant $C>0$.

### 2.3. Lifting inequalities

We need to relate the $L^{2}$ norm of the Hessian with its equivalent on the boundary, i.e., the $H^{\frac{1}{2}}$ fractional seminorm of the derivative of the trace. In this section, we estimate the ratio between these two seminorms. We start with an auxiliary lemma from [11].

Lemma 2.8. Let $1 \leqslant p<\infty$, let $E \subset \mathbb{R}^{N}$ and $F \subset \mathbb{R}^{m}$ be measurable sets and let $u \in L^{p}(E \times F)$. Then

$$
\left(\int_{F}\left(\int_{E}|u(x, y)| \mathrm{d} x\right)^{p} \mathrm{~d} y\right)^{\frac{1}{p}} \leqslant \int_{E}\left(\int_{F}|u(x, y)|^{p} \mathrm{~d} y\right)^{\frac{1}{p}} \mathrm{~d} x .
$$

Proposition 2.9. Let $g \in H^{\frac{3}{2}}(0, R)$ and consider the triangle $T_{R}^{+}:=\left\{(x, y) \in \mathbb{R}^{2}: 0<y<\frac{R}{2}, y<x<R-y\right\}$. Then,

$$
\begin{equation*}
\frac{1}{8} \leqslant \zeta_{R, g}:=\inf \left\{\frac{\iint_{T_{R}^{+}}\left|D^{2} u(x, y)\right|^{2} \mathrm{~d} x \mathrm{~d} y}{\int_{0}^{R} \int_{0}^{R} \frac{\left|g^{\prime}(x)-g^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y}: u \in H^{2}\left(T_{R}^{+}\right), T u(\cdot, 0)=g \text { in }(0, R)\right\} \leqslant \frac{7}{16} \tag{2.1}
\end{equation*}
$$

Proof. We divide the proof in two steps.
Step 1. Upper bound.
Define the diamond

$$
\begin{equation*}
T_{R}:=\left\{(x, y) \in \mathbb{R}^{2}: 0 \leqslant x \leqslant R,|y| \leqslant \min \{x, R-x\}\right\} \tag{2.2}
\end{equation*}
$$

Given a function $g \in H^{\frac{3}{2}}(0, R)$, we lift it to the diamond $T_{R}$ by

$$
u(x, y):=\frac{1}{2 y} \int_{x-y}^{x+y} g(t) \mathrm{d} t
$$

We are only interested in the lifting on the positive part of the diamond, i.e., on the triangle $T_{R}^{+}$, but observe that $u(x, \cdot)$ is even, and we will take advantage of that fact for some estimates. Since $g$ is continuous, one deduces immediately that $u$ is continuous and

$$
T u^{\prime}(x, 0)=\lim _{y \rightarrow 0^{+}} \frac{\partial u}{\partial x}(x, y)=\lim _{y \rightarrow 0^{+}} \frac{g(x+y)-g(x-y)}{2 y}=g^{\prime}(x)
$$

Moreover,

$$
\begin{aligned}
& \frac{\partial^{2} u}{\partial x^{2}}(x, y)=\frac{g^{\prime}(x+y)-g^{\prime}(x-y)}{2 y} \\
& \frac{\partial^{2} u}{\partial x \partial y}(x, y)=\frac{g^{\prime}(x+y)+g^{\prime}(x-y)}{2 y}-\frac{g(x+y)-g(x-y)}{2 y^{2}} \\
& \frac{\partial^{2} u}{\partial y^{2}}(x, y)=\frac{g^{\prime}(x+y)-g^{\prime}(x-y)}{2 y}-\frac{g(x+y)+g(x-y)}{y^{2}}+\frac{1}{y^{3}} \int_{x-y}^{x+y} g(t) \mathrm{d} t .
\end{aligned}
$$

We can easily deduce that $\left\|\frac{\partial^{2} u}{\partial x^{2}}\right\|_{L^{2}\left(T_{R}^{+}\right)}^{2}=\frac{1}{4}\left|g^{\prime}\right|_{H^{\frac{1}{2}(0, R)}}^{2}$, and note that

$$
\frac{\partial^{2} u}{\partial x \partial y}(x, y)=\frac{1}{2 y^{2}} \int_{0}^{y}\left(g^{\prime}(x+y)-g^{\prime}(s+x)+g^{\prime}(x-y)-g^{\prime}(s+x-y)\right) \mathrm{d} s
$$

Use Hardy's inequality from Proposition 2.3 to obtain

$$
\left\|\frac{\partial^{2} u}{\partial x \partial y}\right\|_{L^{2}\left(T_{R}^{+}\right)}^{2} \leqslant \frac{1}{16}\left|g^{\prime}\right|_{H^{\frac{1}{2}}(0, R)}^{2}
$$

Finally, notice that

$$
\frac{\partial^{2} u}{\partial y^{2}}(x, y)=\frac{1}{y^{3}} \int_{0}^{y} f_{2}(r ; x, y) \mathrm{d} r
$$

where $f_{2}(r ; x, y):=\int_{r+x}^{x+y}\left(g^{\prime}(x+y)-g^{\prime}(s)\right) \mathrm{d} s+\int_{x-y}^{r+(x-y)}\left(g^{\prime}(s)-g^{\prime}(x-y)\right) \mathrm{d} s$. Using Hardy's inequality in Proposition 2.3 again, we deduce that

$$
\left\|\frac{\partial^{2} u}{\partial y^{2}}\right\|_{L^{2}\left(T_{R}^{+}\right)}^{2} \leqslant \frac{1}{16}\left|g^{\prime}\right|_{H^{\frac{1}{2}}(0, R)}^{2}
$$

We finally put the three estimates for the partial derivatives of $u$ of second order together to obtain

$$
\iint_{T_{R}^{+}}\left|\nabla^{2} u\right|^{2} \mathrm{~d} x \mathrm{~d} y \leqslant \frac{7}{16}\left|g^{\prime}\right|_{H^{\frac{1}{2}}(0, R)}^{2} .
$$

Step 2. Lower Bound in (2.1).
Case 1. Assume that $v \in L^{1}\left(T_{R}^{+} ; \mathbb{R}^{2}\right) \cap C^{\infty}\left(T_{R}^{+} ; \mathbb{R}^{2}\right)$ is such that $\nabla v \in L^{2}\left(T_{R}^{+} ; \mathbb{R}^{2 \times 2}\right)$.
First it is easy to prove that

$$
\left|\frac{v(x+y, 0)-v(x-y, 0)}{2 y}\right|^{2} \leqslant \frac{1}{2}\left(\int_{0}^{1}|\nabla v(x+y-t y, t y)| \mathrm{d} t+\int_{0}^{1}|\nabla v(x-y+t y, t y)| \mathrm{d} t\right)^{2} .
$$

By estimating the right-hand side using Lemma 2.8 and Minkowski inequality, we obtain

$$
|v(\cdot, 0)|_{H^{\frac{1}{2}}(0, R)}^{2} \leqslant 8\|\nabla v\|_{L^{2}\left(T_{R}^{+}\right)}^{2}
$$

Case 2. Assume that $v \in L^{1}\left(T_{R}^{+} ; \mathbb{R}^{2}\right)$ is such that $\nabla v \in L^{2}\left(T_{R}^{+} ; \mathbb{R}^{2 \times 2}\right)$.
First by reflection, extend the function to $v \in L^{1}\left(T_{R} ; \mathbb{R}^{2}\right)$ with $\nabla v \in L^{2}\left(T_{R} ; \mathbb{R}^{2 \times 2}\right)$. Let $\varphi_{\varepsilon}$ be the standard mollifiers and consider $v_{\varepsilon}:=v \star \varphi_{\varepsilon}$ defined in $T_{R}^{\varepsilon}:=\left\{(x, y) \in T_{R}: d\left((x, y), \partial T_{R}\right)>\varepsilon\right\}$. Then $v_{\varepsilon} \rightarrow u$ in $L_{\mathrm{loc}}^{1}\left(A ; \mathbb{R}^{2}\right), \nabla v_{\varepsilon} \rightarrow \nabla v$ in $L^{2}\left(A ; \mathbb{R}^{2 \times 2}\right)$ and $v_{\varepsilon}(\cdot, 0) \rightarrow T v$ in $L^{1}\left(A \cap(\mathbb{R} \times\{0\}) ; \mathbb{R}^{2}\right)$ for any open set $A \Subset T_{R}$. We can find a subsequence (not relabeled) such that $v_{\varepsilon}(x, 0) \rightarrow T v(x)$ for $\mathcal{L}^{1}$-a.e. $x \in A \cap(\mathbb{R} \times\{0\})$. Then by Case 1, we have

$$
\begin{aligned}
\int_{A \cap(\mathbb{R} \times\{0\})} \int_{A \cap(\mathbb{R} \times\{0\})}\left|\frac{T v(x)-T v(y)}{x-y}\right|^{2} \mathrm{~d} x \mathrm{~d} y & \leqslant \liminf _{\varepsilon \rightarrow 0^{+}} \int_{A \cap(\mathbb{R} \times\{0\})} \int_{A \cap(\mathbb{R} \times\{0\})}\left|\frac{v_{\varepsilon}(x, 0)-v_{\varepsilon}(y, 0)}{x-y}\right|^{2} \mathrm{~d} x \mathrm{~d} y \\
& \leqslant 8 \lim _{\varepsilon \rightarrow 0^{+}} \iint_{A \cap T_{R}^{+}}\left|\nabla v_{\varepsilon}\right|^{2} \mathrm{~d} x \mathrm{~d} y=8 \iint_{A \cap T_{R}^{+}}|\nabla v|^{2} \mathrm{~d} x \mathrm{~d} y
\end{aligned}
$$

Let $A_{n} \subset A_{n+1} \Subset T_{R}$ be such that $T_{R}=\bigcup A_{n}$. Then one deduces that

$$
\int_{0}^{R} \int_{0}^{R}\left|\frac{T v(x)-T v(y)}{x-y}\right|^{2} \mathrm{~d} x \mathrm{~d} y \leqslant 8 \iint_{T_{R}^{+}}|\nabla v|^{2} \mathrm{~d} x \mathrm{~d} y
$$

Apply this result to $v:=\nabla u$ to deduce

$$
\int_{0}^{R} \int_{0}^{R}\left|\frac{g(x)-g(y)}{x-y}\right|^{2} \mathrm{~d} x \mathrm{~d} y \leqslant 8 \iint_{T_{R}^{+}}\left|\nabla^{2} u\right|^{2} \mathrm{~d} x \mathrm{~d} y
$$

which proves the lower bound in (2.1).

### 2.4. Slicing on BV

We use here the same notation as in Section 2.1.
Theorem 2.10 (slicing of $B V$ functions). Let $u \in L^{1}(\Omega)$. Then $u \in B V(\Omega)$ if and only if there exist $N$ linearly independent unit vectors $e_{i}$ such that $u_{e_{i}}^{y} \in B V\left(\Omega_{e_{i}}^{y}\right)$ for $\mathcal{L}^{N-1}$-a.e. $y \in \Omega_{e_{i}}$ and

$$
\int_{\Omega_{e_{i}}^{y}}\left|D u_{e_{i}}^{y}\right|\left(\Omega_{e_{i}}^{y}\right) \mathrm{d} y<\infty
$$

for all $i=1, \ldots, N$.
We state an immediate corollary of Theorem 1.24 from [17].
Proposition 2.11. Let $\Omega \subset \mathbb{R}^{N}$ be a bounded open Lipschitz set and let $E \subset \Omega$ be a set of finite perimeter. Then there are sets $E_{n} \subset \Omega$ of class $C^{2}$ such that

$$
\left\{\begin{array}{l}
\mathcal{L}^{N}\left(E \triangle E_{n}\right) \rightarrow 0,  \tag{2.3}\\
\mathcal{H}^{N-1}\left(\partial E \triangle \partial E_{n}\right) \rightarrow 0 .
\end{array}\right.
$$

Proposition 2.12 (see Sect. 5.10 in [12]). Let $A \subset \mathbb{R}^{N}$ be an open set, let $E \subset A$ be a Borel set, let $e$ be an arbitrary unit vector, and $E$ has finite perimeter in $A$. Then $E_{e}^{y}$ has finite perimeter in $A_{e}^{y}$ and $\partial E_{e}^{y} \cap A_{e}^{y}=$ $(\partial E \cap A)_{e}^{y}$, and

$$
\int_{A_{e}} \mathcal{H}^{0}\left(\partial E_{e}^{y} \cap A_{e}^{y}\right) \mathrm{d} y=\int_{A \partial E \cap A}\left\langle\nu_{E}, e\right\rangle \mathrm{d} \mathcal{H}^{N-1}
$$

Conversely, $E$ has finite perimeter in $A$ if there exist $N$ linearly independent unit vectors $e_{i}, i=1, \ldots, N$ such that

$$
\int_{A_{e_{i}}} \mathcal{H}^{0}\left(\partial E_{e_{i}}^{y} \cap A_{e_{i}}^{y}\right) \mathrm{d} y<\infty
$$

for all $i=1, \ldots, N$.

### 2.5. Functions of bounded variation on a manifold

We consider several spaces of functions with domains $A \subset \mathbb{R}^{N}$ which are not open. Specifically, $A$ will be the boundary of an open and bounded set $\Omega$ of class $C^{2}$ and so it will be a compact Riemannian manifold (without boundary) of class $C^{2}$ and dimension $N-1$ in $\mathbb{R}^{N}$. Such a manifold is endowed with a unit normal field $\nu$ which is continuous and defined for every $x \in A$. In this section we give a brief definition of these spaces. For more details see $[3,12,18]$.

The space of integrable functions on a manifold. Let $A \subset \mathbb{R}^{N}$ be a compact Riemannian manifold (without boundary) of class $C^{1}$ and dimension $N-1$ and define the restriction measure $\mathcal{H}^{N-1}\left\lfloor_{A}(E):=\mathcal{H}^{N-1}(E \cap A)\right.$. A function $v$ is said to be integrable on $A$, and we write $v \in L^{1}\left(A ; \mathcal{H}^{N-1} L_{A}\right)$, if and only if $v$ is $\mathcal{H}^{N-1}\left\lfloor_{A^{-}}\right.$ measurable and $\mathcal{H}^{N-1}\left\lfloor_{A}\right.$-summable, precisely

$$
\begin{aligned}
& v^{-1}(J) \text { is } \mathcal{H}^{N-1}\left\llcorner_{A} \text {-measurable for every open set } J \subset \mathbb{R}\right. \\
& \int_{A}|v(x)| \mathrm{d} \mathcal{H}^{N-1}(x)<\infty
\end{aligned}
$$

The space of functions of bounded variation on a manifold. We give a short introduction to the space of functions of bounded variation on a manifold. For more details we refer to [19].

Let $T^{\star} A$ be the cotangent bundle of $A$ and let $\Gamma\left(T^{\star} A\right)$ be the space of 1-forms on $A$. Then, given a function $v \in L^{1}(A)$, define the variation of $v$ by

$$
\begin{equation*}
|D v|(A):=\sup \left\{\int_{A} v \operatorname{div} w \mathrm{~d} \mathcal{H}^{N-1}: w \in \Gamma_{c}\left(T^{\star} A\right),|w| \leqslant 1\right\} \tag{2.4}
\end{equation*}
$$

Then $v \in L^{1}(A)$ is said to be a function of bounded variation, i.e., $v \in B V(A)$ if $|D v|(A)<\infty$. Moreover, if $v=\chi_{E}$ for some set $E \subset A$, then $E$ has finite perimeter if and only if $v \in B V(A)$, and

$$
\operatorname{Per}_{A}(E)=|D v|(A)=\mathcal{H}^{N-2}(E \cap A)<\infty
$$

Proposition 2.13. Let $\Omega \subset \mathbb{R}^{N}$ be an open bounded set of class $C^{2}$ and let $E \subset \partial \Omega$ be a set of finite perimeter with respect to $\mathcal{H}^{N-2}$. Then there are sets $E_{n} \subset \partial \Omega$ of class $C^{2}$ such that

$$
\left\{\begin{array}{l}
\mathcal{H}^{N-1}\left(E \triangle E_{n}\right) \rightarrow 0 \\
\mathcal{H}^{N-2}\left(\partial_{\partial \Omega} E \triangle \partial_{\partial \Omega} E_{n}\right) \rightarrow 0 .
\end{array}\right.
$$

## 3. Characterization of constants

Lemma 3.1. Assume that $V: \mathbb{R} \rightarrow[0, \infty)$ satisfies $\left(H_{1}^{V}\right)-\left(H_{3}^{V}\right)$. Then the constant $\underline{c}$ defined in (1.4) belongs to $(0, \infty)$.
Proof. Assume by contradiction that $\underline{c}=0$. Then there exist two sequences $\left\{f_{n}\right\} \subset H_{\text {loc }}^{\frac{3}{2}}(\mathbb{R})$ and $\left\{R_{n}\right\} \subset(0, \infty)$ satisfying

$$
\begin{align*}
& f_{n}(-x)=\alpha, \quad f_{n}(x)=\beta \quad \text { for all } x \geqslant R_{n}  \tag{3.1}\\
& \frac{1}{8} \int_{-R_{n}}^{R_{n}} \int_{-R_{n}}^{R_{n}} \frac{\left|f_{n}^{\prime}(x)-f_{n}^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y+\int_{-R_{n}}^{R_{n}} V\left(f_{n}(x)\right) \mathrm{d} x \xrightarrow{n \rightarrow \infty} 0 \tag{3.2}
\end{align*}
$$

Let $0<2 \delta<\beta-\alpha$. Since $f_{n}\left(-R_{n}\right)=\alpha, f_{n}\left(R_{n}\right)=\beta$, and $f_{n}$ is continuous, there exists an interval $\left(S_{n}, T_{n}\right)$ such that

$$
\begin{equation*}
f_{n}\left(S_{n}\right)=\alpha+\delta<\beta-\delta=f_{n}\left(T_{n}\right), \quad f_{n}\left(\left[S_{n}, T_{n}\right]\right)=[\alpha+\delta, \beta-\delta] \tag{3.3}
\end{equation*}
$$

By $\left(H_{1}^{V}\right)$ and the continuity of $V$ we have that $C_{\delta}:=\min _{z \in[\alpha+\delta, \beta-\delta]} V(z)>0$. Then by (3.2),

$$
0=\lim _{n \rightarrow \infty} \int_{-R_{n}}^{R_{n}} V\left(f_{n}(x)\right) \mathrm{d} x \geqslant \lim _{n \rightarrow \infty} \int_{S_{n}}^{T_{n}} V\left(f_{n}(x)\right) \mathrm{d} x \geqslant \liminf _{n \rightarrow \infty} C_{\delta}\left(T_{n}-S_{n}\right)
$$

and so $T_{n}-S_{n} \rightarrow 0$. For any $t \in[0,1]$, define

$$
g_{n}(t):=f_{n}\left(T_{n} t+S_{n}(1-t)\right)
$$

Then $g_{n}(0)=\alpha+\delta$ and $g(1)=\beta-\delta$. Changing variables in (3.2) yields

$$
\int_{S_{n}}^{T_{n}} \int_{S_{n}}^{T_{n}} \frac{\left|f_{n}^{\prime}(x)-f_{n}^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y=\frac{1}{\left(T_{n}-S_{n}\right)^{2}} \int_{0}^{1} \int_{0}^{1} \frac{\left|g_{n}^{\prime}(s)-g_{n}^{\prime}(t)\right|^{2}}{|s-t|^{2}} \mathrm{~d} s \mathrm{~d} t \rightarrow 0
$$

This implies that $\left|\frac{g_{n}^{\prime}}{T_{n}-S_{n}}\right|_{H^{\frac{1}{2}}(0,1)} \rightarrow 0$, and so, up to a subsequence (not relabeled), $\frac{g_{n}^{\prime}}{T_{n}-S_{n}} \rightarrow$ constant in $L^{2}(0,1)$. Since $T_{n}-S_{n} \rightarrow 0$, this implies that $g_{n}^{\prime} \rightarrow 0$ in $L^{2}(0,1)$.

On the other hand,

$$
0<\beta-\delta-(\alpha+\delta)=g_{n}(1)-g_{n}(0)=\int_{0}^{1} g_{n}^{\prime}(t) \mathrm{d} t
$$

Letting $n \rightarrow \infty$, we obtain a contradiction. This shows that $\underline{c}>0$.
To prove that $\underline{c}<\infty$, take any function $f \in C^{2}$ such that $f(t) \leqslant \alpha$ for $t \leqslant-1$ and $f(t)=\beta$ for $t \geqslant 1$. It is easy to verify that the energy is finite.

Remark 3.2. From the proof of the previous lemma, it follows that for every $0<\delta<\frac{\beta-\alpha}{2}$, the constant

$$
\begin{align*}
& c_{\delta}:=\inf \left\{\frac{1}{8} \int_{S}^{T} \int_{S}^{T} \frac{\left|f^{\prime}(x)-f^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y+\int_{S}^{T} V(f(x)) \mathrm{d} x: f \in H_{\mathrm{loc}}^{\frac{3}{2}}(\mathbb{R})\right. \\
&\left.f(S)=\alpha+\delta, f(T)=\beta-\delta, f_{n}\left(\left(S_{n}, T_{n}\right)\right)=[\alpha+\delta, \beta-\delta], \text { for some } S, T \in \mathbb{R}\right\} \tag{3.4}
\end{align*}
$$

also belongs to $(0, \infty)$.
Lemma 3.3. Define the constant $\bar{c}$ as before by

$$
\begin{aligned}
& \bar{c}:=\inf \left\{\frac{7}{16} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\left|f^{\prime}(x)-f^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y+\int_{-\infty}^{\infty} V(f(x)) \mathrm{d} x:\right. \\
&\left.f \in H_{\mathrm{loc}}^{\frac{3}{2}}(\mathbb{R}), f(-t)=\alpha, f(t)=\beta, \quad \text { for all } t \geqslant R, R>0\right\}
\end{aligned}
$$

where $V$ satisfies the properties of Theorem 1.1.
Then $\bar{c} \in(0, \infty)$.
Proposition 3.4. Under the conditions of Theorem 1.1, $\underline{c}=c_{\star}$, where $c_{\star}$ is defined by
$c_{\star}:=\inf \left\{\frac{3}{2^{\frac{5}{3}}}\left(\int_{-1}^{1} \int_{-1}^{1} \frac{\left|g^{\prime}(x)-g^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y\right)^{\frac{1}{3}}\left(\int_{-1}^{1} V(g(x)) \mathrm{d} x\right)^{\frac{2}{3}}:\right.$

$$
\left.g \in H_{\operatorname{loc}}^{\frac{3}{2}}(\mathbb{R}), g^{\prime} \in H^{\frac{1}{2}}(\mathbb{R}), g(-t)=\alpha, g(t)=\beta \text { for all } t \geqslant 1\right\}
$$

Proof. First we prove that $\underline{c} \geqslant c_{\star}$. Let $\eta>0$, and $f \in H_{\text {loc }}^{\frac{3}{2}}(\mathbb{R}), R>0$ be such that

$$
\begin{aligned}
& f^{\prime} \in H^{\frac{1}{2}}(\mathbb{R}), \quad f(-t)=\alpha, f(t)=\beta, \text { for all } t \geqslant R \\
& \frac{1}{8} \int_{-R}^{R} \int_{-R}^{R} \frac{\left|f^{\prime}(x)-f^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y+\int_{-R}^{R} V(f(x)) \mathrm{d} x \leqslant \underline{c}+\eta
\end{aligned}
$$

Then

$$
\begin{aligned}
\underline{c}+\eta & \geqslant \frac{1}{8 R^{2}} \int_{-1}^{1} \int_{-1}^{1} \frac{\left|(f(R x))^{\prime}-(f(R y))^{\prime}\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y+R \int_{-1}^{1} V(f(R x)) \mathrm{d} x \\
& \geqslant \frac{1}{8 S_{R}^{2}} \int_{-1}^{1} \int_{-1}^{1} \frac{\left|g_{R}^{\prime}(x)-g_{R}^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y+S_{R} \int_{-1}^{1} V\left(g_{R}(x)\right) \mathrm{d} x \geqslant c_{\star}
\end{aligned}
$$

where $g_{R}(x)=f(R x)$ which is admissible for $c_{\star}$, and

$$
\begin{aligned}
S_{R} & =\underset{S>0}{\arg \min }\left[\frac{1}{8 S^{2}} \int_{-1}^{1} \int_{-1}^{1} \frac{\left|g_{R}^{\prime}(x)-g_{R}^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y+S \int_{-1}^{1} V\left(g_{R}(x)\right) \mathrm{d} x\right] \\
& =\left(\frac{\int_{-1}^{1} \int_{-1}^{1} \frac{\left|g_{R}^{\prime}(x)-g_{R}^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y}{4 \int_{-1}^{1} V\left(g_{R}(x)\right) \mathrm{d} x} .\right.
\end{aligned}
$$

Let $\eta \rightarrow 0^{+}$to deduce that $\underline{c} \geqslant c_{\star}$. The converse inequality follows trivially from following the first part of the proof from the end to the beginning.
Proposition 3.5. Under the conditions of Theorem 1.1, $\bar{c}=c^{\star}$, where $c^{\star}$ is defined by

$$
\begin{aligned}
& c^{\star}:=\inf \left\{\frac{3 \cdot 7^{\frac{1}{3}}}{4}\left(\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\left|g^{\prime}(x)-g^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y\right)^{\frac{1}{3}}\left(\int_{-\infty}^{\infty} V(g(x)) \mathrm{d} x\right)^{\frac{2}{3}}:\right. \\
&\left.g \in H_{\mathrm{loc}}^{\frac{3}{2}}(\mathbb{R}), g(-t)=\alpha, g(t)=\beta, \text { for all } t \geqslant 1\right\}
\end{aligned}
$$

## 4. Two Auxiliary one-dimensional Problems

### 4.1. Compactness for $F_{\varepsilon}$

Theorem 4.1. Assume that $W: \mathbb{R} \rightarrow[0, \infty)$ satisfies $\left(H_{1}^{W}\right)-\left(H_{2}^{W}\right)$. Let $I \subset \mathbb{R}$ be an open, bounded interval, let $\left\{\varepsilon_{n}\right\}$ be a positive sequence converging to 0 , and let $\left\{u_{n}\right\} \subset H^{2}(I)$ be such that

$$
\begin{equation*}
\sup _{n} F_{\varepsilon_{n}}\left(u_{n} ; I\right)<\infty . \tag{4.1}
\end{equation*}
$$

Then there exist a subsequence (not relabeled) of $\left\{u_{n}\right\}$ and a function $u \in B V(I ;\{a, b\})$ such that $u_{n} \rightarrow u$ in $L^{2}(I)$.
Proof. Given a sequence $\left\{u_{n}\right\} \subset H^{2}(I)$ satisfying (4.1), by the compactness result in [14] and $\left(H_{2}^{W}\right)$, we obtain a subsequence $\left\{u_{n}\right\}$ (not relabeled) and a function $u \in B V(I ;\{a, b\})$ such that $u_{n} \rightarrow u$ in $L^{2}(I)$.

### 4.2. Lower bound for $F_{\varepsilon}$

Theorem 4.2 (lower bound estimate for $F_{\varepsilon}$ ). Let $I \subset \mathbb{R}$ be an open and bounded interval and let $W: \mathbb{R} \rightarrow[0, \infty)$ satisfy $\left(H_{1}^{W}\right)-\left(H_{2}^{W}\right)$. Let $u \in B V(I ;\{a, b\})$, let $v \in B V(\partial I ;\{\alpha, \beta\})$, and let $\left\{u_{\varepsilon}\right\} \subset H^{2}(I)$ be such that $\sup F_{\varepsilon}\left(u_{\varepsilon} ; I\right)=: C<\infty, u_{\varepsilon} \rightarrow u$ in $L^{2}(I)$ and $T u_{\varepsilon} \rightarrow v$ in $\mathcal{H}^{0}(\partial I)$. Then

$$
\liminf _{\varepsilon \rightarrow 0^{+}} F_{\varepsilon}\left(u_{\varepsilon} ; I\right) \geqslant m \mathcal{H}^{0}(S(u))+\int_{\partial I} \sigma(T u(x), v(x)) \mathrm{d} \mathcal{H}^{0}(x),
$$

where $m$ and $\sigma$ are defined in (1.2) and (1.3), respectively.
Proof. Passing to a subsequence (not relabeled), we can assume that

$$
\liminf _{\varepsilon \rightarrow 0^{+}} F_{\varepsilon}\left(u_{\varepsilon} ; I\right)=\lim _{\varepsilon \rightarrow 0^{+}} F_{\varepsilon}\left(u_{\varepsilon} ; I\right) .
$$

Since $u_{\varepsilon} \rightarrow u$ in $L^{1}(I)$ and $\left\|W\left(u_{\varepsilon}\right)\right\|_{L^{1}(I)} \leqslant C \varepsilon$, by the growth condition $\left(H_{2}^{W}\right)$, we have that, up to a subsequence (not relabeled), $u_{\varepsilon} \rightarrow u$ in $L^{2}(I)$, and $\sup _{\varepsilon}\left\|u_{\varepsilon}\right\|_{L^{2}(I)} \leqslant C$.

In turn, by Proposition 2.6 and the fact that $\left\|u_{\varepsilon}^{\prime \prime}\right\|_{L^{2}(I)} \leqslant C \varepsilon^{-\frac{3}{2}}$, we deduce that $\left\|u_{\varepsilon}^{\prime}\right\|_{L^{2}(I)} \leqslant C \varepsilon^{-\frac{3}{4}}$, and so

$$
\lim _{\varepsilon \rightarrow 0^{+}} \int_{I}\left|\varepsilon u_{\varepsilon}^{\prime}(x)\right|^{2} \mathrm{~d} x=0
$$

Thus, up to a subsequence (not relabeled), we may assume that

$$
\begin{equation*}
\varepsilon u_{\varepsilon}^{\prime}(x) \rightarrow 0, \quad \text { and } \quad u_{\varepsilon}(x) \rightarrow u(x) \tag{4.2}
\end{equation*}
$$

for $\mathcal{L}^{1}$-a.e. $x \in I$. Since $u \in B V(I ;\{a, b\})$, its jump set is a finite set, so we can write $S(u):=\left\{s_{1}, \ldots, s_{\ell}\right\}$, where

$$
s_{0}:=\inf I<s_{1}<\cdots<s_{\ell}<s_{\ell+1}:=\sup I
$$

Fix $0<\eta<\frac{\beta-\alpha}{2}$, and $0<\delta_{0}:=\frac{1}{2} \min \left\{s_{i+1}-s_{i}: i=0, \ldots, \ell\right\}$. Using (4.2), for every $i=1, \ldots, \ell$, we may find $x_{i}^{ \pm} \in\left(s_{i}-\delta_{0}, s_{i}+\delta_{0}\right)$ such that

$$
\begin{equation*}
\left|u_{\varepsilon}\left(x_{i}^{+}\right)-b\right|<\eta, \quad\left|u_{\varepsilon}\left(x_{i}^{-}\right)-a\right|<\eta, \quad \text { and } \quad\left|\varepsilon u_{\varepsilon}^{\prime}\left(x_{i}^{ \pm}\right)\right|<\eta . \tag{4.3}
\end{equation*}
$$

Moreover, since $u$ is a constant in $\left(s_{0}, s_{1}\right)$, we assume that $u(x) \equiv a$ in this interval (the case $u(x) \equiv b$ is analogous), and we have that $T u\left(s_{0}\right)=a$. Using (4.2) once more, we may find a point $x_{0}^{+}$such that

$$
\begin{equation*}
\left|u_{\varepsilon}\left(x_{0}^{+}\right)-a\right|<\eta, \quad \text { and } \quad\left|\varepsilon u_{\varepsilon}^{\prime}\left(x_{0}^{+}\right)\right|<\eta \tag{4.4}
\end{equation*}
$$

for all $\varepsilon$ sufficiently small.
On the other hand, $T u_{\varepsilon}\left(s_{0}\right) \rightarrow v\left(s_{0}\right)$, and so $\left|T u_{\varepsilon}\left(s_{0}\right)-v\left(s_{0}\right)\right|<\frac{\eta}{2}$ for all $\varepsilon$ sufficiently small. Since $\lim _{x \rightarrow s_{0}^{+}} u_{\varepsilon}(x)=T u_{\varepsilon}\left(s_{0}\right)$, there is $0<\rho_{\varepsilon}<x_{0}^{+}<s_{0}$ such that $\left|u_{\varepsilon}(x)-v\left(s_{0}\right)\right|<\eta$ for all $x \in\left(s_{0}, s_{0}+\rho_{\varepsilon}\right)$.

There are now two cases. If $u_{\varepsilon}\left(x_{\varepsilon}\right)=v\left(s_{0}\right)$ for some $x_{\varepsilon} \in\left(s_{0}, x_{0}^{+}\right)$, then take $x_{0, \varepsilon}^{-}:=x_{\varepsilon}$. If $u_{\varepsilon}\left(x_{\varepsilon}\right) \neq v\left(s_{0}\right)$ for all $x_{\varepsilon} \in\left(s_{0}, x_{0}^{+}\right)$, then we claim that there exists $x_{0, \varepsilon}^{-} \in\left(s_{0}, x_{0}^{+}\right)$such that

$$
u_{\varepsilon}^{\prime}\left(x_{0, \varepsilon}^{-}\right)\left(u_{\varepsilon}\left(x_{0, \varepsilon}^{-}\right)-v\left(s_{0}\right)\right)>0 .
$$

Indeed, if say $u_{\varepsilon}(x)>v\left(s_{0}\right)$ in $\left(s_{0}, x_{0}^{+}\right)$, then for $\eta>0$ such that $\left|v\left(s_{0}\right)-a\right|>2 \eta$, we have that

$$
\left|u_{\varepsilon}\left(x_{0}^{+}\right)-v\left(s_{0}\right)\right| \geqslant\left|v\left(s_{0}\right)-a\right|-\left|u_{\varepsilon}\left(x_{0}^{+}\right)-a\right|>\eta,
$$

and so there exists a first point $x_{\varepsilon} \in\left(s_{0}, x_{0}^{+}\right)$such that

$$
u_{\varepsilon}\left(x_{\varepsilon}\right)=v\left(s_{0}\right)+\eta \text {. }
$$

Hence, by the mean value theorem, there is $x_{0, \varepsilon}^{-} \in\left(s_{0}, x_{\varepsilon}\right)$ such that

$$
u_{\varepsilon}^{\prime}\left(x_{0, \varepsilon}\right)=\frac{u_{\varepsilon}\left(x_{\varepsilon}\right)-T u_{\varepsilon}\left(s_{0}\right)}{x_{\varepsilon}-s_{0}}>\frac{v\left(s_{0}\right)+\eta-v\left(s_{0}\right)-\frac{\eta}{2}}{x_{\varepsilon}-s_{0}}>0
$$

Thus, we have found $x_{0, \varepsilon} \in\left(s_{0}, x_{0}^{+}\right)$such that

$$
\begin{equation*}
\left|u_{\varepsilon}\left(x_{0, \varepsilon}^{-}\right)-v\left(s_{0}\right)\right|<\eta \quad \text { and } \quad u_{\varepsilon}^{\prime}\left(x_{0, \varepsilon}^{-}\right)\left(u_{\varepsilon}\left(x_{0, \varepsilon}^{-}\right)-v\left(s_{0}\right)\right) \geqslant 0 \tag{4.5}
\end{equation*}
$$

for all $\varepsilon$ sufficiently small. For simplicity of notation, we write $x_{0}^{-}:=x_{0, \varepsilon}^{-}$and $x_{\ell+1}^{-}:=x_{\ell+1, \varepsilon}^{-}$. From the facts that the intervals $\left[x_{i}^{-}, x_{i}^{+}\right]$are disjoint for $i=0, \ldots, \ell+1$, and that $W$ is nonnegative, we have that

$$
\begin{equation*}
F_{\varepsilon}\left(u_{\varepsilon} ; I\right) \geqslant \sum_{i=0}^{\ell+1} \int_{x_{i}^{-}}^{x_{i}^{+}}\left(\varepsilon^{3}\left|u_{\varepsilon}^{\prime \prime}(x)\right|^{2}+\frac{1}{\varepsilon} W\left(u_{\varepsilon}(x)\right)\right) \mathrm{d} x . \tag{4.6}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
\int_{x_{i}^{-}}^{x_{i}^{+}}\left(\varepsilon^{3}\left|u_{\varepsilon}^{\prime \prime}(x)\right|^{2}+\frac{1}{\varepsilon} W\left(u_{\varepsilon}(x)\right)\right) \mathrm{d} x \geqslant m \ell-O(\eta)-O(\varepsilon) \tag{4.7}
\end{equation*}
$$

for all $i=1, \ldots, \ell$, that

$$
\begin{equation*}
\int_{x_{0}^{-}}^{x_{0}^{+}}\left(\varepsilon^{3}\left|u_{\varepsilon}^{\prime \prime}(x)\right|^{2}+\frac{1}{\varepsilon} W\left(u_{\varepsilon}(x)\right)\right) \mathrm{d} x \geqslant \sigma\left(T u\left(s_{0}\right), v\left(s_{0}\right)\right)-O(\eta)-O(\varepsilon) \tag{4.8}
\end{equation*}
$$

and that

$$
\begin{equation*}
\int_{x_{\ell+1}^{-}}^{x_{\ell+1}^{+}}\left(\varepsilon^{3}\left|u_{\varepsilon}^{\prime \prime}(x)\right|^{2}+\frac{1}{\varepsilon} W\left(u_{\varepsilon}(x)\right)\right) \mathrm{d} x \geqslant \sigma\left(T u\left(s_{\ell+1}\right), v\left(s_{\ell+1}\right)\right)-O(\eta)-O(\varepsilon) . \tag{4.9}
\end{equation*}
$$

If (4.7), (4.8), and (4.9) hold, then from (4.6) we deduce that

$$
\liminf _{\varepsilon \rightarrow 0^{+}} F_{\varepsilon}\left(u_{\varepsilon} ; I\right) \geqslant m \ell+\sigma\left(T u\left(s_{0}\right), v\left(s_{0}\right)\right)+\sigma\left(T u\left(s_{\ell+1}\right), v\left(s_{\ell+1}\right)\right)-O(\eta)
$$

Letting $\eta \rightarrow 0^{+}$yields

$$
\liminf _{\varepsilon \rightarrow 0^{+}} F_{\varepsilon}\left(u_{\varepsilon} ; I\right) \geqslant m \ell+\int_{\partial I} \sigma(T u(x), v(x)) \mathrm{d} \mathcal{H}^{0}(x) .
$$

The remaining of the proof is devoted to the proof of (4.7), (4.8) and (4.9).
Step 1. Proof of (4.7).
Define the functions

$$
\begin{align*}
& G(w, z):=\inf \left\{\int_{0}^{1} W(g(x))+\left|g^{\prime \prime}(x)\right|^{2} \mathrm{~d} t: g \in C^{2}([0,1] ; \mathbb{R}), g(0)=w, g(1)=b, g^{\prime}(0)=z, g^{\prime}(1)=0\right\}  \tag{4.10}\\
& H(w, z):=\inf \left\{\int_{0}^{1} W(h(x))+\left|h^{\prime \prime}(x)\right|^{2} \mathrm{~d} t: h \in C^{2}([0,1] ; \mathbb{R}), h(0)=a, h(1)=w, h^{\prime}(0)=0, h^{\prime}(1)=z\right\} \tag{4.11}
\end{align*}
$$

Note that, considering third-order polynomials, one deduces that these functions satisfy

$$
\begin{equation*}
\lim _{(w, z) \rightarrow(b, 0)} G(w, z)=0, \quad \lim _{(w, z) \rightarrow(a, 0)} H(w, z)=0 \tag{4.12}
\end{equation*}
$$

From (4.3), for $\varepsilon$ sufficiently small, we have $G\left(u_{\varepsilon}\left(x_{i}^{+}\right), \varepsilon u_{\varepsilon}^{\prime}\left(x_{i}^{+}\right)\right), H\left(u_{\varepsilon}\left(x_{i}^{-}\right), \varepsilon u_{\varepsilon}^{\prime}\left(x_{i}^{-}\right)\right) \leqslant \eta$. By (4.10) and (4.11), we can find admissible functions $\widehat{g_{i}}$ and $\widehat{h_{i}}$ for $G\left(u_{\varepsilon}\left(x_{i}^{+}\right), \varepsilon u_{\varepsilon}^{\prime}\left(x_{i}^{+}\right)\right)$and $H\left(u_{\varepsilon}\left(x_{i}^{-}\right), \varepsilon u_{\varepsilon}^{\prime}\left(x_{i}^{-}\right)\right)$, respectively, such that

$$
\begin{align*}
& \int_{0}^{1}\left|\widehat{g}_{i}^{\prime \prime}(x)\right|^{2}+W\left(\widehat{g_{i}}(x)\right) \mathrm{d} x \leqslant G\left(u_{\varepsilon}\left(x_{i}^{+}\right), \varepsilon u_{\varepsilon}^{\prime}\left(x_{i}^{+}\right)\right)+\eta \leqslant 2 \eta  \tag{4.13}\\
& \int_{0}^{1}\left|\widehat{h}_{i}^{\prime \prime}(x)\right|^{2}+W\left(\widehat{h_{i}}(x)\right) \mathrm{d} x \leqslant H\left(u_{\varepsilon}\left(x_{i}^{-}\right), \varepsilon u_{\varepsilon}^{\prime}\left(x_{i}^{-}\right)\right)+\eta \leqslant 2 \eta \tag{4.14}
\end{align*}
$$

We now rescale and translate these functions, precisely,

$$
g_{i}(x):=\widehat{g_{i}}\left(x-\frac{x_{i}^{+}}{\varepsilon}\right), \quad h_{i}(x):=\widehat{h_{i}}\left(x-\frac{x_{i}^{-}}{\varepsilon}+1\right)
$$

Define

$$
w_{\varepsilon, i}(x):= \begin{cases}b & \text { if } x \geqslant \frac{x_{i}^{+}}{\varepsilon}+1 \\ g_{i}(t) & \text { if } \frac{x_{i}^{+}}{\varepsilon} \leqslant x \leqslant \frac{x_{i}^{+}}{\varepsilon}+1 \\ u_{\varepsilon}(\varepsilon x) & \text { if } \frac{x_{i}^{-}}{\varepsilon} \leqslant x \leqslant \frac{x_{i}^{+}}{\varepsilon} \\ h_{i}(t) & \text { if } \frac{x_{i}^{-}}{\varepsilon}-1 \leqslant x \leqslant \frac{x_{i}^{-}}{\varepsilon} \\ a & \text { if } x \leqslant \frac{x_{i}^{-}}{\varepsilon}-1\end{cases}
$$

By construction $w_{\varepsilon, i} \in H^{2}\left(\frac{x_{i}^{-}}{\varepsilon}-1, \frac{x_{i}^{+}}{\varepsilon}+1\right)$ and $w_{\varepsilon, i}$ is admissible for the constant $m$ given in (1.2). Hence for all $\varepsilon$ sufficiently small,

$$
\begin{aligned}
\int_{x_{i}^{-}}^{x_{i}^{+}}\left(\varepsilon^{3}\left|u_{\varepsilon}^{\prime \prime}(x)\right|^{2}+\frac{1}{\varepsilon} W\left(u_{\varepsilon}(x)\right)\right) \mathrm{d} x= & \int_{\frac{x_{i}^{-}}{\varepsilon}}^{\frac{x_{i}^{+}}{\varepsilon}}\left(\left|w_{\varepsilon, i}^{\prime \prime}(y)\right|^{2}+W\left(w_{\varepsilon, i}(y)\right)\right) \mathrm{d} y \\
= & \int_{\frac{x_{i}^{-}}{\varepsilon}-1}^{\frac{x_{i}^{+}}{\varepsilon}+1}\left(\left|w_{\varepsilon, i}^{\prime \prime}(y)\right|^{2}+W\left(w_{\varepsilon, i}(y)\right)\right) \mathrm{d} y-\int_{0}^{1}\left(\left|\widehat{g}_{i}^{\prime \prime}(y)\right|^{2}+W\left(\widehat{g}_{i}(y)\right)\right) \mathrm{d} y \\
& -\int_{0}^{1}\left(\left|\widehat{h}_{i}^{\prime \prime}(y)\right|^{2}+W\left(\widehat{h_{i}}(y)\right)\right) \mathrm{d} y \geqslant m \ell-4 \eta
\end{aligned}
$$

where we used (4.13) and (4.14).
Step 2. Proof of (4.8).
Define the functions
$L(w, z):=\inf \left\{\int_{0}^{1} W(f(x))+\left|f^{\prime \prime}(x)\right|^{2} \mathrm{~d} t: f \in C^{2}([0,1] ; \mathbb{R}), f(0)=w, f(1)=a, f^{\prime}(0)=z, f^{\prime}(1)=0\right\}$,
$J(w, z):=\inf \left\{\int_{0}^{r} W(j(x))+\left|j^{\prime \prime}(x)\right|^{2} \mathrm{~d} t: j \in C^{2}([0, r] ; \mathbb{R}), j(0)=v(0), j(r)=w, j^{\prime}(r)=z\right.$, for some $\left.r>0\right\}$.

Analogously to (4.10), $\lim _{(w, z) \rightarrow(a, 0)} L(w, z)=0$, and from (4.4), for all $\varepsilon$ sufficiently small we have $L\left(u_{\varepsilon}\left(x_{0}^{+}\right), \varepsilon u_{\varepsilon}^{\prime}\left(x_{0}^{+}\right)\right) \leqslant \eta$. Hence we can find an admissible function $\widehat{f}_{0}$ for $L\left(u_{\varepsilon}\left(x_{0}^{+}\right), \varepsilon u_{\varepsilon}^{\prime}\left(x_{0}^{+}\right)\right)$such that

$$
\begin{equation*}
\int_{0}^{1} W\left(\widehat{f}_{0}(x)\right)+\left|\widehat{f}_{0}^{\prime \prime}(x)\right|^{2} \mathrm{~d} x \leqslant L\left(u_{\varepsilon}\left(x_{0}^{+}\right), \varepsilon u_{\varepsilon}^{\prime}\left(x_{0}^{+}\right)\right)+\eta \leqslant 2 \eta \tag{4.17}
\end{equation*}
$$

We now prove that

$$
\begin{equation*}
\lim _{\substack{w \rightarrow v\left(s_{0}\right) \\ z\left(w-v\left(s_{0}\right)\right) \geqslant 0}} J(w, z)=0 . \tag{4.18}
\end{equation*}
$$

Fix $\eta>0$ and let $w, z \in \mathbb{R}$ be such that $|w-v(0)|<\eta$ and $z(w-v(0)) \geqslant 0$. If $|z| \leqslant \sqrt{\eta}$, then take $j(x):=w+z(x-r)+\frac{(v(0)-w)+r z}{r^{2}}(x-r)^{2}$, which is admissible for $J(w, z)$, to obtain

$$
J(w, z) \leqslant C\left[r+\frac{(v(0)-w+r z)^{2}}{r^{3}}\right] \leqslant C\left[r+\frac{\eta^{2}}{r^{3}}+\frac{\eta}{r}\right]
$$

Choosing $r=\sqrt{\eta}$, we deduce that $J(w, z)=O(\sqrt{\eta})$.

If $|z| \geqslant \sqrt{\eta}$, then let $r:=\frac{w-v(0)}{z}>0$, which satisfies $0<r<\sqrt{\eta}$. Then, let $j(x):=w+z(x-r)$, which is admissible for $J(w, z)$ because $j^{z}(0)=w-z r=v(0)$ and $j^{\prime \prime}(x)=0$, so $J(w, z)=O(\sqrt{\eta})$. This proves (4.18).

By (4.18) and (4.5), we may find a function $j$ admissible for $J\left(u_{\varepsilon}\left(x_{0, \varepsilon}^{-}\right), \varepsilon u_{\varepsilon}^{\prime}\left(x_{0, \varepsilon}^{-}\right)\right)$such that

$$
\begin{equation*}
\int_{0}^{r} W(j(t))+\left|j^{\prime \prime}(t)\right|^{2} \mathrm{~d} t \leqslant J\left(u_{\varepsilon}\left(x_{0, \varepsilon}^{-}\right), \varepsilon u_{\varepsilon}^{\prime}\left(x_{0, \varepsilon}^{-}\right)\right)+\eta \leqslant 2 \eta \tag{4.19}
\end{equation*}
$$

for some $r=r(\eta)>0$.
Set $f_{0}(x):=\widehat{f_{0}}\left(x-r-\frac{x_{0}^{+}-x_{0, \varepsilon}^{-}}{\varepsilon}\right)$, and define

$$
w_{\varepsilon, 0}(x):= \begin{cases}a & \text { if } x \geqslant 1+r+\frac{x_{0}^{+}-x_{0, \varepsilon}^{-}}{\varepsilon} \\ f_{0}(x) & \text { if } r+\frac{x_{0}^{+}-x_{0, \varepsilon}^{-}}{\varepsilon} \leqslant x \leqslant 1+r+\frac{x_{0}^{+}-x_{0, \varepsilon}^{-}}{\varepsilon}, \\ u_{\varepsilon}\left(\varepsilon(x-r)+x_{0, \varepsilon}^{-}\right) & \text {if } r \leqslant x \leqslant r+\frac{x_{0}^{+}-x_{0, \varepsilon}^{-}}{\varepsilon} \\ j(x) & \text { if } 0 \leqslant x \leqslant r .\end{cases}
$$

By construction $w_{\varepsilon, 0}$ belongs to $H_{\text {loc }}^{2}(0, \infty)$ and is admissible for $\sigma\left(T u\left(s_{0}\right), v\left(s_{0}\right)\right)$ as defined in (1.3). Hence for all $\varepsilon$ sufficiently small, we have that

$$
\begin{aligned}
\int_{x_{0}^{-}}^{x_{0}^{+}}\left(\varepsilon^{3}\left|u_{\varepsilon}^{\prime \prime}(x)\right|^{2}+\frac{1}{\varepsilon} W\left(u_{\varepsilon}(x)\right)\right) \mathrm{d} x= & \int_{r}^{r+\frac{x_{0}^{+}-x_{0}^{-}}{\varepsilon}}\left(\left|w_{\varepsilon, 0}^{\prime \prime}(y)\right|^{2}+W\left(w_{\varepsilon, 0}(y)\right)\right) \mathrm{d} y \\
= & \int_{0}^{1+r+\frac{x_{0}^{+}-x_{0}^{-}}{\varepsilon}}\left(\left|w_{\varepsilon, 0}^{\prime \prime}(y)\right|^{2}+W\left(w_{\varepsilon, 0}(y)\right)\right) \mathrm{d} y \\
& -\int_{0}^{1}\left(\left|\widehat{f}_{0}^{\prime \prime}(y)\right|^{2}+W\left(\widehat{f}_{0}(y)\right)\right) \mathrm{d} y \\
& -\int_{0}^{r}\left(\left|j^{\prime \prime}(y)\right|^{2}+W(j(y))\right) \mathrm{d} y \geqslant \sigma\left(T u\left(s_{0}\right), v\left(s_{0}\right)\right)-4 \eta
\end{aligned}
$$

where we have used (4.17) and (4.19). This proves (4.8). The proof of (4.9) is analogous.

### 4.3. Compactness for $G_{\varepsilon}$

To prove compactness for the functional $G_{\varepsilon}$ defined in (1.7), we begin with an auxiliary result.
Lemma 4.3. Let $\theta \in L^{1}(J ;[0,1])$ and let

$$
X:=\left\{x \in J: f_{J \cap B(x ; \delta)} \theta(s) \mathrm{d} s \in(0,1) \text { for all } 0<\delta<\delta_{0}, \text { for some } \delta_{0}=\delta_{0}(x)>0\right\}
$$

be a finite set. Then $\theta \in B V(J ;\{0,1\})$ and $S(\theta) \subset X$.
Theorem 4.4 (compactness for $\left.G_{\varepsilon}\right)$. Assume that $V: \mathbb{R} \rightarrow[0, \infty)$ satisfies $\left(H_{1}^{V}\right)-\left(H_{3}^{V}\right)$. Let $J \subset \mathbb{R}$ be an open, bounded interval, let $\left\{\varepsilon_{n}\right\}$ be such that $\varepsilon_{n} \lambda_{n}^{\frac{2}{3}} \rightarrow L \in(0, \infty)$, and let $\left\{v_{n}\right\} \subset H^{\frac{3}{2}}(J)$ be such that

$$
\begin{equation*}
\sup _{n} G_{\varepsilon_{n}}\left(v_{n} ; J\right)<\infty . \tag{4.20}
\end{equation*}
$$

Then there exist a subsequence (not relabeled) of $\left\{v_{n}\right\}$ and a function $v \in B V(J ;\{\alpha, \beta\})$ such that $v_{n} \rightarrow v$ in $L^{2}(J)$.

Proof. Since $\lambda_{n} \rightarrow \infty$, by (4.20) we have that

$$
C_{1}:=\sup _{n} \int_{J} V\left(v_{n}\right) \mathrm{d} x<\infty .
$$

By condition $\left(H_{3}^{V}\right)$ and the fact that $J$ is bounded, we have that

$$
\frac{1}{C} \mathcal{L}^{1}(J)+C \int_{J}\left|v_{n}\right|^{2} \mathrm{~d} x \leqslant \int_{J} V\left(v_{n}\right) \mathrm{d} x \leqslant C_{1},
$$

and so $\left\{v_{n}\right\}$ is bounded in $L^{2}(J)$. Thus by the fundamental theorem of Young measures (for a comprehensive exposition on Young measures, see $[4,13,23,26]$ ), there exists a subsequence (not relabeled) generating a Young


$$
0=\lim _{n} \int_{J} f\left(v_{n}\right) \mathrm{d} x=\int_{J} \int_{\mathbb{R}} f(z) \mathrm{d} \nu_{x}(z) \mathrm{d} x .
$$

Since $f(z)=0$ if and only if $z \in\{\alpha, \beta\}$, we have that for $\mathcal{L}^{1}$-a.e. $x \in J$,

$$
\begin{equation*}
\nu_{x}=\theta(x) \delta_{\alpha}+(1-\theta(x)) \delta_{\beta} \tag{4.21}
\end{equation*}
$$

for some $\theta \in L^{\infty}(J ;[0,1])$. Define

$$
\begin{equation*}
X:=\left\{x \in J: f_{B(x ; \delta)} \theta(s) \mathrm{d} s \in(0,1) \text { for all } 0<\delta<\delta_{0} \text {, for some } \delta_{0}=\delta_{0}(x)>0\right\} . \tag{4.22}
\end{equation*}
$$

We claim that $X$ is finite. To establish this, let $s_{1}, \ldots, s_{\ell}$ be distinct points of $X$ and let $0<d_{0}<$ $\frac{1}{2} \min \left\{\left|s_{i}-s_{j}\right|: i \neq j, i, j=1, \ldots, \ell\right\}$. Since $s_{i} \in X$, we may find $d_{i}>0$ so small that $d_{i} \leqslant d_{0}$ and

$$
\begin{equation*}
f_{B\left(s_{i} ; d_{i}\right)} \theta(s) \mathrm{d} s>0, \quad f_{B\left(s_{i} ; d_{i}\right)}(1-\theta(s)) \mathrm{d} s>0 . \tag{4.23}
\end{equation*}
$$

Define $d:=\min \left\{d_{1}, \ldots, d_{\ell}\right\}$. Let $0<\eta<\frac{\beta-\alpha}{2}$, let $\varphi_{\eta} \in C_{c}^{\infty}(\mathbb{R} ;[0,1])$ be such that supp $\varphi_{\eta} \subset B(\alpha ; \eta)$ and $\varphi_{\eta}(\alpha)=1$, and let $\gamma_{\eta} \in C_{c}^{\infty}(\mathbb{R} ;[0,1])$ be such that supp $\gamma_{\eta} \subset B(\beta ; \eta)$ and $\gamma_{\eta}(\alpha)=1$.

Using the fundamental theorem of Young measures with

$$
f(x, z):=\chi_{B\left(s_{i} ; d\right)}(x) \varphi_{\eta}(z),
$$

we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{B\left(s_{i} ; d_{i}\right)} \varphi_{\eta}\left(v_{n}(x)\right) \mathrm{d} x=\int_{\mathbb{R}} \int_{\mathbb{R}} f(x, z) \mathrm{d} \nu_{x}(z) \mathrm{d} x=\int_{B\left(s_{i} ; d_{i}\right)} \theta(x) \mathrm{d} x>0 . \tag{4.24}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{B\left(s_{i} ; d_{i}\right)} \gamma_{\eta}\left(v_{n}(x)\right) \mathrm{d} x=\int_{B\left(s_{i} ; d_{i}\right)}(1-\theta(x)) \mathrm{d} x>0 . \tag{4.25}
\end{equation*}
$$

In view of (4.24) and (4.25), we may find $x_{n, i}^{ \pm} \in\left(s_{i}-d, s_{i}+d\right)$ such that

$$
\left|v_{n}\left(x_{n, i}^{-}\right)-\alpha\right|<\eta, \quad \text { and } \quad\left|v_{n}\left(x_{n, i}^{+}\right)-\beta\right|<\eta .
$$

Let $w_{n}(x):=v_{n}\left(\varepsilon_{n} \lambda_{n}^{-\frac{1}{3}} x\right)$, which is admissible for the constant $c_{\eta}$ defined in (3.4). Then by (4.20),

$$
\begin{aligned}
\infty>C \geqslant \liminf _{n} G_{\varepsilon_{n}}\left(v_{n} ; J\right) & \geqslant \liminf _{n} \sum_{i=1}^{\ell} G_{\varepsilon_{n}}\left(v_{n} ;\left(x_{n, i}^{-}, x_{n, i}^{+}\right)\right) \\
& \geqslant \liminf _{n} \sum_{i=1}^{\ell} \varepsilon_{n} \lambda_{n}^{\frac{2}{3}} G_{1}\left(w_{n} ;\left(\frac{x_{n, i}^{-}}{\varepsilon_{n} \lambda_{n}^{-\frac{1}{3}}}, \frac{x_{n, i}^{+}}{\varepsilon_{n} \lambda_{n}^{-\frac{1}{3}}}\right)\right) \geqslant c_{\eta} L \ell .
\end{aligned}
$$

We conclude that

$$
\mathcal{H}^{0}(X) \leqslant \frac{C}{c_{\eta} L}<\infty .
$$

By Lemma 4.3, this implies that $\theta \in B V(J ;\{0,1\})$. In particular, we may write $\theta=\chi_{E}$, and so $\nu_{x}=\delta_{v(x)}$, where

$$
v(x):= \begin{cases}\alpha & \text { if } x \in E \\ \beta & \text { if } x \in J \backslash E .\end{cases}
$$

It follows that $\left\{v_{n}\right\}$ converges in measure to $v$. By condition $\left(H_{2}^{V}\right)$, there are $C, T>0$ such that $V(z) \geqslant C|z|^{2}$ for all $|z| \geqslant T$, and so

$$
\int_{E \cap\left\{\left|v_{n}\right| \geqslant T\right\}}\left|v_{n}\left(x^{\prime}\right)\right|^{2} \mathrm{~d} x^{\prime} \leqslant \frac{1}{C} \int_{E} V\left(v_{n}\left(x^{\prime}\right)\right) \mathrm{d} x^{\prime} \leqslant \frac{C_{1}}{C} \frac{1}{\lambda_{n}} .
$$

This implies that $\left\{v_{n}\right\}$ is 2-equi-integrable. Apply Vitali's convergence theorem to deduce that $v_{n} \rightarrow v$ in $L^{2}(J)$.

### 4.4. Lower bound for $G_{\varepsilon}$

In this section we prove the following theorem.
Theorem 4.5 (lower bound for $\left.G_{\varepsilon}\right)$. Let $J \subset \mathbb{R}$ be an open and bounded interval and let $V: \mathbb{R} \rightarrow[0, \infty)$ satisfy $\left(H_{1}^{V}\right)-\left(H_{3}^{V}\right)$. Assume that $\varepsilon \lambda_{\varepsilon}^{\frac{2}{3}} \rightarrow L \in(0, \infty)$. Let $v \in B V(J ;\{\alpha, \beta\})$ and let $\left\{v_{\varepsilon}\right\} \subset H^{\frac{3}{2}}(J)$ be such that

$$
\begin{equation*}
\sup _{\varepsilon>0} G_{\varepsilon}\left(v_{\varepsilon} ; J\right)=: C<\infty \tag{4.26}
\end{equation*}
$$

and $v_{\varepsilon} \rightarrow v$ in $L^{2}(J)$ as $\varepsilon \rightarrow 0^{+}$. Then

$$
\liminf _{\varepsilon \rightarrow 0^{+}} G_{\varepsilon}\left(v_{\varepsilon} ; J\right) \geqslant \underline{c} L \mathcal{H}^{0}(S(v))
$$

where $\underline{c} \in(0, \infty)$ is the constant defined in (1.4).
We begin with some preliminary results.
Lemma 4.6. Let $V: \mathbb{R} \rightarrow[0, \infty)$ satisfy $\left(H_{1}^{V}\right)-\left(H_{3}^{V}\right)$, and let $v \in H^{\frac{3}{2}}(c, d)$ be such that $T v(c)=w$ and $T v^{\prime}(c)=z$, for some $c, d, z, w \in \mathbb{R}$, with $c<d$ and $|z|+|w-\alpha| \leqslant 1$. Let

$$
f(x):= \begin{cases}v(x) & \text { if } c \leqslant x \leqslant d, \\ p(x) & \text { if } c-1 \leqslant x \leqslant c,\end{cases}
$$

where $p$ is the polynomial given by

$$
p(x):=\alpha+(3 w-3 \alpha-z)(x-c+1)^{2}+(z+2 \alpha-2 w)(x-c+1)^{3} .
$$

Then $f \in H^{\frac{3}{2}}(c-1, d)$,

$$
\begin{align*}
\int_{c-1}^{d} \int_{c-1}^{d} \frac{\left|f^{\prime}(x)-f^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y & -\int_{c}^{d} \int_{c}^{d} \frac{\left|v^{\prime}(x)-v^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y \\
& =\int_{c-1}^{c} \int_{c-1}^{c} \frac{\left|p^{\prime}(x)-p^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y+2 \int_{c-1}^{c} \int_{c}^{d} \frac{\left|v^{\prime}(x)-p^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y \\
& \leqslant C(|z|+|\alpha-w|)^{2}+2 S v(c) \tag{4.27}
\end{align*}
$$

and

$$
\begin{equation*}
\int_{c-1}^{d} V(f(x)) \mathrm{d} x-\int_{c}^{d} V(v(x)) \mathrm{d} x=\int_{c-1}^{c} V(p(x)) \mathrm{d} x \leqslant C(|z|+|\alpha-w|)^{2} \tag{4.28}
\end{equation*}
$$

for some constant $C=C(V, \alpha)>0$, and where

$$
\begin{equation*}
S v(c):=\int_{c}^{d} \frac{\left|v^{\prime}(x)-v^{\prime}(c)\right|^{2}}{|x-c|^{2}} \mathrm{~d} x \tag{4.29}
\end{equation*}
$$

Moreover,

$$
\begin{align*}
& \int_{c-1}^{c} \frac{\left|p^{\prime}(x)\right|^{2}}{|x-c+1|^{2}} \mathrm{~d} x \leqslant C(|z|+|\alpha-w|)^{2}  \tag{4.30}\\
& \int_{c-1}^{c} \frac{\left|p^{\prime}(x)\right|^{2}}{|x-d-1|^{2}} \mathrm{~d} x \leqslant C(|z|+|\alpha-w|)^{2} \tag{4.31}
\end{align*}
$$

Proof. Since $V \in C^{2}(\mathbb{R})$, and $V(\alpha)=V^{\prime}(\alpha)=0$, by Taylor's formula, for any $t \in \mathbb{R}$, there exists $t_{0}$ between $\alpha$ and $t$ such that $V(t)=\frac{V^{\prime \prime}\left(t_{0}\right)}{2}(t-\alpha)^{2}$.

On the other hand, we have that

$$
|p(x)-\alpha| \leqslant|3 w-3 \alpha-z|(x-c+1)^{2}+|z+2 \alpha-2 w||x-c+1|^{3} \leqslant 5(|z|+|\alpha-w|)
$$

for all $x \in[c-1, c]$, and so

$$
\int_{c-1}^{c} V(p(x)) \mathrm{d} x \leqslant \frac{1}{2}\left(\max _{\xi \in[\alpha-5, \alpha+5]}\left|V^{\prime \prime}(\xi)\right|\right) \int_{c-1}^{c}(p(x)-\alpha)^{2} \mathrm{~d} x \leqslant C(|z|+|\alpha-w|)^{2}
$$

To estimate the first integral in (4.27), write $p^{\prime}(x)$ in the following form

$$
p^{\prime}(x)=z+2(2 z+3 \alpha-3 w)(x-c)+3(z+2 \alpha-2 w)(x-c)^{2}
$$

for all $x \in[c-1, c]$. Then, for $x \in[c-1, c]$,

$$
\begin{equation*}
\left|p^{\prime}(x)-z\right| \leqslant 12(|z|+|\alpha-w|)|x-c|, \tag{4.32}
\end{equation*}
$$

while for $x, y \in[c-1, c]$,

$$
\begin{equation*}
\left|p^{\prime}(x)-p^{\prime}(y)\right| \leqslant 18(|z|+|\alpha-w|)|x-y| \tag{4.33}
\end{equation*}
$$

and so

$$
\int_{c-1}^{c} \int_{c-1}^{c} \frac{\left|p^{\prime}(x)-p^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y \leqslant C(|z|+|\alpha-w|)^{2}
$$

To estimate the second integral in (4.27), we have that

$$
\int_{c-1}^{c}\left[\int_{c}^{d} \frac{\left|v^{\prime}(x)-p^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x\right] \mathrm{d} y \leqslant 2 \int_{c-1}^{c}\left[\int_{c}^{d} \frac{\left|v^{\prime}(x)-v^{\prime}(c)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x\right] \mathrm{d} y+2 \int_{c-1}^{c}\left[\int_{c}^{d} \frac{\left|p^{\prime}(y)-z\right|^{2}}{|x-y|^{2}} \mathrm{~d} x\right] \mathrm{d} y
$$

where we have used the fact that $v^{\prime}(c)=z$.
By Fubini's theorem,

$$
\int_{c-1}^{c}\left[\int_{c}^{d} \frac{\left|v^{\prime}(x)-v^{\prime}(c)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x\right] \mathrm{d} y \leqslant \int_{c}^{d} \frac{\left|v^{\prime}(x)-v^{\prime}(c)\right|^{2}}{|x-c|^{2}} \mathrm{~d} x=S v(c)
$$

while

$$
\int_{c-1}^{c}\left[\int_{c}^{d} \frac{\left|p^{\prime}(y)-z\right|^{2}}{|x-y|^{2}} \mathrm{~d} x\right] \mathrm{d} y=(d-c) \int_{c-1}^{c} \frac{\left|p^{\prime}(y)-z\right|^{2}}{(c-y)(d-y)} \mathrm{d} y \leqslant \frac{C}{2}(|z|+|\alpha-w|)^{2}
$$

This concludes the first part of the proof. To estimate (4.30), we write $p^{\prime}(x)=2(3 w-3 \alpha-z)(x-c+1)+$ $3(z+2 \alpha-2 w)(x-c+1)^{2}$, so for $x \in(c-1, c)$ we have

$$
\left|p^{\prime}(x)\right|^{2} \leqslant C(|z|+|\alpha-w|)^{2}(x-c+1)^{2}
$$

Hence

$$
\int_{c-1}^{c} \frac{\left|p^{\prime}(x)\right|^{2}}{|x-c+1|^{2}} \mathrm{~d} x \leqslant C(|z|+|\alpha-w|)^{2}
$$

while

$$
\int_{c-1}^{c} \frac{\left|p^{\prime}(x)\right|^{2}}{|x-d-1|^{2}} \mathrm{~d} x \leqslant C(|z|+|\alpha-w|)^{2} \int_{c-1}^{c}\left|\frac{x-(c-1)}{x-(d+1)}\right|^{2} \mathrm{~d} x \leqslant C(|z|+|\alpha-w|)^{2}
$$

The estimate for (4.31) is analogous. This completes the proof.
Corollary 4.7. Let $V: \mathbb{R} \rightarrow[0, \infty)$ satisfy $\left(H_{1}^{V}\right)-\left(H_{3}^{V}\right)$ and let $v \in H^{\frac{3}{2}}(c, d)$ be such that $T v(c)=w_{1}$ and $T v^{\prime}(c)=z_{1}, T v(d)=w_{2}$ and $T v^{\prime}(d)=z_{2}$, for some $c, d, z_{1}, z_{2}, w_{1}, w_{2} \in \mathbb{R}$, with $c<d$ and $\left|z_{1}\right|+\left|w_{1}-\alpha\right| \leqslant 1$ and $\left|z_{2}\right|+\left|w_{2}-\beta\right| \leqslant 1$. Let

$$
f(x):= \begin{cases}p_{2}(x) & \text { if } d \leqslant x \leqslant d+1  \tag{4.34}\\ v(x) & \text { if } c \leqslant x \leqslant d \\ p_{1}(x) & \text { if } c-1 \leqslant x \leqslant c\end{cases}
$$

where $p_{1}$ and $p_{2}$ are the polynomials given by

$$
\begin{align*}
& p_{1}(x):=\alpha+\left(3 w_{1}-3 \alpha-z_{1}\right)(x-c+1)^{2}+\left(z_{1}+2 \alpha-2 w_{1}\right)(x-c+1)^{3} \\
& p_{2}(x):=\beta+\left(3 w_{2}-3 \beta+z_{2}\right)(d+1-x)^{2}+\left(2 \alpha-2 w_{2}-z_{2}\right)(d+1-x)^{3} . \tag{4.35}
\end{align*}
$$

Then $f \in H^{\frac{3}{2}}(c-1, d+1)$,

$$
\begin{align*}
\int_{c}^{d} \int_{c}^{d} \frac{\left|v^{\prime}(x)-v^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y \geqslant & \int_{c-1}^{d+1} \int_{c-1}^{d+1} \frac{\left|f^{\prime}(x)-f^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y \\
& -C\left(\left|z_{1}\right|+\left|z_{2}\right|+\left|\alpha-w_{1}\right|+\left|\beta-w_{2}\right|\right)^{2}-C Q v(c, d)-2 S v(c)-2 S v(d) \tag{4.36}
\end{align*}
$$

and

$$
\begin{equation*}
\int_{c}^{d} V(v(x)) \mathrm{d} x \geqslant \int_{c-1}^{d+1} V(f(x)) \mathrm{d} x-C\left(\left|z_{1}\right|+\left|z_{2}\right|+\left|\alpha-w_{1}\right|+\left|\beta-w_{2}\right|\right)^{2} \tag{4.37}
\end{equation*}
$$



Figure 1. Scheme for the estimates.
where $C=C(V, \alpha, \beta)>0$,

$$
\begin{equation*}
Q v(c, d):=\frac{\left|v^{\prime}(c)-v^{\prime}(d)\right|^{2}}{|c-d|^{2}} \tag{4.38}
\end{equation*}
$$

and $S v(\cdot)$ is defined in (4.29).
Proof. The estimate (4.37) follows by applying twice (4.28) in Lemma 4.6.
To obtain (4.36), by Figure 1, it suffices to estimate the double integrals over the sets $S_{1}, S_{2}$, and $S_{0}$.
The estimates on $S_{1}$ and $S_{2}$ are a direct consequence of Lemma 4.6. To estimate the integral over $S_{0}$, we observe that

$$
\begin{aligned}
& p_{1}^{\prime}(x)=z_{1}+2\left(2 z_{1}+3 \alpha-3 w_{1}\right)(x-c)+3\left(z_{1}+2 \alpha-2 w_{1}\right)(x-c)^{2} \\
& p_{2}^{\prime}(x)=z_{2}+2\left(-2 z_{2}+3 \beta-3 w_{2}\right)(x-d)+3\left(z_{2}-2 \beta+2 w_{2}\right)(x-d)^{2}
\end{aligned}
$$

so for $x \in(c-1, c)$ and $y \in(d, d+1)$, we deduce that

$$
\left|p_{1}^{\prime}(x)-p_{2}^{\prime}(y)\right| \leqslant\left|z_{1}-z_{2}\right|+C\left(\left|z_{1}\right|+\left|z_{2}\right|+\left|\alpha-w_{1}\right|+\left|\beta-w_{2}\right|\right)|x-y|
$$

This implies that

$$
\int_{d}^{d+1} \int_{c-1}^{c} \frac{\left|p_{1}^{\prime}(x)-p_{2}^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y \leqslant C \frac{\left|z_{1}-z_{2}\right|^{2}}{|d-c|^{2}}+C\left(\left|z_{1}\right|+\left|z_{2}\right|+\left|\alpha-w_{1}\right|+\left|\beta-w_{2}\right|\right)^{2}
$$

Corollary 4.8. Let $V: \mathbb{R} \rightarrow[0, \infty)$ satisfy $\left(H_{1}^{V}\right)-\left(H_{3}^{V}\right)$ and let $v \in H^{\frac{3}{2}}(c, d)$ be such that $T v(c)=w_{1}$, $T v^{\prime}(c)=z_{1}, T v(d)=w_{2}$, and $T v^{\prime}(d)=z_{2}$, for some $c, d, z_{1}, z_{2}, w_{1}, w_{2} \in \mathbb{R}$, with $c<d,\left|z_{1}\right|+\left|w_{1}-\alpha\right| \leqslant 1$, and $\left|z_{2}\right|+\left|w_{2}-\beta\right| \leqslant 1$. Let

$$
f(x):=\left\{\begin{array}{lll}
\beta & \text { if } \quad x \geqslant d+1  \tag{4.39}\\
p_{2}(x) & \text { if } \quad d \leqslant x \leqslant d+1 \\
v(x) & \text { if } \quad c \leqslant x \leqslant d \\
p_{1}(x) & \text { if } \quad c-1 \leqslant x \leqslant c \\
\alpha & \text { if } \quad x \leqslant c-1
\end{array}\right.
$$

where $p_{1}$ and $p_{2}$ are the polynomials defined in (4.35).

Then $f \in H^{\frac{3}{2}}(c-1, d+1), f^{\prime} \in H^{\frac{1}{2}}(\mathbb{R})$, and

$$
\begin{align*}
& \int_{c}^{d} \int_{c}^{d} \frac{\left|v^{\prime}(x)-v^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y \geqslant \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\left|f^{\prime}(x)-f^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y-C\left(\left|z_{1}\right|+\left|z_{2}\right|+\left|\alpha-w_{1}\right|+\left|\beta-w_{2}\right|\right)^{2} \\
& -C Q v(c, d)-2(1+d-c)(S v(c)-2 S v(d))-2 \log (1+d-c)\left(\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}\right), \tag{4.40}
\end{align*}
$$

where $C=C(V, \alpha, \beta)>0, Q v(\cdot, \cdot)$ is defined in (4.38), and $S v(\cdot)$ is defined in (4.29).
Proof. By Corollary 4.7, we know that

$$
\begin{aligned}
& \int_{-c-1}^{c+1} \int_{c-1}^{d+1} \frac{\left|f^{\prime}(x)-f^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y-\int_{c}^{d} \int_{c}^{d} \frac{\left|v^{\prime}(x)-v^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y \\
& \\
& \quad \leqslant C\left(\left|z_{1}\right|+\left|z_{2}\right|+\left|\alpha-w_{1}\right|+\left|\beta-w_{2}\right|\right)^{2}+C Q v(c, d)+2 S v(c)+2 S v(d)
\end{aligned}
$$

so to prove estimate (4.40), it suffices to estimate

$$
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\left|f^{\prime}(x)-f^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y-\int_{-c-1}^{c+1} \int_{c-1}^{d+1} \frac{\left|f^{\prime}(x)-f^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y=2\left(I_{4}^{ \pm}+I_{5}^{ \pm}+I_{6}^{ \pm}\right)
$$

where the $I_{i}$ 's are defined by

$$
\begin{array}{ll}
I_{4}^{-}:=\int_{-\infty}^{c-1} \int_{c-1}^{c} \frac{\left|p_{1}^{\prime}(x)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y, & I_{4}^{+}:=\int_{d+1}^{\infty} \int_{d}^{d+1} \frac{\left|p_{2}^{\prime}(x)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y \\
I_{5}^{-}:=\int_{d+1}^{\infty} \int_{c-1}^{c} \frac{\left|p_{1}^{\prime}(x)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y, & I_{5}^{+}:=\int_{-\infty}^{c-1} \int_{d}^{d+1} \frac{\left|p_{2}^{\prime}(x)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y \\
I_{6}^{-}:=\int_{-\infty}^{c-1} \int_{c}^{d} \frac{\left|v^{\prime}(x)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y, & I_{6}^{+}:=\int_{d+1}^{\infty} \int_{c}^{d} \frac{\left|v^{\prime}(x)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y
\end{array}
$$

To estimate $I_{4}^{-}$, we compute

$$
I_{4}^{-}=\int_{c-1}^{c} \frac{\left|p_{1}^{\prime}(x)\right|^{2}}{x-c+1} \mathrm{~d} x \leqslant C\left(\left|z_{1}\right|+\left|\alpha-w_{1}\right|\right)^{2}
$$

by (4.33) (with $p$ replaced by $p_{1}$ ), and analogously, $I_{4}^{+} \leqslant C\left(\left|z_{2}\right|+\left|\beta-w_{2}\right|\right)^{2}$.
For $I_{5}^{ \pm}$, we have that

$$
I_{5}^{-}=\int_{c-1}^{c} \frac{\left|p_{1}^{\prime}(x)\right|^{2}}{d+1-x} \mathrm{~d} x \leqslant \int_{c-1}^{c} \frac{\left|p_{1}^{\prime}(x)\right|^{2}}{x-c+1} \mathrm{~d} x=I_{4}^{-} \leqslant C\left(\left|z_{1}\right|+\left|\alpha-w_{1}\right|\right)^{2}
$$

and analogously $I_{5}^{+} \leqslant C\left(\left|z_{2}\right|+\left|\beta-w_{2}\right|\right)^{2}$.
To estimate $I_{6}^{-}$, we write

$$
\begin{aligned}
I_{6}^{-} & =\int_{c}^{d} \frac{\left|v^{\prime}(x) \pm v^{\prime}(c)\right|^{2}}{x-c+1} \mathrm{~d} x \leqslant 2 \int_{c}^{d} \frac{\left|v^{\prime}(x)-v^{\prime}(c)\right|^{2}}{x-c+1} \mathrm{~d} x+2 \int_{c}^{d} \frac{\left|v^{\prime}(c)\right|^{2}}{x-c+1} \mathrm{~d} x \\
& \leqslant 2 \int_{c}^{d} \frac{\left|v^{\prime}(x)-v^{\prime}(c)\right|^{2}}{(x-c)^{2}} \frac{(x-c)^{2}}{x-c+1} \mathrm{~d} x+2\left|z_{1}\right|^{2} \log (1+d-c) \\
& \leqslant 2(d-c) S v(c)+2\left|z_{1}\right|^{2} \log (1+d-c) .
\end{aligned}
$$

Analogously, $I_{6}^{+} \leqslant 2(d-c) S v(d)+2\left|z_{2}\right|^{2} \log (1+d-c)$. This completes the proof.

Proposition 4.9. Let $J \subset \mathbb{R}$ be an open and bounded interval and let $V: \mathbb{R} \rightarrow[0, \infty)$ satisfy $\left(H_{1}^{V}\right)-\left(H_{3}^{V}\right)$. Assume that $\varepsilon \lambda_{\varepsilon}^{\frac{2}{3}} \rightarrow L \in(0, \infty)$, and consider a sequence $\left\{v_{\varepsilon}\right\} \subset H^{\frac{3}{2}}(J)$ such that $\sup _{\varepsilon>0} G_{\varepsilon}\left(v_{\varepsilon} ;\left(x^{-}, x^{+}\right)\right)<\infty$, for some $x^{ \pm} \in J$, with

$$
\begin{array}{ll}
\left|v_{\varepsilon}\left(x^{-}\right)-\alpha\right| \leqslant \eta, & \left|\varepsilon v_{\varepsilon}^{\prime}\left(x^{ \pm}\right)\right| \leqslant C \\
\left|v_{\varepsilon}\left(x^{+}\right)-\beta\right| \leqslant \eta, & \left|\varepsilon^{3} S v_{\varepsilon}\left(x^{ \pm}\right)\right| \leqslant C  \tag{4.42}\\
& \left|\varepsilon^{3} Q v_{\varepsilon}\left(x^{-}, x^{+}\right)\right| \leqslant C
\end{array}
$$

where $C>0, \eta>0$, and $S v(\cdot)$ and $Q v(\cdot, \cdot)$ are defined in (4.29) and (4.38), respectively.
Then

$$
\begin{equation*}
\liminf _{\varepsilon \rightarrow 0^{+}} G_{\varepsilon}\left(v_{\varepsilon} ;\left(x^{-}, x^{+}\right)\right) \geqslant \underline{c} L \tag{4.43}
\end{equation*}
$$

where $\underline{c} \in(0, \infty)$ is the constant defined in (1.4).
Proof. Define $w_{\varepsilon}(t):=v_{\varepsilon}\left(\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}} t\right)$ for $x \in J$. By the change of variables $x=\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}} t, y=\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}} s$, we have

$$
\begin{align*}
G_{\varepsilon}\left(v_{\varepsilon} ;\left(x^{-}, x^{+}\right)\right) & =\frac{\varepsilon}{8} \int_{x^{-}}^{x^{+}} \int_{x^{-}}^{x^{+}} \frac{\left|v_{\varepsilon}^{\prime}(x)-v_{\varepsilon}^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} x \mathrm{~d} y+\lambda_{\varepsilon} \int_{x^{-}}^{x^{+}} V\left(v_{\varepsilon}(x)\right) \mathrm{d} x \\
& =\varepsilon \lambda_{\varepsilon}^{\frac{2}{3}}\left[\frac{1}{8} \int_{\frac{x^{-}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}}^{\frac{x^{+}}{\lambda_{\varepsilon}^{-\frac{1}{3}}}} \int_{\frac{x^{-}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}}^{\frac{x^{+}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}} \frac{\left|w_{\varepsilon}^{\prime}(t)-w_{\varepsilon}^{\prime}(s)\right|^{2}}{|t-s|^{2}} \mathrm{~d} t \mathrm{~d} s+\int_{\frac{x x^{-}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}}^{x^{-\frac{1}{3}}} V\left(w_{\varepsilon}(t)\right) \mathrm{d} t\right] . \tag{4.44}
\end{align*}
$$

Let $f_{\varepsilon}$ be the function given in (4.39) with the choice of parameters

$$
\begin{array}{ll}
v:=w_{\varepsilon}, & d:=\frac{x^{+}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}, \\
c:=\frac{x^{-}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}, & w_{2}:=w_{\varepsilon}\left(\frac{x^{+}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}\right)=v_{\varepsilon}\left(x^{+}\right), \\
w_{1}:=w_{\varepsilon}\left(\frac{x^{-}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}\right)=v_{\varepsilon}\left(x^{-}\right), & z_{2}:=w_{\varepsilon}^{\prime}\left(\frac{x^{+}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}\right)=\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}} v_{\varepsilon}^{\prime}\left(x^{+}\right) .
\end{array}
$$

By Corollary 4.7, (4.44), and the fact that $\varepsilon \lambda_{\varepsilon}^{\frac{2}{3}} \rightarrow L$, we have that

$$
\begin{aligned}
& G_{\varepsilon}\left(v_{\varepsilon} ;\left(x^{-}, x^{+}\right)\right) \geqslant(L+o(1))\left[\frac{1}{8} \int_{\frac{x_{-}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}-1}^{\frac{x^{+}}{\frac{-1}{3}}+1} \int_{\frac{x^{-}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}-1}^{\frac{x^{+}}{-\frac{1}{3}}+1} \frac{\left|f_{\varepsilon}^{\prime}(t)-f_{\varepsilon}^{\prime}(s)\right|^{2}}{|t-s|^{2}} \mathrm{~d} t \mathrm{~d} s+\int_{\frac{x_{-}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}-1}^{\frac{x^{+}}{-\frac{1}{3}}+1} V\left(f_{\varepsilon}(t)\right) \mathrm{d} t\right] \\
& -C\left[\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}\left(\left|v_{\varepsilon}^{\prime}\left(x^{-}\right)\right|+\left|v_{\varepsilon}^{\prime}\left(x^{+}\right)\right|\right)+\left|\alpha-v_{\varepsilon}\left(x^{-}\right)\right|+\left|\beta-v_{\varepsilon}\left(x^{+}\right)\right|\right. \\
& \left.+Q w_{\varepsilon}\left(\frac{x^{-}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}, \frac{x^{+}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}\right)+2 S w_{\varepsilon}\left(\frac{x^{-}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}\right)+2 S w_{\varepsilon}\left(\frac{x^{+}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}\right)\right] .
\end{aligned}
$$

We claim that $f_{\varepsilon}^{\prime} \in H^{\frac{1}{2}}(\mathbb{R})$. If the claim holds, since $f_{\varepsilon}$ is admissible for the constant $\underline{c}$ defined in (1.4), and by (4.42), we have that
$G_{\varepsilon}\left(v_{\varepsilon} ;\left(x^{-}, x^{+}\right)\right) \geqslant(L+o(1)) \bar{c}-C\left(2 \lambda_{\varepsilon}^{-\frac{1}{3}}+2 \eta\right)^{2}-C Q w_{\varepsilon}\left(\frac{x^{-}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}, \frac{x^{+}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}\right)-C S w_{\varepsilon}\left(\frac{x^{-}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}\right)-C S w_{\varepsilon}\left(\frac{x^{+}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}\right)$.
Since $\lambda_{\varepsilon} \rightarrow \infty$, to conclude that the first part of the proof, it remains to estimate the last three terms on the right-hand side of (4.45). By (4.42),

$$
\begin{equation*}
Q w_{\varepsilon}\left(\frac{x^{-}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}, \frac{x^{+}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}\right)=\left|\frac{w_{\varepsilon}^{\prime}\left(\frac{x^{+}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}\right)-w_{\varepsilon}^{\prime}\left(\frac{x^{-}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}\right)}{\frac{x^{+}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}-\frac{x^{-}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}}\right|^{2} \leqslant C \varepsilon \lambda_{\varepsilon}^{-\frac{4}{3}}, \tag{4.46}
\end{equation*}
$$

while

$$
\begin{equation*}
S w_{\varepsilon}\left(\frac{x^{-}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}\right)=\int_{\frac{x_{\varepsilon}^{-}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}}^{\frac{x^{+}}{\varepsilon-\frac{1}{3}}} \frac{\left|w_{\varepsilon}^{\prime}(t)-w_{\varepsilon}^{\prime}\left(\frac{x^{-}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}\right)\right|^{2}}{\left|t-\frac{x^{-}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}},\right|^{2}} \mathrm{~d} t \leqslant C \lambda_{\varepsilon}^{-1}, \tag{4.47}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
S w_{\varepsilon}\left(\frac{x^{+}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}\right) \leqslant C \lambda_{\varepsilon}^{-1} . \tag{4.48}
\end{equation*}
$$

Thus, by (4.45)-(4.48),

$$
G_{\varepsilon}\left(v_{\varepsilon} ;\left(x^{-}, x^{+}\right)\right) \geqslant(L-o(1)) \underline{c}-C\left(2 \lambda_{\varepsilon}^{-\frac{1}{3}}+2 \eta\right)^{2}-C \varepsilon \lambda_{\varepsilon}^{-\frac{4}{3}}-C \lambda_{\varepsilon}^{-1}
$$

Letting first $\varepsilon \rightarrow 0^{+}$and then $\eta \rightarrow 0^{+}$we obtain (4.43). To complete the proof, we show that

$$
\sup _{\varepsilon}\left|f_{\varepsilon}^{\prime}\right|_{H^{\frac{1}{2}}(\mathbb{R})} \leqslant C .
$$

Starting again from (4.44), but using Corollary 4.8 in place of Corollary 4.7, we obtain

$$
\begin{align*}
C \geqslant & G_{\varepsilon}\left(v_{\varepsilon} ;\left(x^{-}, x^{+}\right)\right) \geqslant(L+o(1)) \frac{1}{8} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\left|f_{\varepsilon}^{\prime}(t)-f_{\varepsilon}^{\prime}(s)\right|^{2}}{|t-s|^{2}} \mathrm{~d} t \mathrm{~d} s \\
& -C\left[\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}\left(\left|v_{\varepsilon}^{\prime}\left(x^{-}\right)\right|+\left|v_{\varepsilon}^{\prime}\left(x^{+}\right)\right|\right)+\left|\alpha-v_{\varepsilon}\left(x^{-}\right)\right|+\left|\beta-v_{\varepsilon}\left(x^{+}\right)\right|\right. \\
& +Q w_{\varepsilon}\left(\frac{x^{-}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}, \frac{x^{+}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}\right)+\left(1+\frac{x^{+}-x^{-}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}\right)\left(S w_{\varepsilon}\left(\frac{x^{-}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}\right)+S w_{\varepsilon}\left(\frac{x^{+}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}\right)\right)  \tag{4.49}\\
& \left.+\varepsilon^{2} \lambda_{\varepsilon}^{-\frac{2}{3}} \log \left(1+\frac{x^{+}-x^{-}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}\right)\left(\left|v_{\varepsilon}^{\prime}\left(x^{-}\right)\right|^{2}+\left|v_{\varepsilon}^{\prime}\left(x^{+}\right)\right|^{2}\right)\right] .
\end{align*}
$$

By (4.42), and (4.45)-(4.48), we have

$$
\begin{align*}
& C \geqslant G_{\varepsilon}\left(v_{\varepsilon} ;\left(x^{-}, x^{+}\right)\right) \geqslant(L+o(1))\left|f_{\varepsilon}^{\prime}\right|_{H^{\frac{1}{2}}(\mathbb{R})}^{2}-C\left(2 \lambda_{\varepsilon}^{-\frac{1}{3}}+2 \eta\right)^{2}-C \varepsilon \lambda_{\varepsilon}^{-\frac{4}{3}} \\
&-\frac{C}{\lambda_{\varepsilon}}\left(1+\frac{x^{+}-x^{-}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}\right)-C \lambda_{\varepsilon}^{-\frac{2}{3}} \log \left(1+\frac{x^{+}-x^{-}}{\varepsilon \lambda_{\varepsilon}^{-\frac{1}{3}}}\right) \tag{4.50}
\end{align*}
$$

Since $\varepsilon \lambda_{\varepsilon}^{\frac{2}{3}} \rightarrow L$, it follows that for all $\varepsilon>0$ sufficiently small, we have

$$
(L-o(1))\left|f_{\varepsilon}^{\prime}\right|_{H^{\frac{1}{2}}(\mathbb{R})}^{2} \leqslant C(1+L)+C \eta
$$

where $C$ depends also on $x^{+}-x^{-}$. This proves that $f_{\varepsilon}^{\prime} \in H^{\frac{1}{2}}(\mathbb{R})$, which completes the proof.
Proof of Theorem 4.5. Passing to a subsequence (not relabeled), we can assume that

$$
\liminf _{\varepsilon \rightarrow 0^{+}} G_{\varepsilon}\left(v_{\varepsilon} ; J\right)=\lim _{\varepsilon \rightarrow 0^{+}} G_{\varepsilon}\left(v_{\varepsilon} ; J\right)
$$

This will allow us to take further subsequences (not relabeled). By Proposition 2.5, (4.26) and the growth condition $\left(H_{2}^{V}\right)$, we know that $\left\|v_{\varepsilon}\right\|_{H^{1}(J)} \leqslant C \varepsilon^{-1}$.

Since $v \in B V(J ;\{\alpha, \beta\})$, its jump set $S(v)$ is finite, and we write

$$
S(v)=\left\{s_{1}, \ldots, s_{\ell}\right\}
$$

where $s_{1}<\cdots<s_{\ell}$. Let $0<d<\frac{1}{2} \min \left\{s_{i}-s_{i-1}: i=2, \ldots, \ell\right\}$, and assume that $v=\alpha$ in $\left(s_{2 j}, s_{2 j+1}\right)$ for $j=0, \ldots$, where $s_{0}, s_{\ell+1}$ are the endpoints of $J$. Then

$$
\lim _{k \rightarrow \infty} \liminf _{\varepsilon \rightarrow 0^{+}} \int_{s_{1}-d}^{s_{1}}\left[k\left|v_{\varepsilon}(x)-\alpha\right|+\frac{1}{k} \varepsilon\left|v_{\varepsilon}^{\prime}(x)\right|+\frac{\varepsilon^{3}}{k} \int_{J} \frac{\left|v_{\varepsilon}^{\prime}(x)-v_{\varepsilon}^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} y\right] \mathrm{d} x=0 .
$$

Hence, we may find $k_{0} \in \mathbb{N}$ such that for all $k \geqslant k_{0}$,

$$
\liminf _{\varepsilon \rightarrow 0^{+}} \int_{s_{1}-d}^{s_{1}}\left[k\left|v_{\varepsilon}(x)-\alpha\right|+\frac{1}{k} \varepsilon\left|v_{\varepsilon}^{\prime}(x)\right|+\frac{\varepsilon^{3}}{k} \int_{J} \frac{\left|v_{\varepsilon}^{\prime}(x)-v_{\varepsilon}^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} y\right] \mathrm{d} x \leqslant d
$$

By Fatou's lemma, we have that for $k \geqslant k_{0}$,

$$
\frac{1}{d} \int_{s_{1}-d}^{s_{1}} \liminf _{\varepsilon \rightarrow 0^{+}}\left[k\left|v_{\varepsilon}(x)-\alpha\right|+\frac{1}{k} \varepsilon\left|v_{\varepsilon}^{\prime}(x)\right|+\frac{\varepsilon^{3}}{k} \int_{J} \frac{\left|v_{\varepsilon}^{\prime}(x)-v_{\varepsilon}^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} y\right] \mathrm{d} x \leqslant 1
$$

Fix $k_{1}>\max \left\{k_{0}, \frac{1}{\eta}\right\}$. By the mean value theorem, there exists $x_{1}^{-} \in\left(s_{1}-d, s_{1}\right)$ such that

$$
\liminf _{\varepsilon \rightarrow 0^{+}}\left[\left|v_{\varepsilon}\left(x_{1}^{-}\right)-\alpha\right|+\frac{1}{k_{1}^{2}} \varepsilon\left|v_{\varepsilon}^{\prime}\left(x_{1}^{-}\right)\right|+\frac{\varepsilon^{3}}{k_{1}^{2}} \int_{J} \frac{\left|v_{\varepsilon}^{\prime}\left(x_{1}^{-}\right)-v_{\varepsilon}^{\prime}(y)\right|^{2}}{\left|x_{1}^{-}-y\right|^{2}} \mathrm{~d} y\right]<\eta
$$

So, up to a subsequence (not relabeled),

$$
\begin{equation*}
\left|v_{\varepsilon}\left(x_{1}^{-}\right)-\alpha\right|<\eta, \quad \varepsilon\left|v_{\varepsilon}^{\prime}\left(x_{1}^{-}\right)\right|<\eta k_{1}^{2}, \quad \text { and } \quad \varepsilon^{3} \int_{J} \frac{\left|v_{\varepsilon}^{\prime}\left(x_{1}^{-}\right)-v_{\varepsilon}^{\prime}(y)\right|^{2}}{\left|x_{1}^{-}-y\right|^{2}} \mathrm{~d} y<\eta k_{1}^{2} \tag{4.51}
\end{equation*}
$$

Analogously, considering

$$
\lim _{k \rightarrow \infty} \liminf _{\varepsilon \rightarrow 0^{+}} \int_{s_{1}}^{s_{1}+d}\left[k\left|v_{\varepsilon}(x)-\alpha\right|+\frac{1}{k} \varepsilon\left|v_{\varepsilon}^{\prime}(x)\right|+\frac{\varepsilon^{3}}{k} \int_{J} \frac{\left|v_{\varepsilon}^{\prime}(x)-v_{\varepsilon}^{\prime}(y)\right|^{2}}{|x-y|^{2}} \mathrm{~d} y+\frac{\varepsilon^{3}}{k} \frac{\left|v_{\varepsilon}^{\prime}(x)-v_{\varepsilon}^{\prime}\left(x_{1}^{-}\right)\right|^{2}}{\left|x-x_{1}^{-}\right|^{2}}\right] \mathrm{d} x=0
$$

we may find $x_{1}^{+} \in\left(s_{1}, s_{1}+d\right)$ such that (up to a further subsequence)

$$
\begin{equation*}
\left|v_{\varepsilon}\left(x_{1}^{+}\right)-\beta\right|<\eta, \quad \varepsilon\left|v_{\varepsilon}^{\prime}\left(x_{1}^{+}\right)\right|<\eta k_{2}^{2}, \quad \text { and } \quad \varepsilon^{3} \int_{J} \frac{\left|v_{\varepsilon}^{\prime}\left(x_{1}^{+}\right)-v_{\varepsilon}^{\prime}(y)\right|^{2}}{\left|x_{1}^{+}-y\right|^{2}} \mathrm{~d} y<\eta k_{2}^{2}, \tag{4.52}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon^{3} \frac{\left|v_{\varepsilon}^{\prime}\left(x_{1}^{+}\right)-v_{\varepsilon}^{\prime}\left(x_{1}^{-}\right)\right|^{2}}{\left|x_{1}^{+}-x_{1}^{-}\right|^{2}}<\eta k_{2}^{2} \tag{4.53}
\end{equation*}
$$

We now repeat the process to find points $x_{i}^{ \pm}$in $\left(s_{i}-d, s_{i}+d\right)$ with the properties (4.51)-(4.53).
By Proposition 4.9, we deduce that

$$
\liminf _{\varepsilon \rightarrow 0^{+}} G_{\varepsilon}\left(v_{\varepsilon} ; J\right) \geqslant \sum_{i=1}^{\ell} \liminf _{\varepsilon \rightarrow 0^{+}} G_{\varepsilon}\left(v_{\varepsilon} ;\left(x_{i}^{-}, x_{i}^{+}\right)\right) \geqslant \ell L \underline{c}=\underline{c} L \mathcal{H}^{0}(S(v))
$$

## 5. The $N$-dimensional case

In this section we prove Theorems 1.1 and 1.2

### 5.1. Compactness

In this subsection we prove Theorem 1.1. We follow the argument of [14], which we reproduce for the convenience of the reader.

Theorem 5.1 (compactness in the interior). Let $\Omega, W$, and $V$ satisfy the hypotheses of Theorem 1.1, and let $\varepsilon \lambda_{\varepsilon}^{\frac{2}{3}} \rightarrow L \in(0, \infty)$. Consider a sequence $\left\{u_{\varepsilon}\right\} \subset H^{2}(\Omega)$ such that

$$
C_{1}:=\sup _{\varepsilon} \mathcal{F}_{\varepsilon}\left(u_{\varepsilon}\right)<\infty
$$

where $\mathcal{F}_{\varepsilon}$ is the functional defined in (1.1). Then there exist a subsequence of $\left\{u_{\varepsilon}\right\}$ (not relabeled) and a function $u \in B V(\Omega ;\{a, b\})$ such that $u_{\varepsilon} \rightarrow u$ in $L^{2}(\Omega)$.
Proof. For simplicity of notation, we suppose $N=2$. The higher dimensional case is treated analogously.
Step 1. Assume that $\Omega=I \times J$, where $I, J \subset \mathbb{R}$ are open bounded intervals.
For $x \in \Omega$, we write $x=(y, z)$, with $y \in I, z \in J$. For every function $u$ defined on $\Omega$ and every $y \in I$ we denote by $u^{y}$ the function on $J$ defined by $u^{y}(z):=u(y, z)$, and for every $z \in J$ we denote by $u^{z}$ the function on $I$ defined by $u^{z}(y):=u(y, z)$. The functions $u^{y}$ and $u^{z}$ are called one-dimensional slices of $u$.

We recall that by slicing, if $u \in H^{2}(\Omega)$, then $u^{y} \in H^{2}(J)$ for $\mathcal{L}^{1}$-a.e. $y \in I, u^{z} \in H^{2}(I)$ for $\mathcal{L}^{1}$-a.e. $z \in J$, and

$$
\frac{\partial^{2} u}{\partial z^{2}}(y, z)=\frac{\mathrm{d}^{2} u^{y}}{\mathrm{~d} z^{2}}(z), \quad \frac{\partial^{2} u}{\partial y^{2}}(y, z)=\frac{\mathrm{d}^{2} u^{z}}{\mathrm{~d} y^{2}}(y), \quad \text { for } \mathcal{L}^{1} \text {-a.e. } y \in I \text { and for } \mathcal{L}^{1} \text {-a.e. } z \in J .
$$

Since $\left|\nabla^{2} u\right|^{2} \geqslant \max \left\{\left|\frac{\partial^{2} u}{\partial z^{2}}\right|,\left|\frac{\partial^{2} u}{\partial y^{2}}\right|\right\}$, we immediately obtain that

$$
\begin{equation*}
C_{1} \geqslant \mathcal{F}_{\varepsilon}(u) \geqslant \int_{I} F_{\varepsilon}\left(u^{y} ; J\right) \mathrm{d} y, \quad C_{1} \geqslant \mathcal{F}_{\varepsilon}(u) \geqslant \int_{J} F_{\varepsilon}\left(u^{z} ; I\right) \mathrm{d} z \tag{5.1}
\end{equation*}
$$

where $F_{\varepsilon}$ is the functional defined in (1.6).

Consider a family $\left\{u_{\varepsilon}\right\} \subset H^{2}(\Omega)$ such that $\mathcal{F}_{\varepsilon}\left(u_{\varepsilon}\right) \leqslant C_{1}<\infty$. Then we have that $W\left(u_{\varepsilon}\right) \rightarrow 0$ in $L^{1}(\Omega)$. From condition $\left(H_{2}^{W}\right)$, we have the existence of $C, T>0$ such that for all $|z| \geqslant T, W(z) \geqslant C|z|^{2}$. This implies that $\left\{u_{\varepsilon}\right\}$ is 2-equi-integrable and, in particular, it is equi-integrable. Therefore, fix $\delta>0$ and let $\eta>0$ be such that for any measurable set $E \subset \mathbb{R}$, with $\mathcal{L}^{2}(E) \leqslant \eta$,

$$
\begin{equation*}
\sup _{\varepsilon>0} \int_{E}\left(\left|u_{\varepsilon}(x)\right|+|b|\right) \mathrm{d} x \leqslant \delta \tag{5.2}
\end{equation*}
$$

For $\varepsilon>0$ we define $v_{\varepsilon}: \Omega \rightarrow \mathbb{R}$ by

$$
v \varepsilon(y, z):= \begin{cases}u_{\varepsilon}^{y}(z) & \text { if } y \in I, z \in J, \text { and } F_{\varepsilon}\left(u_{\varepsilon}^{y} ; J\right) \leqslant \frac{C \mathcal{L}^{1}(J)}{\eta} \\ b & \text { otherwise }\end{cases}
$$

We claim that $\left\{v_{\varepsilon}\right\}$ and $\left\{u_{\varepsilon}\right\}$ are $\delta$-close, i.e., $\left\|u_{\varepsilon}-v_{\varepsilon}\right\|_{L^{1}(\Omega)}<\delta$.
Indeed, let $Z_{\varepsilon}:=\left\{y \in I: u_{\varepsilon}^{y} \neq v_{\varepsilon}^{y}\right\}$. By (5.1), we have

$$
C_{1} \geqslant \int_{I} F_{\varepsilon}\left(u^{y} ; J\right) \mathrm{d} y
$$

and so

$$
\mathcal{L}^{1}\left(Z_{\varepsilon}\right) \leqslant \mathcal{L}^{1}\left(\left\{y \in I: F_{\varepsilon}\left(u_{\varepsilon}^{y} ; J\right)>\frac{C_{1} \mathcal{L}^{1}(J)}{\eta}\right\}\right) \leqslant \frac{\eta}{C_{1} \mathcal{L}^{1}(J)} \int_{I} F_{\varepsilon}\left(u^{y} ; J\right) \mathrm{d} y \leqslant \frac{\eta}{\mathcal{L}^{1}(J)}
$$

It follows that $\mathcal{L}^{2}\left(Z_{\varepsilon} \times J\right) \leqslant \eta$. Thus, by (5.2),

$$
\left\|u_{\varepsilon}-v_{\varepsilon}\right\|_{L^{1}(\Omega)} \leqslant \int_{Z_{\varepsilon} \times J}\left|u_{\varepsilon}(x)-b\right| \mathrm{d} x \leqslant \int_{Z_{\varepsilon} \times J}\left(\left|u_{\varepsilon}(x)\right|+|b|\right) \mathrm{d} x \leqslant \delta .
$$

Moreover, for every $y \in I$ we have $F_{\varepsilon}\left(v_{\varepsilon}^{y} ; J\right) \leqslant \frac{C_{1} \mathcal{L}^{1}(J)}{\eta}$, where we have used the face that $F_{\varepsilon}(b ; J)=0$, and therefore Theorem 4.1, yields $L^{2}(J)$ precompactness of $\left\{v_{\varepsilon}^{y}\right\}$. Similarly, we can construct a sequence $\left\{w_{\varepsilon}\right\}$ $\delta$-close to $\left\{u_{\varepsilon}\right\}$ so that $\left\{w_{\varepsilon}^{z}\right\}$ is precompact in $L^{2}(I)$ for every $z \in J$.

Using Proposition 2.2 we conclude that the sequence $\left\{u_{\varepsilon}\right\}$ is precompact in $L^{2}(\Omega)$.
Step 2. General case.
This case can be proved by decomposing $\Omega$ into a countable union of closed rectangles with disjoint interiors. The fact that the limit $u$ belongs to $B V(\Omega ;\{a, b\})$ is a direct consequence of Theorem 2.10.

Theorem 5.2 (compactness at the boundary). Let $\Omega, W$, and $V$ satisfy the hypotheses of Theorem 1.1, and let $\varepsilon \lambda_{\varepsilon}^{\frac{2}{3}} \rightarrow L \in(0, \infty)$. Consider a sequence $\left\{u_{\varepsilon}\right\} \subset H^{2}(\Omega)$ such that

$$
C:=\sup _{\varepsilon} \mathcal{F}_{\varepsilon}\left(u_{\varepsilon}\right)<\infty
$$

where $\mathcal{F}_{\varepsilon}$ is the functional defined in (1.1). Then there exist a subsequence of $\left\{u_{\varepsilon}\right\}$ (not relabeled) and a function $v \in B V(\partial \Omega ;\{\alpha, \beta\})$ such that $T u_{\varepsilon} \rightarrow v$ in $L^{2}(\partial \Omega)$.

To prove this theorem we introduce the localization of the functionals $\mathcal{F}_{\varepsilon}$ : for every open set $A \subset \Omega$ with boundary of class $C^{2}$, for every Borel set $E \subset \partial A$, and for every $u \in H^{2}(A)$, we set

$$
\mathcal{F}_{\varepsilon}(u ; A, E):=\int_{A}\left(\varepsilon^{2}\left|\nabla^{2} u\right|^{2}+\frac{1}{\varepsilon} W(u)\right) \mathrm{d} x+\lambda_{\varepsilon} \int_{E} V(T u) \mathrm{d} \mathcal{H}^{N-1}
$$

Note that for $u \in H^{2}(\Omega), \mathcal{F}_{\varepsilon}(u)=\mathcal{F}_{\varepsilon}(u ; \Omega, \partial \Omega)$. We begin by proving compactness on the boundary in the special case in which $A=\Omega \cap B$, where $B$ is a ball centered on $\partial \Omega$ and $E=B \cap \partial \Omega$ is a flat disk. Later on we will show that this flatness assumption can be dropped when $B$ is sufficiently small.

Proposition 5.3. For every $r>0$, let $D_{r}$ be the open half-ball

$$
D_{r}:=\left\{x=\left(x^{\prime}, x_{N}\right) \in \mathbb{R}^{N}:|x|<r, x_{N}>0\right\}
$$

and let

$$
E_{r}:=\left\{x=\left(x^{\prime}, 0\right) \in \mathbb{R}^{N}:|x|<r\right\} .
$$

Let $W$ and $V$ satisfy the hypotheses of Theorem 1.1, and let $\varepsilon \lambda_{\varepsilon}^{\frac{2}{3}} \rightarrow L \in(0, \infty)$. Consider a sequence $\left\{u_{\varepsilon}\right\} \subset$ $H^{2}\left(D_{r}\right)$ such that

$$
C_{1}:=\sup _{\varepsilon>0} \mathcal{F}_{\varepsilon}\left(u_{\varepsilon} ; D_{r}, E_{r}\right)<\infty .
$$

Then there exist a subsequence of $\left\{u_{\varepsilon}\right\}$ (nor relabeled) and a function $v \in B V\left(E_{r} ;\{\alpha, \beta\}\right)$ such that $T v_{\varepsilon} \rightarrow v$ in $L^{2}\left(E_{r}\right)$.

Proof. To simplify the notation, we write $D$ and $E$ in place of $D_{r}$ and $E_{r}$.
The idea of the proof is to reduce to the statement of Theorem 4.4 via a suitable slicing argument.
Fix $i=1, \ldots, N-1$ and let $E_{e_{i}}:=\left\{y \in \mathbb{R}^{N-2}:\left(y, x_{i}, 0\right) \in E\right.$ for some $\left.x_{i} \in \mathbb{R}\right\}$. For every $y \in E_{e_{i}}$, define the sets

$$
\begin{aligned}
D^{y} & :=\left\{\left(x_{i}, x_{N}\right) \in \mathbb{R}^{2}:\left(y, x_{i}, x_{N}\right) \in D\right\} \\
E^{y} & :=\left\{x_{i} \in \mathbb{R}:\left(y, x_{i}, 0\right) \in E\right\}
\end{aligned}
$$

For every $y \in E_{e_{i}}$ and every function $u: D \rightarrow \mathbb{R}$, let $u^{y}: D^{y} \rightarrow \mathbb{R}$ be the function defined by

$$
u^{y}\left(x_{i}, x_{N}\right):=u\left(y, x_{i}, x_{N}\right), \quad\left(x_{i}, x_{N}\right) \in D^{y},
$$

and for every function $v: E \rightarrow \mathbb{R}$, let $v^{y}: E^{y} \rightarrow \mathbb{R}$ be defined by

$$
v^{y}\left(x_{i}\right):=v\left(y, x_{i}\right), \quad x_{i} \in E^{y}
$$

If $u \in H^{2}(D)$, then by the slicing theorem in [27] for $\mathcal{L}^{N-2}$-a.e. $y \in E_{e_{i}}$, the function $u^{y}$ belongs to $H^{2}\left(D^{y}\right)$, for $\mathcal{L}^{2}$-a.e. $\left(x_{i}, x_{N}\right) \in D$,

$$
\frac{\partial u}{\partial x_{k}}\left(y, x_{i}, x_{N}\right)=\frac{\partial u^{y}}{\partial x_{k}}\left(x_{i}, x_{N}\right), \quad \text { for } k=i, N
$$

and

$$
\frac{\partial^{2} u}{\partial x_{k} \partial x_{j}}\left(y, x_{i}, x_{N}\right)=\frac{\partial^{2} u^{y}}{\partial x_{k} \partial x_{j}}\left(x_{i}, x_{N}\right), \quad \text { for } k, j=i, N,
$$

and the trace of $u^{y}$ on $E^{y}$ agrees $\mathcal{L}^{1}$-a.e. in $E^{y}$ with $(T u)^{y}$. Taking into account these facts and Fubini's theorem, for every $\varepsilon>0$ we get

$$
\begin{aligned}
\mathcal{F}_{\varepsilon}(u ; D, E) & \geqslant \varepsilon^{3} \int_{D}\left|D^{2} u(x)\right|^{2} \mathrm{~d} x+\lambda_{\varepsilon} \int_{E} V\left(T u\left(x^{\prime}, 0\right)\right) \mathrm{d} x^{\prime} \\
& \geqslant \int_{E_{e_{i}}}\left[\varepsilon^{3} \int_{D^{y}}\left|D_{x_{i}, x_{N}}^{2} u^{y}\left(x_{i}, x_{N}\right)\right|^{2} \mathrm{~d} x_{i} \mathrm{~d} x_{N}+\lambda_{\varepsilon} \int_{E^{y}} V\left(T u^{y}\left(x_{i}, 0\right)\right) \mathrm{d} x_{i}\right] \mathrm{d} y .
\end{aligned}
$$

We apply the trace inequality (2.1) to each function $u^{y}$ to obtain

$$
\begin{equation*}
\mathcal{F}_{\varepsilon}(u ; D, E) \geqslant \int_{E_{e_{i}}} G_{\varepsilon}\left(T u^{y} ; E^{y}\right) \mathrm{d} y \tag{5.3}
\end{equation*}
$$

where $G_{\varepsilon}$ is the functional defined in (1.7). To prove that the sequence $\left\{T u_{\varepsilon}\right\}$ is precompact in $L^{2}(E)$, it is enough to show that it satisfies the conditions of Proposition 2.2. Since

$$
\begin{equation*}
C_{1}=\sup _{\varepsilon>0} \mathcal{F}_{\varepsilon}\left(u_{\varepsilon} ; D, E\right)<\infty \tag{5.4}
\end{equation*}
$$

we have that

$$
\sup _{\varepsilon>0} \lambda_{\varepsilon} \int_{E} V\left(T u_{\varepsilon}\left(x^{\prime}, 0\right)\right) \mathrm{d} x^{\prime} \leqslant C_{1} .
$$

From condition $\left(H_{2}^{V}\right)$, we may find $C, T>0$ such that for all $|z| \geqslant T, V(z) \geqslant C|z|^{2}$, and so

$$
\int_{E \cap\left\{\left|T u_{\varepsilon}\right| \geqslant t\right\}}\left|T u_{\varepsilon}\left(x^{\prime}, 0\right)\right|^{2} \mathrm{~d} x^{\prime} \leqslant \frac{2}{C} \int_{E} V\left(T u_{\varepsilon}\left(x^{\prime}, 0\right)\right) \mathrm{d} x^{\prime} \leqslant \frac{2 C_{1}}{C} \frac{1}{\lambda_{\varepsilon}} .
$$

This implies that $\left\{T u_{\varepsilon}\right\}$ is 2-equi-integrable. In particular, it is equi-integrable. Thus to apply Proposition 2.2, it remains to show that for every $\delta>0$ there is a sequence $\left\{v_{\varepsilon}\right\} \subset L^{1}(E)$ that is $\delta$-close to $T u_{\varepsilon}$, in the sense of Definition 2.1, and such that $\left\{v_{\varepsilon}^{y}\right\}$ is precompact in $L^{1}\left(E^{y}\right)$ for $\mathcal{L}^{N-2}$-a.e. $y \in E_{e_{i}}$.

Fix $\delta>0$, let $\eta>0$ be a constant that will be fixed later, and let

$$
v_{\varepsilon}\left(y, x_{i}\right):= \begin{cases}T u_{\varepsilon}^{y}\left(x_{i}\right) & \text { if } y \in E_{e_{i}}, x \in E^{y}, \text { and } G_{\varepsilon}\left(T u_{\varepsilon}^{y} ; E^{y}\right) \leqslant \frac{C_{1}}{\eta}  \tag{5.5}\\ \alpha & \text { otherwise. }\end{cases}
$$

Note that although $v_{\varepsilon}$ is no longer in $H^{\frac{3}{2}}(E)$, for every $y \in E_{e_{i}}$, either $v_{\varepsilon}^{y}=T u_{\varepsilon}^{y} \in H^{\frac{3}{2}}\left(E^{y}\right)$, or $v_{\varepsilon}^{y} \equiv \alpha$, and so $v_{\varepsilon}^{y}$ always belongs to $H^{\frac{3}{2}}\left(E^{y}\right)$. We claim that $\left\{v_{\varepsilon}\right\}$ is $\delta$-close to $\left\{T u_{\varepsilon}\right\}$. Indeed, by Fubini's theorem,

$$
\left\|T u_{\varepsilon}-v_{\varepsilon}\right\|_{L^{1}(E)} \leqslant \int_{Z_{e_{i}}} \int_{E^{y}}\left|T u_{\varepsilon}^{y}\left(x_{i}\right)-\alpha\right| \mathrm{d} x_{i} \mathrm{~d} y \leqslant \int_{Z_{e_{i}}} \int_{E^{y}}\left(\left|T u_{\varepsilon}^{y}\left(x_{i}\right)\right|+|\alpha|\right) \mathrm{d} x_{i} \mathrm{~d} y
$$

where $Z_{e_{i}}:=\left\{y \in E_{e_{i}}: T u_{\varepsilon}^{y} \neq v_{\varepsilon}^{y}\right\}=\left\{y \in E_{e_{i}}: G_{\varepsilon}\left(T u_{\varepsilon}^{y} ; E^{y}\right)>\frac{C_{1}}{\eta}\right\}$. Since $\left\{T u_{\varepsilon}\right\}$ is equi-integrable, to prove that the right-hand side of the previous inequality is less than $\delta$, it suffices to show that the $\mathcal{L}^{N-1}$ measure of the set $H:=\left\{\left(y, x_{i}\right): y \in Z_{e_{i}}, x_{i} \in E^{y}\right\}$ can be made arbitrarily small. Again by Fubini's theorem and the definition of $Z_{e_{i}}$,

$$
\mathcal{L}^{N-1}(H)=\int_{Z_{e_{i}}} \mathcal{L}^{1}\left(E^{y}\right) \mathrm{d} y \leqslant 2 r \mathcal{L}^{N-2}\left(Z_{e_{i}}\right) \leqslant \frac{\eta}{C_{1}} \int_{Z_{e_{i}}} G_{\varepsilon}\left(T u_{\varepsilon}^{y} ; E^{y}\right) \mathrm{d} y \leqslant \eta,
$$

where we have used (5.4) and the fact that $\mathcal{L}^{1}\left(E^{y}\right) \leqslant 2 r \leqslant 1$ for $r \leqslant \frac{1}{2}$. Thus if $\eta$ is chosen sufficiently small, we have that $\left\{v_{\varepsilon}\right\}$ is $\delta$-close to $\left\{T u_{\varepsilon}\right\}$.

To prove that $\left\{v_{\varepsilon}^{y}\right\}$ if precompact for $\mathcal{L}^{N-2}$-a.e. $y \in E_{e_{i}}$, it suffices to consider only those $y \in E_{e_{i}}$ such that $G_{\varepsilon}\left(T u_{\varepsilon}^{y} ; E^{y}\right) \leqslant \frac{C_{1}}{\eta}$ (since otherwise $v_{\varepsilon}^{y}\left(x_{i}\right) \equiv \alpha$ and there is nothing to prove). For these $y \in E_{e_{i}}$, the precompactness follows from Theorem 4.4.

Hence we are in a position to apply Proposition 2.2 to conclude that $\left\{T u_{\varepsilon}\right\}$ is precompact in $L^{1}(E)$. Thus, up to a subsequence (not relabeled), we may assume that there exists a function $v \in L^{1}(E)$ such that $T u_{\varepsilon} \rightarrow v$ in $L^{1}(E)$. Note that since $\left\{T u_{\varepsilon}\right\}$ is 2 -equi-integrable, it follows by Vitali's convergence theorem that $T u_{\varepsilon} \rightarrow v$ in $L^{2}(E)$.

It remains to show that $v \in B V(E ;\{\alpha, \beta\})$. Indeed, replacing $u$ by $u_{\varepsilon}$ in (5.3), and passing to the limit as $\varepsilon \rightarrow 0^{+}$, by Fatou's lemma we deduce that

$$
\infty>\liminf _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}\left(u_{\varepsilon} ; D, E\right) \geqslant \int_{E_{e_{i}}} \liminf _{\varepsilon \rightarrow 0^{+}} G_{\varepsilon}\left(T u_{\varepsilon}^{y} ; E^{y}\right) \mathrm{d} y
$$

which implies that $\liminf _{\varepsilon \rightarrow 0^{+}} G_{\varepsilon}\left(T u_{\varepsilon}^{y} ; E^{y}\right)$ is finite for $\mathcal{L}^{N-2}$-a.e. $y \in E_{e_{i}}$. Since $T u_{\varepsilon} \rightarrow v$ in $L^{2}(E)$, up to a subsequence (not relabeled), we have that $T u_{\varepsilon}^{y} \rightarrow v^{y}$ in $L^{2}(E)$ for $\mathcal{L}^{N-2}$-a.e. $y \in E_{e_{i}}$. Then Proposition 2.12 yields $v^{y} \in B V\left(E^{y} ;\{\alpha, \beta\}\right)$ and

$$
\begin{equation*}
\liminf _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}\left(u_{\varepsilon} ; D, E\right) \geqslant \int_{E_{e_{i}}} \underline{c} L \mathcal{H}^{0}\left(S v^{y}\right) \mathrm{d} y \tag{5.6}
\end{equation*}
$$

The right-hand side of (5.6) is finite, so Proposition 2.12 implies that $v \in B V(E ;\{\alpha, \beta\})$, and that $S v^{y}$ agrees with $S v \cap E^{y}$ for a.e. $y \in E_{e_{i}}$.

To prove compactness in the general case, i.e., where $\Omega$ is not flat, we introduce the notion of isometry defect following [2].

Definition 5.4 (isometry defect). Given $A_{1}, A_{2} \subset \mathbb{R}^{N}$ open sets and a bi-Lipschitz homeomorphism $\psi: \overline{A_{1}} \rightarrow \overline{A_{2}}$ of class $C^{2}\left(\bar{A}_{i} ; \mathbb{R}^{N}\right)$, the isometry defect $\delta(\psi)$ of $\psi$ is the smallest constant $\delta$ such that

$$
\underset{x \in A_{1}}{\operatorname{ess} \sup }\left\{\operatorname{dist}(D \psi(x), O(N))+\operatorname{dist}\left(D^{2} \psi(x), 0\right)\right\} \leqslant \delta
$$

where $O(N):=\left\{A: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}\right.$ linear mappings, $\left.A A^{T}=\mathbb{I}_{N}\right\}$.
Proposition 5.5. Let $\Omega, W$, and $V$ satisfy the hypotheses of Theorem 1.1. Given $A_{1}, A_{2} \subset \mathbb{R}^{N}$ open sets and a bi-Lipschitz homeomorphism $\psi: \overline{A_{1}} \rightarrow \overline{A_{2}}$ of class $C^{2}\left(\bar{A}_{i} ; \mathbb{R}^{N}\right)$ such that $\psi$ has finite isometry defect and maps a set $A_{1}^{\prime} \subset \partial A_{1}$ onto $A_{2}^{\prime} \subset \partial A_{2}$. Then for every $u \in H^{2}\left(A_{2}\right)$ there holds

$$
\begin{equation*}
\mathcal{F}_{\varepsilon}\left(u ; A_{2}, A_{2}^{\prime}\right) \geqslant(1-\delta(\psi))^{N+4} \mathcal{F}_{\varepsilon}\left(u \circ \psi ; A_{1}, A_{1}^{\prime}\right)-\delta(\psi)(1-\delta(\psi))^{2} \varepsilon^{3} \int_{A_{2}}\left(\left|D^{2} u \| D u\right|+\delta(\psi)|D u|^{2}\right) \mathrm{d} x \tag{5.7}
\end{equation*}
$$

Proposition 5.6. Let $\Omega \subset \mathbb{R}^{N}$ be an open and bounded set of class $C^{2}$ and let $D_{r}:=\left\{x \in \mathbb{R}^{N}:|x|<r, x_{N}>0\right\}$. Then for every $x \in \partial \Omega$, there exists $r_{x}>0$ such that for every $0<r<r_{x}$, there exists a bi-Lipschitz homeomorphism $\psi_{r}: \overline{D_{r}} \rightarrow \overline{\Omega \cap B(x ; r)}$ such that
(i) $\psi_{r}$ maps $D_{r}$ onto $\Omega \cap B(x ; r)$ and $E_{r}:=B_{r} \cap\left\{x_{N}=0\right\}$ onto $\partial \Omega \cap B(x ; r)$;
(ii) $\psi_{r}$ is of class $C^{2}$ in $D_{r}$ and $\left\|D \psi_{r}-\mathbb{I}_{N}\right\|_{\infty}+\left\|D^{2} \psi_{r}\right\|_{\infty} \leqslant \delta_{r}$, where $\delta_{r} \xrightarrow{r \rightarrow 0^{+}} 0^{+}$.

For a proof of Propositions 5.5 and 5.6 we refer to [2]. We now turn to the proof of Theorem 5.2.
Proof of Theorem 5.2. In view of Proposition 5.6 and a simple compactness argument we can cover $\partial \Omega$ with finitely many balls $B^{i}$ centered on $\partial \Omega$ so that $\Omega \cap B^{i}$ is the image of a half-ball under a map $\psi^{i}$ with isometry defect smaller than 1. Hence it suffices to show that the sequence $\left\{T u_{\varepsilon}\right\}$ is precompact in $L^{2}\left(\partial \Omega \cap B^{i}\right)$ for every $i$.

Fix $i$ and let $\widetilde{u}_{\varepsilon}:=u_{\varepsilon} \circ \psi^{i}$. Since the isometry defect of $\psi^{i}$ is smaller than 1, Proposition 5.5 implies that $\sup _{\varepsilon} \mathcal{F}_{\varepsilon}\left(\widetilde{u}_{\varepsilon} ; D_{r}, E_{r}\right)<\infty$. Hence the precompactness of the traces $T u_{\varepsilon}$ in $L^{2}\left(\partial \Omega \cap B^{i}\right)$ is a consequence of the precompactness of the traces $T \widetilde{u}_{\varepsilon}$ in $L^{2}\left(E_{r}\right)$, which follows from Proposition 5.3. This completes the proof.

We are finally ready to prove Theorem 1.1.
Proof of Theorem 1.1. Let $\left\{u_{\varepsilon}\right\} \subset H^{2}(\Omega)$ be a sequence such that $C:=\sup _{\varepsilon} \mathcal{F}_{\varepsilon}\left(u_{\varepsilon}\right)<\infty$. Then, by Theorem 5.1, we may find a subsequence $u_{\varepsilon_{n}} \in H^{2}(\Omega)$ and a function $u \in B V(\Omega ;\{a, b\})$ such that $u_{\varepsilon_{n}} \rightarrow u$ in $L^{2}(\Omega)$.

On the other hand, by applying Theorem 5.2 to the sequences $\left\{\varepsilon_{n}\right\}$ and $\left\{u_{\varepsilon_{n}}\right\}$, which still satisfy $C=$ $\sup _{n} \mathcal{F}_{\varepsilon_{n}}\left(u_{\varepsilon_{n}}\right)<\infty$, we may find a further subsequence $\left\{u_{\varepsilon_{n_{k}}}\right\}$ of $\left\{u_{\varepsilon_{n}}\right\}$ and a function $v \in B V(\partial \Omega ;\{\alpha, \beta\})$ such that $T u_{\varepsilon_{n_{k}}} \rightarrow v$ in $L^{2}(\partial \Omega)$. Note that we still have $u_{\varepsilon_{n_{k}}} \rightarrow u$ in $L^{2}(\Omega)$. This completes the proof.

### 5.2. Lower bound in $\mathbb{R}^{N}$

Before proving the lower bound estimate in the general $N$-dimensional case, we state an auxiliary result.
Lemma 5.7. Let $\mu, \mu^{1}$, and $\mu^{2}$ be nonnegative finite Radon measures on $\mathbb{R}^{N}$, such that $\mu^{1}$ and $\mu^{2}$ are mutually singular, and $\mu(B) \geqslant \mu^{i}(B)$ for $i=1,2$, and for any open ball $B$ such that $\mu(\partial B)=0$.

Then for any Borel set $E, \mu(E) \geqslant \mu^{1}(E)+\mu^{2}(E)$.
Proof of Theorem 1.2(i). We now have all the necessary auxiliary results to prove the lower bound estimate for the critical regime.

Consider a sequence $\left\{u_{\varepsilon}\right\} \subset H^{2}(\Omega)$ and two functions $u \in B V(\Omega ;\{a, b\})$ and $v \in B V(\partial \Omega ;\{\alpha, \beta\})$ such that $u_{\varepsilon} \rightarrow u$ in $L^{2}(\Omega)$ and $T u_{\varepsilon} \rightarrow v$ in $L^{2}(\partial \Omega)$.

We claim that

$$
\begin{equation*}
\liminf _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}\left(u_{\varepsilon} ; \Omega\right) \geqslant m \operatorname{Per}_{\Omega}\left(E_{a}\right)+\sum_{z=a, b} \sum_{\xi=\alpha, \beta} \sigma(z, \xi) \mathcal{H}^{N-1}(\{T u=z\} \cap\{v=\xi\})+\underline{c} L \operatorname{Per}_{\partial \Omega}\left(F_{\alpha}\right) \tag{5.8}
\end{equation*}
$$

Without loss of generality, we may assume that

$$
\begin{equation*}
\infty>\liminf _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}\left(u_{\varepsilon} ; \Omega\right)=\lim _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}\left(u_{\varepsilon} ; \Omega\right) \tag{5.9}
\end{equation*}
$$

For every $\varepsilon>0$ we define a measure $\mu_{\varepsilon}$ for all Borel sets $E \subset \mathbb{R}^{N}$ by

$$
\mu_{\varepsilon}(E):=\varepsilon^{3} \int_{\Omega \cap E}\left|D^{2} u_{\varepsilon}\right|^{2} \mathrm{~d} x+\frac{1}{\varepsilon} \int_{\Omega \cap E} W\left(u_{\varepsilon}\right) \mathrm{d} x+\lambda_{\varepsilon} \int_{\partial \Omega \cap E} V\left(T u_{\varepsilon}\right) \mathrm{d} \mathcal{H}^{N-1}
$$

Since $\mu_{\varepsilon}=\mathcal{F}_{\varepsilon}\left(u_{\varepsilon}\right)$, it follows by (5.9) that by taking a subsequence (not relabeled), we obtain a finite measure $\mu$ such that $\mu_{\varepsilon} \stackrel{\star}{\triangle} \mu$ in the sense of measures.

For every Borel set $E \subset \mathbb{R}^{N}$ define the measures:

$$
\begin{aligned}
\mu^{1}(E) & :=m \operatorname{Per}_{\Omega \cap E}\left(E_{a}\right) ; \\
\mu^{2}(E) & :=\sum_{z=a, b} \sum_{\xi=\alpha, \beta} \sigma(z, \xi) \mathcal{H}^{N-1}(\{T u=z\} \cap\{v=\xi\} \cap E) ; \\
\mu^{3}(E) & :=\underline{c} L \operatorname{Per}_{\partial \Omega \cap E}\left(F_{\alpha}\right) .
\end{aligned}
$$

These three measures are mutually singular and so, by Lemma $5.7,(5.8)$ is a consequence of $\mu(B) \geqslant \mu^{i}(B)$ for $i=1,2,3$ for any ball $B$ with $\mu(\partial B)=0$, which we prove next.

Take $B$ an open ball such that $\mu(\partial B)=0$.
Using a slicing argument as in Theorem 5.1 (see (5.1) for $N=2$ ) and Fatou's lemma, we have

$$
\begin{aligned}
\mu(B) & =\lim _{\varepsilon \rightarrow 0^{+}} \mu_{\varepsilon}(B) \geqslant \int_{\Omega_{e} \cap B} \liminf _{\varepsilon \rightarrow 0^{+}} F_{\varepsilon}\left(u_{\varepsilon}^{y} ; B^{y}\right) \mathrm{d} \mathcal{H}^{N-1}(y) \\
& \geqslant \int_{\Omega_{e} \cap B}\left[m \mathcal{H}^{0}\left(S u_{\varepsilon}^{y} \cap B^{y}\right)+\int_{\partial B^{y}} \sigma\left(T u^{y}(s), v^{y}(s)\right) \mathrm{d} \mathcal{H}^{0}(s)\right] \mathrm{d} \mathcal{H}^{N-1}(y) \\
& \geqslant m \operatorname{Per}_{\Omega \cap B}\left(E_{a}\right)+\int_{\partial \Omega \cap B} \sigma(T u(s), v(s)) \mathrm{d} \mathcal{H}^{N-1}(s)=\mu^{1}(B)+\mu^{2}(B)
\end{aligned}
$$

where we have used Theorem 4.2 and Proposition 2.12.


Figure 2. Partition of $\Omega$ for the construction of the recovery sequence.
By Section 2.5, the jump set of $v, S v$, is $(N-2)$-rectifiable. Hence by the Lebesgue decomposition theorem, the Radon-Nikodym theorem, and the Besicovitch derivation theorem, for $\mathcal{H}^{N-2}$-a.e. $x \in S v$,

$$
\begin{equation*}
\frac{\mathrm{d} \mu}{\mathrm{~d} \mathcal{H}^{N-2} L_{S v}}(x)=\lim _{r \rightarrow 0^{+}} \frac{\mu(B(x ; r))}{\mathcal{H}^{N-2}(B(x ; r) \cap S v)} \in \mathbb{R} . \tag{5.10}
\end{equation*}
$$

Fix a point $x \in S v$ for which (5.10) holds and that has density 1 for $S v$ with respect to the $\mathcal{H}^{N-2}$ measure. Take $r>0$ such that $\mu(\partial B(x ; r))=0$. Find $\psi_{r}$ as in Proposition 5.6 and set $\overline{u_{\varepsilon}}:=u_{\varepsilon} \circ \psi_{r}$ and $\bar{v}:=v \circ \psi_{r}$. Then $\bar{v} \in B V\left(E_{r} ;\{\alpha, \beta\}\right)$ and $T u_{\varepsilon} \rightarrow \bar{v}$ in $L^{2}\left(E_{r}\right)$, where $E_{r}$ is defined in Proposition 5.6. Since $\mu(\partial B(x ; r))=0$, we have

$$
\begin{aligned}
\mu(B(x ; r)) & =\lim _{\varepsilon} \mu_{\varepsilon}(B(x ; r))=\lim _{\varepsilon} \mathcal{F}_{\varepsilon}\left(u_{\varepsilon} ; \Omega \cap B(x ; r), \partial \Omega \cap B(x ; r)\right) \\
& \geqslant\left(1-\delta\left(\psi_{r}\right)\right)^{N+4} \liminf _{\varepsilon} \int_{\left(E_{r}\right)_{e}} G_{\varepsilon}\left(T u_{\varepsilon}^{y} ; E_{r}^{y}\right) \mathrm{d} \mathcal{H}^{N-2}(y) \\
& \geqslant \underline{c} L\left(1-\delta\left(\psi_{r}\right)\right)^{N+4} \int_{\left(E_{r}\right)_{e}} \mathcal{H}^{0}\left(S v \cap E_{r}^{y}\right) \mathrm{d} \mathcal{H}^{N-2}(y)
\end{aligned}
$$

Hence,

$$
\frac{\mathrm{d} \mu}{\mathrm{~d} \mathcal{H}^{N-2}\lfloor S v}(x) \geqslant \lim _{r \rightarrow 0^{+}} \frac{\mu(B(x ; r))}{\alpha_{N-2} r^{N-2}} \geqslant \underline{c} L \lim _{r \rightarrow 0^{+}} f_{\left(E_{r}\right)_{e}} \mathcal{H}^{0}\left(S v \cap E_{r}^{y}\right) \mathrm{d} \mathcal{H}^{N-2}(y)=\underline{c} L
$$

and so

$$
\mu(B) \geqslant \int_{S v \cap B} \frac{\mathrm{~d} \mu}{\mathrm{~d} \mathcal{H}^{N-2} L_{S v}}(x) \mathrm{d} \mathcal{H}^{N-2}(x) \geqslant \underline{c} L \operatorname{Per}_{\partial \Omega \cap B}\left(F_{\alpha}\right)=\mu^{3}(B)
$$

This concludes the proof of the theorem.

### 5.3. Upper bound

In this subsection we will obtain an estimate for the upper bound.
First we prove the result on a smooth setting, i.e., assuming that both $S u$ and $S v$ are of class $C^{2}$. We define a recovery sequence separately in the different regions of Figure 2. In Proposition 5.8, we define it on $A_{2}$, then we construct the recovery sequence on $A_{1}$ in Proposition 5.9 and in Corollary 5.10 we glue the last two sequences together to make $\{\bar{u}\}_{n}$. Then in Proposition 5.11, on the setting of a flat domain where $S v$ has also been flattened, we first construct the recovery sequence on $T_{1}$ and then glue it to the previously constructed sequence $\left\{\bar{u}_{n}\right\}$ on $T_{2}$. In Proposition 5.12 we adapt the sequence of Proposition 5.11 to a general domain, but still under smooth assumptions.

Finally, using a diagonalization argument, we prove the upper bound result without regularity conditions.
In what follows, given a set $E \subset \mathbb{R}^{N}$ and $\rho>0$ we denote by $E_{\rho}$ the set $E_{\rho}:=\left\{x \in \mathbb{R}^{N}: \operatorname{dist}(x, E)<\rho\right\}$.

Proposition 5.8. Let $W: \mathbb{R} \rightarrow[0, \infty)$ satisfy $\left(H_{1}^{W}\right)-\left(H_{2}^{W}\right)$, let $\varepsilon_{n} \rightarrow 0^{+}$, let $\eta>0$, and let $u \in B V(\Omega ;\{a, b\})$ be such that $S u$ is an $N-1$ dimensional manifold of class $C^{2}$. Then there exists a sequence $\left\{z_{n}\right\} \subset H^{2}(\Omega)$ such that $z_{n} \rightarrow u$ in $L^{2}(\Omega)$,

$$
\begin{align*}
& z_{n}=u \text { in } \Omega \backslash(S u)_{C \varepsilon_{n}},  \tag{5.11}\\
& \left\|z_{n}\right\|_{\infty} \leqslant C, \quad\left\|\nabla z_{n}\right\|_{\infty} \leqslant \frac{C}{\varepsilon_{n}}, \quad\left\|\nabla^{2} z_{n}\right\|_{\infty} \leqslant \frac{C}{\varepsilon_{n}^{2}} \tag{5.12}
\end{align*}
$$

and

$$
\begin{equation*}
\mathcal{F}_{\varepsilon_{n}}\left(z_{n} ; \Omega, \emptyset\right) \leqslant(m+\eta) \mathcal{H}^{N-1}(S u)+o(1) \tag{5.13}
\end{equation*}
$$

where $m$ is the constant defined in (1.2) and $C>0$.
Proof. By the definition of $m$, we may find $R>0$ and a function $f \in H_{\mathrm{loc}}^{2}(\mathbb{R})$ such that $f(-t)=a$ and $f(t)=b$ for all $t \geqslant R$, and

$$
\begin{equation*}
\int_{-R}^{R}\left|f^{\prime \prime}(t)\right|^{2}+W(f(t)) \mathrm{d} t \leqslant m+\eta \tag{5.14}
\end{equation*}
$$

Since $S u$ is a manifold of class $C^{2}$ in $\mathbb{R}^{N}$, there exists $\delta_{0}>0$ such that for all $0<\delta \leqslant \delta_{0}$ the points in the tubular neighborhood $U_{\delta}:=\left\{x \in \mathbb{R}^{N}\right.$ : dist $\left.(x, S u)<\delta\right\}$ of the manifold $S u$ admit a unique smooth projection onto $S u$. Define the function $z_{n}: \Omega \rightarrow \mathbb{R}$ by

$$
z_{n}(x):= \begin{cases}f\left(\frac{d_{u}(x)}{\varepsilon_{n}}\right) & \text { if } x \in U_{R \varepsilon_{n}} \cap \Omega \\ a & \text { if } x \in E_{a} \backslash U_{R \varepsilon_{n}} \\ b & \text { if } x \in \Omega \backslash\left(E_{a} \cup U_{R \varepsilon_{n}}\right)\end{cases}
$$

where $d_{u}: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is the signed distance to $S u$, negative in $E_{a}$ and positive outside $E_{a}$ and where we recall that $E_{a}:=\{x \in \Omega: u(x)=a\}$.

We then have

$$
\mathcal{F}_{\varepsilon_{n}}\left(z_{n} ; \Omega, \emptyset\right)=\int_{\Omega}\left[\varepsilon_{n}^{3}\left|\frac{1}{\varepsilon_{n}^{2}} f^{\prime \prime}\left(\frac{d_{u}(x)}{\varepsilon_{n}}\right) \nabla d_{u}(x) \times \nabla d_{u}(x)+\frac{1}{\varepsilon_{n}} f^{\prime}\left(\frac{d_{u}(x)}{\varepsilon_{n}}\right) H_{u}(x)\right|^{2}+\frac{1}{\varepsilon_{n}} W\left(f\left(\frac{d_{u}(x)}{\varepsilon_{n}}\right)\right)\right] \mathrm{d} x
$$

where $H_{u}$ is the Hessian matrix of $d_{u}$. Change variable via the diffeomorphism $x:=\psi_{1}(y, t)$, where $\psi_{1}$ : $S u \times\left(-\delta_{0}, \delta_{0}\right) \rightarrow U_{\delta_{0}}$ is defined by $\psi_{1}(y, t):=y+t \nu_{u}(y)$, with $\nu_{u}(y)$ the normal vector to $S u$ at $y$ pointing away from $E_{a}$. Let $J_{u}(y, t)$ denote the Jacobian of this map. Then

$$
\begin{aligned}
\mathcal{F}_{\varepsilon_{n}}\left(z_{n} ; \Omega, \emptyset\right) \leqslant & \frac{1}{\varepsilon_{n}} \int_{S u} \int_{-R \varepsilon_{n}}^{R \varepsilon_{n}}\left[\left|f^{\prime \prime}\left(\frac{t}{\varepsilon_{n}}\right)\right|^{2}\left|\nabla d_{u}\left(\psi_{1}(y, t)\right)\right|^{2}+W\left(f\left(\frac{t}{\varepsilon_{n}}\right)\right)\right] J_{u}(y, t) \mathrm{d} t \mathrm{~d} \mathcal{H}^{N-1}(y) \\
& +\varepsilon_{n} \int_{S u} \int_{-R \varepsilon_{n}}^{R \varepsilon_{n}}\left|f^{\prime}\left(\frac{t}{\varepsilon_{n}}\right)\right|^{2}\left|H_{u}\left(\psi_{1}(y, t)\right)\right|^{2} J_{u}(y, t) \mathrm{d} t \mathrm{~d} \mathcal{H}^{N-1}(y) \\
& +C \int_{S u} \int_{-R \varepsilon_{n}}^{R \varepsilon_{n}}\left|f^{\prime \prime}\left(\frac{t}{\varepsilon_{n}}\right)\right|\left|f^{\prime}\left(\frac{t}{\varepsilon_{n}}\right)\right|\left|\nabla d_{u}\left(\psi_{1}(y, t)\right)\right|^{2}\left|H_{u}\left(\psi_{1}(y, t)\right)\right| J_{u}(y, t) \mathrm{d} t \mathrm{~d} \mathcal{H}^{N-1}(y),
\end{aligned}
$$

which reduces to

$$
\begin{aligned}
& \mathcal{F}_{\varepsilon_{n}}\left(z_{n} ; \Omega, \emptyset\right) \leqslant \frac{1}{\varepsilon_{n}} \int_{S u} \int_{-R \varepsilon_{n}}^{R \varepsilon_{n}}\left[\left|f^{\prime \prime}\left(\frac{t}{\varepsilon_{n}}\right)\right|^{2}+W\left(f\left(\frac{t}{\varepsilon_{n}}\right)\right)\right] J_{u}(y, t) \mathrm{d} t \mathrm{~d} \mathcal{H}^{N-1}(y) \\
&+C \int_{S u} \int_{-R \varepsilon_{n}}^{R \varepsilon_{n}}\left[\varepsilon_{n}\left|f^{\prime}\left(\frac{t}{\varepsilon_{n}}\right)\right|^{2}+\left|f^{\prime \prime}\left(\frac{t}{\varepsilon_{n}}\right)\right|^{2}\left|f^{\prime}\left(\frac{t}{\varepsilon_{n}}\right)\right|^{2}\right] \mathrm{d} t \mathrm{~d} \mathcal{H}^{N-1}(y)=: I_{1}+I_{2}
\end{aligned}
$$

where we took into account the facts that the gradient of the distance is 1 , and the Jacobian $J_{u}$ and the Hessian $H_{u}$ of the distance are uniformly bounded. We have

$$
\begin{aligned}
I_{1} & \leqslant\left(\sup _{\substack{y \in S u, t \in\left(-R \varepsilon_{n}, R \varepsilon_{n}\right)}} J_{u}(y, t)\right) \frac{1}{\varepsilon_{n}} \int_{S u} \int_{-R \varepsilon_{n}}^{R \varepsilon_{n}}\left[\left|f^{\prime \prime}\left(\frac{t}{\varepsilon_{n}}\right)\right|^{2}+W\left(f\left(\frac{t}{\varepsilon_{n}}\right)\right)\right] \mathrm{d} t \mathrm{~d} \mathcal{H}^{N-1}(y) \\
& =(1+o(1)) \int_{S u} \int_{-R}^{R}\left[\left|f^{\prime \prime}(s)\right|^{2}+W(f(s))\right] \mathrm{d} s \mathrm{~d} \mathcal{H}^{N-1}(y) \\
& \leqslant(1+o(1))(m+\eta) \mathcal{H}^{N-1}(S u)
\end{aligned}
$$

where we used (5.14) and the fact that since $S u$ is a compact manifold, $J_{u}(y, t)$ converges to 1 uniformly as $t \rightarrow 0$.

On the other hand, by (5.14),

$$
I_{2} \leqslant C \varepsilon_{n} \int_{-R}^{R}\left[\varepsilon_{n}\left|f^{\prime}(s)\right|^{2}+\left|f^{\prime \prime}(s)\right|\left|f^{\prime}(s)\right|\right] \mathrm{d} s \leqslant C \varepsilon_{n}
$$

We conclude that $\mathcal{F}_{\varepsilon_{n}}\left(z_{n} ; \Omega, \emptyset\right) \leqslant(m+\eta) \mathcal{H}^{N-1}(S u)+o(1)$. This completes the proof.
Proposition 5.9. Let $W: \mathbb{R} \rightarrow[0, \infty)$ satisfy $\left(H_{1}^{W}\right)-\left(H_{2}^{W}\right)$, let $V: \mathbb{R} \rightarrow[0, \infty)$ satisfy $\left(H_{1}^{V}\right)-\left(H_{3}^{V}\right)$. Let $\varepsilon_{n} \rightarrow 0^{+}$be such that $\varepsilon_{n} \lambda_{n}^{\frac{2}{3}} \rightarrow L \in(0, \infty)$, let $\eta>0$, let $\Omega_{\delta}:=\{x \in \Omega: \operatorname{dist}(x, \partial \Omega)<\delta\}$ for $\delta>0$, and let $u \in B V(\Omega ;\{a, b\})$ and $v \in B V(\partial \Omega ;\{\alpha, \beta\})$, with $S u$ an $N-1$ manifold of class $C^{2}$ such that $\mathcal{H}^{N-1}(\partial \Omega \cap \overline{S u})=0$ and $S v$ an $N-2$ manifold of class $C^{2}$. Then there exist $R=R(\eta)>0$ and a sequence $\left\{v_{n}\right\} \subset H^{2}\left(\Omega_{R \varepsilon_{n}}\right)$ such that $T v_{n} \rightarrow v$ in $L^{2}(\partial \Omega)$,

$$
\begin{align*}
& \mathcal{L}^{N}\left(\left\{x \in \Omega_{R \varepsilon_{n}} \backslash \bar{\Omega}_{\frac{R \varepsilon_{n}}{2}}: v_{n}(x) \neq u(x)\right\}\right) \leqslant C \varepsilon_{n}^{2}  \tag{5.15}\\
& \left\|v_{n}\right\|_{\infty} \leqslant C, \quad\left\|\nabla v_{n}\right\|_{\infty} \leqslant \frac{C}{\varepsilon_{n}}, \quad\left\|\nabla^{2} v_{n}\right\|_{\infty} \leqslant \frac{C}{\varepsilon_{n}^{2}} \tag{5.16}
\end{align*}
$$

and

$$
\begin{equation*}
\mathcal{F}_{\varepsilon_{n}}\left(v_{n} ; \Omega_{R \varepsilon_{n}}, \emptyset\right) \leqslant \sum_{z=a, b} \sum_{\xi=\alpha, \beta}(\sigma(z, \xi)+\eta) \mathcal{H}^{N-1}(\{x \in \partial \Omega: T u(x)=z, v(x)=\xi\})+o(1) \tag{5.17}
\end{equation*}
$$

where $\sigma(z, \xi)$ is the constant defined in (1.3).
Proof. By the definition of $\sigma(\cdot, \cdot)$, for every $z \in\{a, b\}$ and $\xi \in\{\alpha, \beta\}$ there exist $R_{z \xi}>0$ and $g_{z \xi} \in H_{\mathrm{loc}}^{2}(\mathbb{R})$ such that $g_{z \xi}(0)=z, g_{z \xi}(x)=\xi$ for all $x \geqslant R_{z \xi}$, and

$$
\begin{equation*}
\int_{0}^{R_{z \xi}}\left[\left|g_{z \xi}^{\prime \prime}(x)\right|^{2}+W\left(g_{z \xi}(x)\right)\right] \mathrm{d} x \leqslant \sigma(z, \xi)+\eta \tag{5.18}
\end{equation*}
$$

Define $R:=\max \left\{\bar{R}, R_{a \alpha}, R_{b \alpha}, R_{a \beta}, R_{b \beta}\right\}$, where $\bar{R}$ is the number $R$ given in the previous proposition. Since $\partial \Omega$ is an $N-1$ manifold of class $C^{2}$, there exists $\delta_{0}>0$ such that every point $x \in \Omega_{\delta_{0}}$ admits a unique projection $\pi(x)$ onto $\partial \Omega$ and the map $x \in \Omega_{\delta_{0}} \mapsto \pi(x)$ is of class $C^{2}$. Hence we may partition $\Omega_{\delta_{0}}$ as follows

$$
\Omega_{\delta_{0}}=\left(\bigcup_{z=a, b} \bigcup_{\xi=\alpha, \beta} A_{z \xi}\right) \cup S u \cup \pi^{-1}(S v)
$$

where $A_{z \xi}:=\left\{x \in \Omega_{\delta_{0}} \backslash\left(S u \cup \pi^{-1}(S v)\right):(T u)(\pi(x))=z, v(\pi(x))=\xi\right\}$. Let $n$ be so large that $R \varepsilon_{n} \leqslant \delta_{0}$ and define $g_{n}: \Omega_{R \varepsilon_{n}} \rightarrow \mathbb{R}$ as follows

$$
g_{n}(x):= \begin{cases}g_{z \xi}\left(\frac{d(x)}{\varepsilon_{n}}\right) & \text { if } x \in A_{z \xi} \cap \Omega_{R \varepsilon_{n}} \text { for some } z \in\{a, b\} \text { and } \xi \in\{\alpha, \beta\}, \\ 0 & \text { if } x \in\left(S u \cup \pi^{-1}(S v)\right) \cap \Omega_{R \varepsilon_{n}},\end{cases}
$$

where, as before, $d: \bar{\Omega} \rightarrow[0, \infty)$ is the distance to $\partial \Omega$.
Note that the functions $g_{n}$ are discontinuous across $\left(S u \cup \pi^{-1}(S v)\right) \cap \Omega_{R \varepsilon_{n}}$, and so they are not admissible for $\mathcal{F}_{\varepsilon_{n}}$. To solve this problem, let $\varphi \in C^{\infty}((0, \infty) ;[0,1])$ be such that $\varphi \equiv 0$ in $\left(0, \frac{1}{3}\right)$ and $\varphi \equiv 1$ in $\left(\frac{1}{2}, \infty\right)$, and let $d_{u}: \bar{\Omega}_{\delta_{0}} \rightarrow[0, \infty)$ and $d_{v}: \bar{\Omega}_{\delta_{0}} \rightarrow[0, \infty)$ denote the distance to $S u$ and to $\pi^{-1}(S v)$, respectively. Since $S u$ is an $N-1$ manifold of class $C^{2}$, it follows that $d_{u}$ is of class $C^{2}$ in a neighborhood $P_{1}:=\left\{x \in \Omega_{\delta_{0}}: d_{u}(x)<\delta_{1}\right\}$ of $S u$. Similarly, since $S v$ is an $N-2$ manifold of class $C^{2}$ by taking $\delta_{0}$ smaller, if necessary, we may assume that $\pi^{-1}(S v)$ is an $N-1$ dimensional manifold of class $C^{2}$ and thus $d_{v}$ is of class $C^{2}$ in a neighborhood $P_{2}:=\left\{x \in \Omega_{\delta_{0}}: d_{v}(x)<\delta_{2}\right\}$ of $\pi^{-1}(S v)$. Let $n$ be so large that $R \varepsilon_{n}<\frac{1}{3} \min \left\{\delta_{1}, \delta_{2}\right\}$ and for $x \in \Omega_{R \varepsilon_{n}}$ define

$$
v_{n}(x):=\varphi\left(\frac{d_{u}(x)}{R \varepsilon_{n}}\right) \varphi\left(\frac{d_{v}(x)}{R \varepsilon_{n}}\right) g_{n}(x) .
$$

Since $\varphi \equiv 0$ in $\left(0, \frac{1}{3}\right)$, it follows that $v_{n}(x)=0$ for all $x \in \Omega_{R \varepsilon_{n}}$ such that $d_{u}(x)<\frac{1}{3} R \varepsilon_{n}$ or $d_{v}(x)<\frac{1}{3} R \varepsilon_{n}$. As $g_{n}$ is regular away from $S u \cup \pi^{-1}(S v)$, it follows that $v_{n} \in H^{2}\left(\Omega_{\underline{R \varepsilon_{n}}}\right)$.

We claim that $T v_{n} \rightarrow v$ in $L^{2}(\partial \Omega)$. Indeed, since $\mathcal{H}^{N-1}(\partial \Omega \cap \overline{S u})=0$, we know that

$$
\begin{equation*}
\mathcal{H}^{N-1}\left(\left\{x \in \partial \Omega: d_{u}(x)<\frac{1}{2} R \varepsilon_{n}\right\}\right) \leqslant C \varepsilon_{n} \tag{5.19}
\end{equation*}
$$

and similarly, since $S v$ is an $N-2$ manifold contained in $\partial \Omega$,

$$
\begin{equation*}
\mathcal{H}^{N-1}\left(\left\{x \in \partial \Omega: d_{v}(x)<\frac{1}{2} R \varepsilon_{n}\right\}\right) \leqslant C \varepsilon_{n} . \tag{5.20}
\end{equation*}
$$

On the other hand, if $x \in \partial \Omega$ is such that $d_{u}(x) \geqslant \frac{1}{2} R \varepsilon_{n}$ and $d_{v}(x) \geqslant \frac{1}{2} R \varepsilon_{n}$, then $v_{n}=g_{n}$ in a neighborhood of $x$, and so by the definition of the sets $A_{z \xi}$ and the fact that $g_{z \xi}(0)=z$, it follows that $v_{n}(x)=v(x)$. Hence by (5.19) and (5.20), $\left\|v_{n}-v\right\|_{L^{2}(\partial \Omega)} \rightarrow 0$, which proves the claim.

It remains to prove (5.17). Let

$$
L_{n}:=\left\{x \in \Omega_{R \varepsilon_{n}}: d_{u}(x)<\frac{1}{2} R \varepsilon_{n}\right\}, \quad M_{n}:=\left\{x \in \Omega_{R \varepsilon_{n}}: d_{v}(x)<\frac{1}{2} R \varepsilon_{n}\right\}
$$

Step 1. We begin by estimating $\mathcal{F}_{\varepsilon}$ in the set $\Omega_{R \varepsilon_{n}} \backslash\left(L_{n} \cup M_{n}\right)$. Since in this set $v_{n}=g_{n}$, we have that

$$
\mathcal{F}_{\varepsilon_{n}}\left(v_{n} ; \Omega \backslash\left(L_{n} \cup M_{n}\right), \emptyset\right) \leqslant \sum_{z=a, b} \sum_{\xi=\alpha, \beta} \mathcal{F}_{\varepsilon_{n}}\left(g_{n} ; A_{z \xi} \cap \Omega_{R \varepsilon_{n}}, \emptyset\right) .
$$

Thus it suffices to estimate $\mathcal{F}_{\varepsilon_{n}}\left(g_{n} ; A_{z \xi} \cap \Omega_{R \varepsilon_{n}}\right)$.

Let $A_{z \xi}^{\prime}:=\bar{A}_{z \xi} \cap \partial \Omega$, which satisfies $A_{z \xi}^{\prime}=\{x \in \partial \Omega: T u(x)=z, v(x)=\xi\}$. We have

$$
\mathcal{F}_{\varepsilon_{n}}\left(g_{n} ; A_{z \xi}, \emptyset\right)=\int_{A_{z \xi}}\left[\varepsilon_{n}^{3}\left|\frac{1}{\varepsilon_{n}^{2}} g_{z \xi}^{\prime \prime}\left(\frac{d(x)}{\varepsilon_{n}}\right) \nabla d(x) \times \nabla d(x)+\frac{1}{\varepsilon_{n}} g_{z \xi}^{\prime}\left(\frac{d(x)}{\varepsilon_{n}}\right) H(x)\right|^{2}+\frac{1}{\varepsilon_{n}} W\left(g_{z \xi}\left(\frac{d(x)}{\varepsilon_{n}}\right)\right)\right] \mathrm{d} x
$$

where $H$ is the Hessian matrix of $d$. Change variable via the diffeomorphism $x:=\psi_{2}(y, t)$, where $\psi_{2}: \partial \Omega \times$ $\left(0, \delta_{1}\right) \rightarrow \Omega_{\delta_{1}}$, defined by $\psi_{2}(y, t):=y+t \nu(y)$, with $\nu(y)$ the normal vector to $\partial \Omega$ at $y$ pointing to the inside of $\Omega$. We write $J(y, t)$ the Jacobian of this map. Then

$$
\begin{aligned}
& \mathcal{F}_{\varepsilon_{n}}\left(g_{n} ; A_{z \xi}, \emptyset\right) \leqslant \int_{A_{z \xi}^{\prime}} \int_{0}^{R \varepsilon_{n}}\left[\frac{1}{\varepsilon_{n}}\left|g_{z \xi}^{\prime \prime}\left(\frac{t}{\varepsilon_{n}}\right)\right|^{2}\left|\nabla d\left(\psi_{2}(y, t)\right)\right|^{2}+\frac{1}{\varepsilon_{n}} W\left(g_{z \xi}^{\prime}\left(\frac{t}{\varepsilon_{n}}\right)\right)+\varepsilon_{n}\left|g_{z \xi}^{\prime \prime}\left(\frac{t}{\varepsilon_{n}}\right)\right|^{2}\left|H\left(\psi_{2}(y, t)\right)\right|^{2}\right. \\
&+\left.C\left|g_{z \xi}^{\prime \prime}\left(\frac{t}{\varepsilon_{n}}\right)\right|\left|g_{z \xi}^{\prime}\left(\frac{t}{\varepsilon_{n}}\right)\right|\left|\nabla d\left(\psi_{2}(y, t)\right)\right|^{2}|H(\psi(y, t))|\right] J(y, t) \mathrm{d} t \mathrm{~d} \mathcal{H}^{N-1}(y)
\end{aligned}
$$

which reduces to

$$
\begin{aligned}
\mathcal{F}_{\varepsilon_{n}}\left(g_{n} ; A_{z \xi}, \emptyset\right) \leqslant\left\{\frac{1}{\varepsilon_{n}} \int_{A_{z \xi}^{\prime}} \int_{0}^{R \varepsilon_{n}}\right. & {\left[\left|g_{z \xi}^{\prime \prime}\left(\frac{t}{\varepsilon_{n}}\right)\right|^{2}+W\left(g_{z \xi}\left(\frac{t}{\varepsilon_{n}}\right)\right)\right] J(y, t) \mathrm{d} t \mathrm{~d} \mathcal{H}^{N-1}(y) } \\
& \left.+C \int_{A_{z \xi}^{\prime}} \int_{0}^{R \varepsilon_{n}}\left[\varepsilon_{n}\left|g_{z \xi}^{\prime}\left(\frac{t}{\varepsilon_{n}}\right)\right|^{2}+\left|g_{z \xi}^{\prime}\left(\frac{t}{\varepsilon_{n}}\right)\right|\left|g_{z \xi}^{\prime}\left(\frac{t}{\varepsilon_{n}}\right)\right|\right] \mathrm{d} t \mathrm{~d} \mathcal{H}^{N-1}(y)\right\}=: I_{1}+I_{2}
\end{aligned}
$$

where we took into account the facts that the gradient of the distance is 1 , and the Jacobian $J$ and the Hessian $H$ of the distance are uniformly bounded. We have

$$
\begin{aligned}
I_{1} & \leqslant\left(\sup _{\substack{y \in A_{z \xi}^{\prime}, t \in\left(0, R \varepsilon_{n}\right)}} J(y, t)\right) \frac{1}{\varepsilon_{n}} \int_{A_{z \xi}^{\prime}} \int_{0}^{R \varepsilon_{n}}\left[\left|g_{z \xi}^{\prime \prime}\left(\frac{t}{\varepsilon_{n}}\right)\right|^{2}+W\left(g_{z \xi}\left(\frac{t}{\varepsilon_{n}}\right)\right)\right] \mathrm{d} t \mathrm{~d} \mathcal{H}^{N-1}(y) \\
& \leqslant(1+o(1))(\sigma(z, \xi)+\eta) \mathcal{H}^{N-1}(\{T u=z, v=\xi\}),
\end{aligned}
$$

where we used the fact that since $\partial \Omega$ is a compact manifold, $J(y, t)$ converges to 1 uniformly as $t \rightarrow 0$. On the other hand

$$
I_{2} \leqslant C \varepsilon_{n} \int_{0}^{R}\left[\varepsilon_{n}\left|g_{z \xi}^{\prime}(s)\right|^{2}+\left|g_{z \xi}^{\prime \prime}(s)\right|^{2}\left|g_{z \xi}^{\prime}(s)\right|^{2}\right] \mathrm{d} s \leqslant C \varepsilon_{n} .
$$

We conclude that $\mathcal{F}_{\varepsilon_{n}}\left(g_{n} ; A_{z \xi}, \emptyset\right) \leqslant(\sigma(z, \xi)+\eta) \mathcal{H}^{N-1}(\{T u=z, v=\xi\})+o(1)$.
Step 2. We estimate the energy in $L_{n} \cup M_{n}$.
We have

$$
\begin{aligned}
\mathcal{F}_{\varepsilon_{n}}\left(v_{n} ; L_{n} \backslash M_{n}, \emptyset\right)=\int_{L_{n} \backslash M_{n}}\left[\varepsilon_{n}^{3} \left\lvert\, \varphi\left(\frac{d_{u}(x)}{R \varepsilon_{n}}\right) g_{n}^{\prime \prime}(x)+\right.\right. & \frac{2}{R \varepsilon_{n}} g_{n}^{\prime}(x) \varphi^{\prime}\left(\frac{d_{u}(x)}{R \varepsilon_{n}}\right) \nabla d_{u} \times \nabla d_{u} \\
& \left.+\left.\frac{1}{R^{2} \varepsilon_{n}^{2}} g_{n}(x) \varphi^{\prime \prime}\left(\frac{d_{u}(x)}{R \varepsilon_{n}}\right) H_{u}\right|^{2}+\frac{1}{\varepsilon_{n}} W\left(\varphi\left(\frac{d_{u}(x)}{R \varepsilon_{n}}\right) g_{n}(x)\right)\right] \mathrm{d} x,
\end{aligned}
$$



Figure 3. Scheme for the gluing of the discontinuity set of $u$ to the boundary $\partial \Omega$ when there is no discontinuity in $v$.
where $H_{u}$ is the Hessian matrix of $d_{u}$. Then

$$
\begin{aligned}
\mathcal{F}_{\varepsilon_{n}}\left(v_{n} ; L_{n} \backslash M_{n}, \emptyset\right) \leqslant C \int_{L_{n} \backslash M_{n}}\left[\varepsilon_{n}^{3}\left|g_{n}^{\prime \prime}(x)\right|^{2}+\varepsilon_{n}\left|g_{n}^{\prime}(x)\right|^{2}\right. & +\frac{1}{R^{4} \varepsilon_{n}}\left|\bar{v}_{n}(x)\right|^{2} \\
& \left.+\limsup _{n} \frac{1}{\varepsilon_{n}} W\left(\varphi\left(\frac{d_{u}(x)}{R \varepsilon_{n}}\right) g_{n}(x)\right)\right] \mathrm{d} x \leqslant C \frac{1}{\varepsilon_{n}}\left|L_{n}\right| \leqslant C \varepsilon_{n}
\end{aligned}
$$

where we took into account the facts that the Hessian $H_{u}$ is uniformly bounded, and that $\bar{v}_{n}$ is uniformly bounded, $g_{n}^{\prime}$ is bounded by $\frac{C}{\varepsilon_{n}}$, and $g_{n}^{\prime \prime}$ is bounded by $\frac{C}{\varepsilon_{n}^{2}}$.

We conclude that $\mathcal{F}_{\varepsilon_{n}}\left(v_{n} ; L_{n} \backslash M_{n}, \emptyset\right)=o(1)$. Similarly, we may prove that $\mathcal{F}_{\varepsilon_{n}}\left(v_{n} ; M_{n}, \emptyset\right)=o(1)$. This concludes the proof.

Corollary 5.10. Let $W: \mathbb{R} \rightarrow[0, \infty)$ satisfy $\left(H_{1}^{W}\right)-\left(H_{2}^{W}\right)$, let $V: \mathbb{R} \rightarrow[0, \infty)$ satisfy $\left(H_{1}^{V}\right)-\left(H_{3}^{V}\right)$. Let $\varepsilon_{n} \rightarrow 0^{+}$be such that $\varepsilon_{n} \lambda_{n}^{\frac{2}{3}} \rightarrow L \in(0, \infty)$, let $\eta>0$, and let $u \in B V(\Omega ;\{a, b\})$ and $v \in B V(\partial \Omega ;\{\alpha, \beta\})$, with Su an N-1 manifold of class $C^{2}$ such that $\mathcal{H}^{N-1}(\partial \Omega \cap \overline{S u})=0$ and $S v$ an $N-2$ manifold of class $C^{2}$. Then there exists a sequence $\left\{\bar{u}_{n}\right\} \subset H^{2}(\Omega)$ such that $\bar{u}_{n} \rightarrow u$ in $L^{2}(\Omega)$, T $\bar{u}_{n} \rightarrow v$ in $L^{2}(\partial \Omega)$,

$$
\begin{equation*}
\left\|\bar{u}_{n}\right\|_{\infty} \leqslant C, \quad\left\|\nabla \bar{u}_{n}\right\|_{\infty} \leqslant \frac{C}{\varepsilon_{n}}, \quad\left\|\nabla^{2} \bar{u}_{n}\right\|_{\infty} \leqslant \frac{C}{\varepsilon_{n}^{2}} \tag{5.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{F}_{\varepsilon_{n}}\left(\bar{u}_{n} ; \Omega, \emptyset\right) \leqslant(m+\eta) \mathcal{H}^{N-1}(S u)+\sum_{z=a, b} \sum_{\xi=\alpha, \beta}(\sigma(z, \xi)+\eta) \mathcal{H}^{N-1}(\{x \in \partial \Omega: T u(x)=z, v(x)=\xi\})+o(1) \tag{5.22}
\end{equation*}
$$

where $m$ and $\sigma(z, \xi)$ are the constant defined, respectively, in (1.2) and (1.3).
Proof. We define the function $\bar{u}_{n}$ as in Figure 3. Let $\varphi \in C^{\infty}((0, \infty) ;[0,1])$ be such that $\varphi \equiv 0$ in $\left(0, \frac{1}{2}\right)$ and $\varphi \equiv 1$ in $(1, \infty)$ and let

$$
\bar{u}_{n}(x):=\varphi\left(\frac{d(x)}{R \varepsilon_{n}}\right) z_{n}(x)+\left(1-\varphi\left(\frac{d(x)}{R \varepsilon_{n}}\right)\right) v_{n}(x),
$$

for $x \in \Omega$, where the functions $z_{n}$ and $v_{n}$ are defined, respectively, in Propositions 5.8 and $5.9, R$ is the number given in the previous proposition, and $d$ is the distance to the boundary.

Since $T \bar{u}_{n}=T v_{n}$, it follows that $T \bar{u}_{n} \rightarrow v$ in $L^{2}(\partial \Omega)$.

On the other hand, since $\left\|v_{n}\right\|_{\infty} \leqslant C, \mathcal{L}^{N}\left(\left\{x \in \Omega: d(x) \leqslant R \varepsilon_{n}\right\}\right) \rightarrow 0$, and $z_{n} \rightarrow u$ in $L^{2}(\Omega)$, we have that $\bar{u}_{n} \rightarrow u$ in $L^{2}(\Omega)$. Moreover, by (5.13) and (5.17),

$$
\begin{aligned}
\mathcal{F}_{\varepsilon_{n}}\left(\bar{u}_{n} ; \Omega ; \emptyset\right) \leqslant & \mathcal{F}_{\varepsilon_{n}}\left(z_{n} ; \Omega \backslash \Omega_{2 R \varepsilon_{n}} ; \emptyset\right)+\mathcal{F}_{\varepsilon_{n}}\left(v_{n} ; \Omega_{R \varepsilon_{n}} ; \emptyset\right)+\mathcal{F}_{\varepsilon_{n}}\left(\bar{u}_{n} ; P_{n} ; \emptyset\right) \\
\leqslant & (m+\eta) \mathcal{H}^{N-1}(S u)+\sum_{z=a, b} \sum_{\xi=\alpha, \beta}(\sigma(z, \xi)+\eta) \mathcal{H}^{N-1}(\{x \in \partial \Omega: T u(x)=z, v(x)=\xi\}) \\
& +\limsup _{n} \mathcal{F}_{\varepsilon_{n}}\left(\bar{u}_{n} ; P_{n} ; \emptyset\right)+o(1),
\end{aligned}
$$

where $P_{n}:=\left\{x \in \Omega: \frac{1}{2} R \varepsilon_{n}<d(x)<2 R \varepsilon_{n}\right\}$.
To estimate the last term, note that by (5.13) and (5.15), $\mathcal{L}^{N}\left(\left\{x \in P_{n}: \bar{u}_{n}(x) \neq u(x)\right\}\right) \leqslant C \varepsilon_{n}^{2}$, and so by the continuity of $W$,

$$
\frac{1}{\varepsilon_{n}} \int_{P_{n}} W\left(\bar{u}_{n}\right) \mathrm{d} x=\frac{1}{\varepsilon_{n}}\left(\max _{B(0 ; L)} W\right) \mathcal{L}^{N}\left(\left\{x \in P_{n}: \bar{u}_{n}(x) \neq u(x)\right\}\right) \leqslant C \varepsilon_{n} \rightarrow 0
$$

where $L:=\sup _{n}\left\|\bar{u}_{n}\right\|_{\infty}$.
On the other hand, we have that $\nabla \bar{u}_{n}(x)=0$ and $\nabla^{2} \bar{u}_{n}(x)=0$ for $\mathcal{L}^{N}$-a.e. $x \in E_{n}:=\left\{x \in P_{n}: \bar{u}_{n}(x)=\right.$ $u(x)\}$, while for $x \in P_{n} \backslash E_{n}$,

$$
\left|\nabla^{2} \bar{u}_{n}(x)\right|^{2} \leqslant C\left[\frac{1}{\varepsilon_{n}^{4}}\left|\left(\left|z_{n}(x)\right|^{2}+\left|v_{n}(x)\right|^{2}\right)+\frac{1}{\varepsilon_{n}^{2}}\right|\left(\left|\nabla z_{n}(x)\right|^{2}+\left|\nabla v_{n}(x)\right|^{2}\right)+\mid\left(\left|\nabla^{2} z_{n}(x)\right|^{2}+\left|\nabla^{2} v_{n}(x)\right|^{2}\right)\right] \leqslant \frac{C}{\varepsilon_{n}^{4}},
$$

where we used the bounds on $z_{n}$ and $v_{n}$ given in (5.12) and (5.16). Hence

$$
\varepsilon_{n}^{3} \int_{P_{n}}\left|\nabla^{2} \bar{u}_{n}\right|^{2} \mathrm{~d} x=\varepsilon_{n}^{3} \int_{P_{n} \backslash E_{n}}\left|\nabla \bar{u}_{n}\right|^{2} \mathrm{~d} x \leqslant \frac{C}{\varepsilon_{n}} \mathcal{L}^{N}\left(P_{n} \backslash E_{n}\right) \leqslant C \varepsilon_{n},
$$

which completes the proof.
Proposition 5.11. Let $W: \mathbb{R} \rightarrow[0, \infty)$ satisfy $\left(H_{1}^{W}\right)-\left(H_{2}^{W}\right)$, let $V: \mathbb{R} \rightarrow[0, \infty)$ satisfy $\left(H_{1}^{V}\right)-\left(H_{3}^{V}\right)$. Let $\varepsilon_{n} \rightarrow 0^{+}$be such that $\varepsilon_{n} \lambda_{n}^{\frac{2}{3}} \rightarrow L \in(0, \infty)$, let $\eta>0$, let $D_{r}:=\left\{x \in \mathbb{R}^{N}:|x|<r, x_{N}>0\right\}$, and let $E_{r}:=\left\{\left(x^{\prime}, 0\right) \in \mathbb{R}^{N-1} \times \mathbb{R}:|x|<r\right\}$. Also let $u \in B V\left(D_{r} ;\{a, b\}\right)$ and $v \in B V\left(E_{r} ;\{\alpha, \beta\}\right)$, with Su an $N-1$ manifold of class $C^{2}$ such that $\mathcal{H}^{N-1}\left(E_{r} \cap \overline{S u}\right)=0$ and $S v=\left\{x \in E_{r}: x_{N-1}=0\right\}$. Then there exists $\left\{u_{n}\right\} \subset H^{2}\left(D_{r}\right)$ such that $u_{n} \rightarrow u$ in $L^{2}\left(D_{r}\right)$, $T u_{n} \rightarrow v$ in $L^{2}\left(E_{r}\right)$, and
$\limsup _{n} \mathcal{F}_{\varepsilon_{n}}\left(u_{n} ; D_{r}, E_{r}\right) \leqslant(m+\eta) \mathcal{H}^{N-1}(S u)+\sum_{z=a, b} \sum_{\xi=\alpha, \beta}(\sigma(z, \xi)+\eta) \mathcal{H}^{N-1}(\{T u=z, v=\xi\})+(\bar{c}+\eta) L \mathcal{H}^{N-2}(S v)$,
where $m$, $\sigma$, and $\bar{c}$ are the constants defined in (1.2), (1.3), and (1.5), respectively.
Proof. First we prove the result for $N=2$ and then treat the $N$-dimensional case.
Step 1. Assume that $N=2$.
Substep 1a. By the definition of $\bar{c}$ there exists $R>0$ and a function $h \in H_{\mathrm{loc}}^{\frac{3}{2}}(\mathbb{R})$ satisfying $h(-t)=\alpha$ and $h(t)=\beta$ for all $t \geqslant R$ and

$$
\begin{equation*}
\frac{7}{16} \iint_{\mathbb{R}^{2}} \frac{\left|h^{\prime}(t)-h^{\prime}(s)\right|^{2}}{|t-s|^{2}} \mathrm{~d} t \mathrm{~d} s+\int_{\mathbb{R}} V(h(t)) \mathrm{d} t \leqslant \bar{c}+\eta \tag{5.23}
\end{equation*}
$$

Define

$$
\begin{equation*}
\bar{w}(t, s)=\frac{1}{2 s} \int_{t-s}^{t+s} h(\tau) \mathrm{d} \tau . \tag{5.24}
\end{equation*}
$$



Figure 4. (a) Close-up view of $T_{2 R \varepsilon_{n}}$ and $T_{2 R \rho_{n}}$; (b) domain of integration after change of variables and divided in regions.

By Proposition 2.9, we have that $\bar{w} \in H_{\mathrm{loc}}^{2}(\mathbb{R} \times(0, \infty)), T \bar{w}=h$, and

$$
\iint_{\triangle_{R}}\left|D^{2} \bar{w}(t, s)\right|^{2} \mathrm{~d} t \mathrm{~d} s \leqslant \frac{7}{16} \int_{-R}^{R} \int_{-R}^{R} \frac{\left|h^{\prime}(t)-h^{\prime}(s)\right|^{2}}{|t-s|^{2}} \mathrm{~d} t \mathrm{~d} s
$$

where $\triangle_{R}:=T_{2 R}^{+}-(R, 0)$ and $T_{2 R}^{+}:=\left\{(t, s) \in \mathbb{R}^{2}: 0<s<R, s<t<2 R-s\right\}$. For $(x, y) \in \triangle_{R \rho_{n}}$ define $w_{n}(x, y):=\bar{w}\left(\frac{x}{\rho_{n}}, \frac{y}{\rho_{n}}\right)$, where $\rho_{n}=\varepsilon_{n} \lambda_{n}^{-\frac{1}{3}}$.

Then

$$
\begin{aligned}
\mathcal{F}_{\varepsilon}\left(w_{n}, \triangle_{R \rho_{n}},\right. & \left.\left(-R \rho_{n}, R \rho_{n}\right) \times\{0\}\right) \\
& =\iint_{\triangle_{R \rho_{n}}}\left[\varepsilon_{n}^{3}\left|\nabla_{(x, y)}^{2} w_{n}(x, y)\right|^{2}+\frac{1}{\varepsilon_{n}} W\left(w_{n}(x, y)\right)\right] \mathrm{d} x \mathrm{~d} y+\lambda_{n} \int_{-R \rho_{n}}^{R \rho_{n}} V\left(T w_{n}(x)\right) \mathrm{d} x \\
& =\iint_{\triangle_{R \rho_{n}}}\left[\frac{\varepsilon_{n}^{3}}{\rho_{n}^{4}}\left|\nabla_{(t, s)}^{2} \bar{w}\left(\frac{x}{\rho_{n}}, \frac{y}{\rho_{n}}\right)\right|^{2}+\frac{1}{\varepsilon_{n}} W\left(\bar{w}\left(\frac{x}{\rho_{n}}, \frac{y}{\rho_{n}}\right)\right)\right] \mathrm{d} x \mathrm{~d} y+\lambda_{n} \int_{-R \rho_{n}}^{R \rho_{n}} V\left(T \bar{w}\left(\frac{x}{\rho_{n}}, \frac{y}{\rho_{n}}\right)\right) \mathrm{d} x \\
& =\iint_{\triangle_{R}}\left[\varepsilon_{n} \lambda_{n}^{\frac{2}{3}}\left|\nabla_{(t, s)}^{2} \bar{w}(t, s)\right|^{2}+\varepsilon_{n} \lambda_{n}^{-\frac{2}{3}} W(\bar{w}(t, s))\right] \mathrm{d} t \mathrm{~d} s+\varepsilon_{n} \lambda_{n}^{\frac{2}{3}} \int_{-R}^{R} V(T \bar{w}(t)) \mathrm{d} t \\
& \leqslant(L+o(1))\left[\frac{7}{16} \int_{-R}^{R} \int_{-R}^{R} \frac{\left|h^{\prime}(t)-h^{\prime}(s)\right|^{2}}{|t-s|^{2}} \mathrm{~d} t \mathrm{~d} s+\int_{-R}^{R} V(T h(t)) \mathrm{d} t\right]+C \varepsilon_{n}^{2}
\end{aligned}
$$

where we used the fact that $W$ is continuous and $\|\bar{w}\|_{\infty} \leqslant C$. Thus

$$
\begin{equation*}
\mathcal{F}_{\varepsilon}\left(w_{n}, \triangle_{R \rho_{n}},\left(-R \rho_{n}, R \rho_{n}\right) \times\{0\}\right) \leqslant L\left[\frac{7}{16} \int_{-R}^{R} \int_{-R}^{R} \frac{\left|h_{\eta}^{\prime}(t)-h_{\eta}^{\prime}(s)\right|^{2}}{|t-s|^{2}} \mathrm{~d} t \mathrm{~d} s+\int_{-R}^{R} V\left(T h_{\eta}(t)\right) \mathrm{d} t\right]+o(1) \tag{5.25}
\end{equation*}
$$

Substep 1b. To complete this step, we need to match the function $w_{n}$ to the function $\bar{u}_{n}$ given in Corollary 5.10 (with $N=2$ and $\Omega:=D_{r}$ ).

Consider the function $\widetilde{u}_{n}(x, y):=\psi_{n}(x, y) w_{n}(x, y)+\left(1-\psi_{n}(x, y)\right) \bar{u}_{n}(x, y)$ for $(x, y) \in \mathbb{R}^{2}$, where $\psi_{n} \in$ $C^{\infty}(\mathbb{R} \times(0, \infty) ;[0,1])$ satisfies $\psi_{n} \equiv 1$ in $T_{R \rho_{n}}^{+}, \psi_{n} \equiv 0$ in $\mathbb{R}^{N} \backslash \bar{T}_{R \varepsilon_{n}}^{+}$, and

$$
\begin{equation*}
\left\|\nabla \psi_{n}\right\|_{\infty} \leqslant \frac{C}{\varepsilon_{n}} \quad \text { and } \quad\left\|\nabla^{2} \psi_{n}\right\|_{\infty} \leqslant \frac{C}{\varepsilon_{n}^{2}} \tag{5.26}
\end{equation*}
$$

Since $T w_{n}=T \bar{u}_{n}=v$ in $\left(\bar{\triangle}_{R \varepsilon_{n}} \backslash \triangle_{R \rho_{n}}\right) \cap E_{r}$, we have that $T \widetilde{u}_{n}=v$ on $\left(\bar{\triangle}_{R \varepsilon_{n}} \backslash \triangle_{R \rho_{n}}\right) \cap E_{r}$. Hence $V\left(T \widetilde{u}_{n}\right)=0$ in $\left(\bar{\triangle}_{R \varepsilon_{n}} \backslash \triangle_{R \rho_{n}}\right) \cap E_{r}$. Thus, it suffices to estimate

$$
\begin{equation*}
\mathcal{F}_{\varepsilon}\left(\widetilde{u}_{n} ; L_{n}, \emptyset\right)=\int_{L_{n}}\left[\varepsilon_{n}^{3}\left|\nabla^{2} \widetilde{u}_{n}(x, y)\right|^{2}+\frac{1}{\varepsilon_{n}} W\left(\widetilde{u}_{n}(x, y)\right)\right] \mathrm{d} x \mathrm{~d} y, \tag{5.27}
\end{equation*}
$$

where $L_{n}:=\triangle_{R \varepsilon_{n}} \backslash \bar{\triangle}_{R \rho_{n}}$.
By Young's inequality and (5.26), for $(x, y) \in L_{n}$ we have

$$
\begin{align*}
\left|\nabla^{2} \widetilde{u}_{n}(x, y)\right|^{2} \leqslant(1+\eta)\left|\nabla^{2} w_{n}(x, y)\right|^{2} & +C_{\eta}\left[\left|\nabla^{2} \bar{u}_{n}(x, y)\right|^{2}\right. \\
& \left.+\frac{1}{\varepsilon_{n}^{2}}\left[\left|\nabla w_{n}(x, y)\right|^{2}+\left|\nabla \bar{u}_{n}(x, y)\right|^{2}\right]+\frac{1}{\varepsilon_{n}^{4}}\left[\left|w_{n}(x, y)\right|^{2}+\left|\bar{u}_{n}(x, y)\right|^{2}\right]\right] \tag{5.28}
\end{align*}
$$

and, so

$$
\begin{align*}
\varepsilon^{3} \iint_{L_{n}}\left|\nabla^{2} \widetilde{u}_{n}(x, y)\right|^{2} \mathrm{~d} x \mathrm{~d} y \leqslant & (1+\eta) \varepsilon_{n}^{3} \iint_{L_{n}}\left|\nabla^{2} w_{n}(x, y)\right|^{2} \mathrm{~d} x \mathrm{~d} y+C \iint_{L_{n}}\left[\varepsilon_{n}\left|\nabla w_{n}(x, y)\right|^{2}+\frac{1}{\varepsilon_{n}}\left|w_{n}(x, y)\right|^{2}\right. \\
& \left.+\varepsilon_{n}^{3}\left|\nabla^{2} \bar{u}_{n}(x, y)\right|^{2}+\varepsilon_{n}\left|\nabla \bar{u}_{n}(x, y)\right|^{2}+\frac{1}{\varepsilon_{n}}\left|\bar{u}_{n}(x, y)\right|^{2}\right] \mathrm{d} x \mathrm{~d} y \\
= & : I_{1}+I_{2}=I_{3} \tag{5.29}
\end{align*}
$$

To estimate $I_{1}$, note that

$$
\begin{equation*}
\varepsilon_{n}^{3} \iint_{L_{n}}\left|\nabla_{(x, y)}^{2} w_{n}(x, y)\right|^{2} \mathrm{~d} x \mathrm{~d} y=\frac{\varepsilon_{n}^{3}}{\rho_{n}^{4}} \iint_{L_{n}}\left|\nabla_{(t, s)}^{2} w_{n}\left(\frac{x}{\rho_{n}}, \frac{y}{\rho_{n}}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} y=\varepsilon_{n} \lambda_{n}^{\frac{2}{3}} \iint_{\frac{1}{\rho_{n}} L_{n}}\left|\nabla^{2} \bar{w}(t, s)\right|^{2} \mathrm{~d} t \mathrm{~d} s \tag{5.30}
\end{equation*}
$$

Extend $\bar{w}$ to $T_{R \frac{\varepsilon_{n}}{\rho_{n}}}$ using (5.24). Since $\bar{w}\left(t^{\prime}, \cdot\right)$ is even, by Proposition 2.9 and (5.30), we have

$$
\begin{aligned}
\varepsilon_{n}^{3} \iint_{L_{n}}\left|\nabla_{(x, y)}^{2} w_{n}(x, y)\right|^{2} \mathrm{~d} x \mathrm{~d} y & =\varepsilon_{n} \lambda_{n}^{\frac{2}{3}} \iint_{\frac{1}{\rho_{n}} L_{n}}\left|\nabla_{(t, s)}^{2} \bar{w}(t, s)\right|^{2} \mathrm{~d} t \mathrm{~d} s \\
& \leqslant \frac{7}{16} \varepsilon_{n} \lambda_{n}^{\frac{2}{3}} \iint_{\frac{1}{\rho_{n}} L_{n}}\left|\frac{h^{\prime}(s+t)-h^{\prime}(s-t)}{2 t}\right|^{2} \mathrm{~d} s \mathrm{~d} t \\
& \leqslant \frac{7}{32} \varepsilon_{n} \lambda_{n}^{\frac{2}{3}} \iint_{\frac{1}{\rho_{n}} L_{n}}\left|\frac{h^{\prime}(s+t)-h^{\prime}(s-t)}{2 t}\right|^{2} \mathrm{~d} s \mathrm{~d} t \\
& =\frac{7}{64} \varepsilon_{n} \lambda_{n}^{\frac{2}{3}} \iint_{\left(-R \lambda_{n}^{\frac{1}{3}}, R \lambda_{n}^{\frac{1}{3}}\right)^{2} \backslash[-R, R]^{2}}\left|\frac{h^{\prime}(w)-h^{\prime}(z)}{w-z}\right|^{2} \mathrm{~d} z \mathrm{~d} w
\end{aligned}
$$

The integral we are estimating is the integral over the the "square annulus" in Figure 4(b). Note that on all four corner squares of Figure $4(\mathrm{~b})$, we have $h^{\prime}(z)=h^{\prime}(w)=0$, so the integral reduces to

$$
\begin{align*}
I_{1} & \leqslant \frac{7}{32} \varepsilon_{n} \lambda_{n}^{\frac{2}{3}}\left[\int_{-R}^{R} \int_{R}^{R \lambda_{n}^{\frac{1}{3}}}\left|\frac{h^{\prime}(w)}{w-z}\right|^{2} \mathrm{~d} z \mathrm{~d} w+\int_{-R}^{R} \int_{-R \lambda_{n}^{\frac{1}{3}}}^{-R}\left|\frac{h^{\prime}(w)}{w-z}\right|^{2} \mathrm{~d} z \mathrm{~d} w\right]  \tag{5.31}\\
& \leqslant \frac{7}{32}(L+o(1))\left[\int_{-R}^{R} \int_{R}^{\infty}\left|\frac{h^{\prime}(w)}{w-z}\right|^{2} \mathrm{~d} z \mathrm{~d} w+\int_{-R}^{R} \int_{-\infty}^{-R}\left|\frac{h^{\prime}(w)}{w-z}\right|^{2} \mathrm{~d} z \mathrm{~d} w\right] .
\end{align*}
$$

To estimate $I_{2}$, note that since $\left\|w_{n}\right\|_{\infty} \leqslant C$, we have

$$
\begin{equation*}
\frac{1}{\varepsilon_{n}} \int_{L_{n}}\left|w_{n}(t, s)\right|^{2} \mathrm{~d} t \mathrm{~d} s \leqslant C \varepsilon_{n} \tag{5.32}
\end{equation*}
$$

and by Hŏlder inequality, Proposition 2.6 and (5.31), we obtain that

$$
\begin{align*}
\varepsilon_{n} \iint_{L_{n}}\left|\nabla w_{n}(t, s)\right|^{2} \mathrm{~d} t \mathrm{~d} s & \leqslant C \varepsilon_{n}\left(\left\|w_{n}\right\|_{L^{2}\left(L_{n}\right)}\left\|\nabla^{2} w_{n}\right\|_{L^{2}\left(L_{n}\right)}+\left\|w_{n}\right\|_{L^{2}\left(L_{n}\right)}^{2}\right) \\
& \leqslant C\left[\left(\varepsilon_{n}^{-\frac{1}{2}}\left\|w_{n}\right\|_{L^{2}\left(L_{n}\right)}\right)\left(\varepsilon_{n}^{\frac{3}{2}}\left\|\nabla^{2} w_{n}\right\|_{L^{2}\left(L_{n}\right)}\right)+\varepsilon_{n}\left\|w_{n}\right\|_{L^{2}\left(L_{n}\right)}^{2}\right] \\
& \leqslant C\left(\sqrt{\varepsilon_{n}}+\varepsilon_{n}^{3}\right) \tag{5.33}
\end{align*}
$$

Combining (5.32) and (5.33) yields

$$
\begin{equation*}
I_{2} \leqslant C \sqrt{\varepsilon_{n}} \tag{5.34}
\end{equation*}
$$

We estimate $I_{3}$ using (5.21). Precisely,

$$
\begin{equation*}
I_{3} \leqslant \frac{C}{\varepsilon_{n}} \mathcal{L}^{2}\left(L_{n}\right) \leqslant C \varepsilon_{n} \tag{5.35}
\end{equation*}
$$

Finally, using the fact that $\widetilde{u}_{n}$ is bounded in $L^{\infty}\left(L_{n}\right)$, we have

$$
\begin{equation*}
\frac{1}{\varepsilon_{n}} \iint_{L_{n}} W\left(\widetilde{u}_{n}(x, y)\right) \mathrm{d} x \mathrm{~d} y \leqslant \frac{C}{\varepsilon_{n}} \mathcal{L}^{2}\left(L_{n}\right) \leqslant C \varepsilon_{n} \tag{5.36}
\end{equation*}
$$

Using (5.27), (5.29), (5.31), (5.34), (5.35), and (5.36), we obtain that

$$
\begin{equation*}
\mathcal{F}_{\varepsilon}\left(\widetilde{u}_{n}, L_{n}, \emptyset\right) \leqslant \frac{7 L}{32}\left[\int_{-R}^{R} \int_{R}^{\infty}\left|\frac{h^{\prime}(w)}{w-z}\right|^{2} \mathrm{~d} z \mathrm{~d} w+\int_{-R}^{R} \int_{-\infty}^{-R}\left|\frac{h^{\prime}(w)}{w-z}\right|^{2} \mathrm{~d} z \mathrm{~d} w\right]+o(1) . \tag{5.37}
\end{equation*}
$$

Combine (5.25) and (5.37) to obtain

$$
\begin{align*}
& \mathcal{F}_{\varepsilon}\left(\widetilde{u}_{n}, \triangle_{R \varepsilon_{n}},\left(-R \varepsilon_{n}, R \varepsilon_{n}\right) \times\{0\}\right) \\
& \qquad \leqslant\left[\frac{7}{16} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left|\frac{h^{\prime}(w)-h^{\prime}(z)}{w-z}\right|^{2} \mathrm{~d} z \mathrm{~d} w+\int_{-\infty}^{\infty} V(h(z)) \mathrm{d} z\right]+o(1) \leqslant \bar{c}+\eta+o(1) \tag{5.38}
\end{align*}
$$

On the other hand, from Corollary 5.10 we know that

$$
\begin{align*}
\mathcal{F}_{\varepsilon}\left(\widetilde{u}_{n}, D_{r} \backslash T_{R \varepsilon_{n}}^{+}, \emptyset\right) & =\mathcal{F}_{\varepsilon}\left(\bar{u}_{n}, D_{r} \backslash T_{R \varepsilon_{n}}^{+}, \emptyset\right) \\
& \leqslant(m+\eta) \mathcal{H}^{1}(S u)+\sum_{z=a, b} \sum_{\xi=\alpha, \beta}(\sigma(z, \xi)+\eta) \mathcal{H}^{1}(\{T u=z, v=\xi\})+o(1) . \tag{5.39}
\end{align*}
$$

The result follows by combining (5.38) and (5.39).


Figure 5. Scheme for the flattening of the boundary and of $S v$.
Step 2. General $N$-dimensional problem.
In this case, we define $u_{n}(x):=\widetilde{u}_{n}\left(x_{N-1}, x_{N}\right)$ for $x=\left(x^{\prime \prime}, x_{N-1}, x_{N}\right) \in D_{r}$. By Fubini's theorem and Step 1, we deduce that

$$
\begin{aligned}
\mathcal{F}_{\varepsilon}\left(u_{n}, B_{r}^{+}, E_{r}\right)= & \int_{B_{r}^{N-2}} \mathcal{F}_{\varepsilon_{n}}\left(\widetilde{u}_{n} ; D_{r}^{x^{\prime \prime}}, E_{r}^{x^{\prime \prime}}\right) \mathrm{d} x^{\prime \prime} \\
\leqslant & \int_{B_{r}^{N-2}}\left[(m+\eta) \mathcal{H}^{1}\left(S u \cap\left(\left\{x^{\prime \prime}\right\} \times \mathbb{R}^{2}\right)\right)\right. \\
& +\sum_{z=a, b} \sum_{\xi=\alpha, \beta}(\sigma(z, \xi)+\eta) \mathcal{H}^{1}\left(\{T u=z, v=\xi\} \cap\left(\left\{x^{\prime \prime}\right\} \times \mathbb{R}^{2}\right)\right) \\
& \left.+(\bar{c}+\eta) L \mathcal{H}^{0}\left(S v \cap\left(\left\{x^{\prime \prime}\right\} \times \mathbb{R}^{2}\right)\right)\right] \mathrm{d} x^{\prime \prime}+o(1)
\end{aligned}
$$

Using Theorem 2.12, we then deduce that
$\limsup _{n \rightarrow \infty} \mathcal{F}_{\varepsilon}\left(u_{n}, B_{r}^{+}, E_{r}\right) \leqslant(m+\eta) \mathcal{H}^{N-1}(S u)+\sum_{z=a, b} \sum_{\xi=\alpha, \beta}(\sigma(z, \xi)+\eta) \mathcal{H}^{N-1}(\{T u=z, v=\xi\})+(\bar{c}+\eta) L \mathcal{H}^{N-2}(S v)$.
This completes the proof.
Proposition 5.12. Let $W: \mathbb{R} \rightarrow[0, \infty)$ satisfy $\left(H_{1}^{W}\right)-\left(H_{2}^{W}\right)$, let $V: \mathbb{R} \rightarrow[0, \infty)$ satisfy $\left(H_{1}^{V}\right)-\left(H_{3}^{V}\right)$. Let $\varepsilon_{n} \rightarrow 0^{+}$with $\varepsilon_{n} \lambda_{n}^{\frac{2}{3}} \rightarrow L \in(0, \infty)$, let $\eta>0$, and let $u \in B V(\Omega ;\{a, b\})$ and $v \in B V(\partial \Omega ;\{\alpha, \beta\})$, with $S u$ an $N-1$ manifold of class $C^{2}$ such that $\mathcal{H}^{N-1}(\partial \Omega \cap \overline{S u})=0$ and $S v$ an $N-2$ manifold of class $C^{2}$. Then there exists $\left\{u_{n}\right\} \subset H^{2}(\Omega)$ such that $u_{n} \rightarrow u$ in $L^{2}(\Omega), T u_{n} \rightarrow v$ in $L^{2}(\partial \Omega)$, and

$$
\limsup _{n} \mathcal{F}_{\varepsilon_{n}}\left(u_{n}\right) \leqslant(m+\eta) \mathcal{H}^{N-1}(S u)+\sum_{z=a, b} \sum_{\xi=\alpha, \beta}(\sigma(z, \xi)+\eta) \mathcal{H}^{N-1}(\{T u=z, v=\xi\})+(\bar{c}+\eta) L \mathcal{H}^{N-2}(S v)
$$

where $m, \sigma$, and $\bar{c}$ are the constants defined in (1.2), (1.3), and (1.5), respectively.
Proof. From Corollary 5.10, it suffices to prove that

$$
\begin{align*}
\limsup _{n} & \mathcal{F}_{\varepsilon_{n}}\left(u_{n} ; \Omega \cap B\left(x_{0} ; r\right), \partial \Omega \cap B\left(x_{0} ; r\right)\right) \leqslant(m+\eta) \mathcal{H}^{N-1}\left(S u \cap B\left(x_{0} ; r\right)\right) \\
& +\sum_{z=a, b} \sum_{\xi=\alpha, \beta}(\sigma(z, \xi)+\eta) \mathcal{H}^{N-1}\left(\{T u=z, v=\xi\} \cap B\left(x_{0} ; r\right)\right)+(\bar{c}+\eta) L \mathcal{H}^{N-2}\left(S v \cap B\left(x_{0} ; r\right)\right) \tag{5.40}
\end{align*}
$$

for each point $x_{0} \in S v$ and for some neighborhood $A$ of $x_{0}$.
The idea of the proof is to change variables suitably to be in the conditions of Proposition 5.11, i.e., when $\partial \Omega \cap B\left(x_{0} ; r\right)$ is flat and $S \bar{v} \cap B\left(x_{0} ; r\right)$ is a line, as in Figure 5. First we fix a point $x_{0} \in S v$. Since the domain is of class $C^{2}$, we can find $\bar{r}>0$ such that, up to a rotation,

$$
\begin{equation*}
\partial \Omega \cap B\left(x_{0} ; \bar{r}\right)=\left\{x \in \mathbb{R}^{N}: x_{N}=\gamma_{1}\left(x^{\prime}\right)\right\} \tag{5.41}
\end{equation*}
$$

for some function $\gamma_{1} \in C^{2}\left(\mathbb{R}^{N-1}\right)$. So we define $\Psi_{1}(x):=\left(x^{\prime}, x_{N}-\gamma_{1}\left(x^{\prime}\right)\right), \bar{u}(y):=\left(u \circ \Psi_{1}^{-1}\right)(y)$, and $\bar{v}(y):=\left(v \circ \Psi_{1}^{-1}\right)(y)$.

Moreover, $S \bar{v}$ is also of class $C^{2}$, so we can find $0<r<\bar{r}$ such that, up to a "horizontal rotation", i.e., $R=\left(\begin{array}{c|c}R^{\prime} & 0 \\ \hline 0 & 1\end{array}\right)$, with $R^{\prime} \in S O(N-1)$, we have

$$
S \bar{v} \cap B\left(x_{0} ; r\right)=\left\{y \in \mathbb{R}^{N-1} \times\{0\}: y_{N-1}=\gamma_{2}\left(y^{\prime \prime}\right)\right\}
$$

for some function $\gamma_{2} \in C^{2}\left(\mathbb{R}^{N-2}\right)$. Let $\Psi_{2}(y):=\left(y^{\prime \prime}, y_{N-1}-\gamma_{2}\left(y^{\prime \prime}\right), y_{N}\right)$, $\overline{\bar{u}}(z):=\left(\bar{u} \circ \Psi_{2}^{-1}\right)(z)=$ $\left(u \circ\left(\Psi_{2} \circ \Psi_{1}\right)^{-1}\right)(z), \overline{\bar{v}}(z):=\left(v \circ\left(\Psi_{2} \circ \Psi_{1}\right)^{-1}\right)(z)$.

Let $\Phi:=\Psi_{2} \circ \Psi_{1}: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$, which is a bi-Lipschitz homeomorphism. Moreover, its isometry defect $\delta_{r}$ vanishes as $r \rightarrow 0$ due to the regularity of both $\partial \Omega$ and $S v$.

Let $z_{0}:=\Phi\left(x_{0}\right) \in S \overline{\overline{z_{0}}}$. Note that $D_{r}:=\Phi\left(\Omega \cap B\left(x_{0} ; r\right)\right)$ is a neighborhood of $z_{0}$, and set $E_{r}:=\Phi(\partial \Omega \cap$ $\left.B\left(x_{0} ; r\right)\right)$. Let $\left\{u_{n}\right\} \subset H^{2}\left(D_{r}\right)$ be defined as in Proposition 5.11 with $\overline{\bar{u}}$ and $\overline{\bar{v}}$. Then from Proposition 5.5, we have that

$$
\begin{aligned}
& \mathcal{F}_{\varepsilon_{n}}\left(u_{n} \circ \Phi ; \Omega \cap B\left(x_{0} ; r\right), \partial \Omega \cap B\left(x_{0} ; r\right)\right) \leqslant\left(1-\delta_{r}\right)^{-(N+4)} \mathcal{F}_{\varepsilon_{n}}\left(u_{n} ; D_{r}, E_{r}\right) \\
&+\frac{\delta_{r}}{\left(1-\delta_{r}\right)^{N+2}} \varepsilon_{n}^{3} \int_{D_{r}}\left(\left|\nabla^{2} u_{n}(z)\right|\left|\nabla u_{n}(z)\right|+\delta_{r}\left|\nabla u_{n}(z)\right|^{2}\right) \mathrm{d} z
\end{aligned}
$$

On the other hand, by Hölder and Propositions 2.6 and 5.11 , we have that

$$
\varepsilon_{n}^{3} \int_{B^{+}\left(z_{0} ; r\right)}\left(\left|\nabla^{2} u_{n}(z)\right|\left|\nabla u_{n}(z)\right|+\delta_{r}\left|\nabla u_{n}(z)\right|^{2}\right) \mathrm{d} z \leqslant C \varepsilon_{n}
$$

and that

$$
\begin{aligned}
& \mathcal{F}_{\varepsilon_{n}}\left(u_{n} ; D_{r}, E_{r}\right) \leqslant(m+\eta) \mathcal{H}^{N-1}\left(S \overline{\bar{u}} \cap D_{r}\right)+\sum_{z=a, b} \sum_{\xi=\alpha, \beta}(\sigma(z, \xi)+\eta) \mathcal{H}^{N-1}\left(\{T \overline{\bar{u}}=z, \overline{\bar{v}}=\xi\} \cap E_{r}\right) \\
&+(\bar{c}+\eta) L \mathcal{H}^{N-2}\left(S \overline{\bar{v}} \cap E_{r}\right)+o(1)
\end{aligned}
$$

Moreover,

$$
\begin{aligned}
\mathcal{H}^{N-1}\left(S \overline{\bar{u}} \cap D_{r}\right) & =\mathcal{H}^{N-1}\left(S\left(u \circ \Phi^{-1}\right) \cap D_{r}\right)=\mathcal{H}^{N-1}\left(\Phi(S u) \cap \Phi\left(\Omega \cap B\left(x_{0} ; r\right)\right)\right) \\
& \leqslant \mathcal{H}^{N-1}\left(\Phi\left(S u \cap B\left(x_{0} ; r\right)\right)\right) \leqslant \operatorname{Lip}(\Phi)^{N-1} \mathcal{H}^{N-1}\left(S u \cap B\left(x_{0} ; r\right)\right) \\
& =\mathcal{H}^{N-1}\left(S u \cap B\left(x_{0} ; r\right)\right),
\end{aligned}
$$

because $\Phi$ is an isomorphism. Analogously, we deduce that

$$
\begin{aligned}
& \mathcal{H}^{N-1}\left(\{T \overline{\bar{u}}=z, \overline{\bar{v}}=\xi\} \cap D_{r}\right) \leqslant \mathcal{H}^{N-1}\left(\{T u=z, v=\xi\} \cap B\left(x_{0} ; r\right)\right), \\
& \mathcal{H}^{N-2}\left(S \overline{\bar{v}} \cap D_{r}\right) \leqslant \mathcal{H}^{N-2}\left(S v \cap B\left(x_{0} ; R \varepsilon_{n}\right)\right) .
\end{aligned}
$$

$$
\begin{aligned}
& \text { Hence } \\
& \begin{aligned}
& \limsup _{n} \mathcal{F}_{\varepsilon_{n}}\left(u_{n} \circ \Phi ; \Omega \cap B^{+}\left(x_{0} ; r\right) ; \partial \Omega \cap B\left(x_{0} ; r\right)\right) \leqslant\left(1-\delta_{r}\right)^{-(N+4)}\left[(m+\eta) \mathcal{H}^{N-1}\left(S u \cap B\left(x_{0} ; r\right)\right)\right. \\
&\left.+\sum_{z=a, b} \sum_{\xi=\alpha, \beta}(\sigma(z, \xi)+\eta) \mathcal{H}^{N-1}\left(\{T u=z, v=\xi\} \cap B\left(x_{0} ; r\right)\right)+(\bar{c}+\eta) L \mathcal{H}^{N-2}\left(S v \cap B\left(x_{0} ; r\right)\right)\right] .
\end{aligned} .
\end{aligned}
$$

This proves the result.

Proof of Theorem 1.2(ii). Since $u \in B V(\Omega ;\{a, b\})$, we may write $u$ as

$$
u(x)= \begin{cases}a & \text { if } x \in E_{a} \\ b & \text { if } x \in \Omega \backslash E_{a}\end{cases}
$$

where $E_{a}$ is a set of finite perimeter in $\Omega$. Similarly, since $v \in B V(\partial \Omega ;\{\alpha, \beta\})$, we may write $v$ as

$$
v(x)= \begin{cases}\alpha & \text { if } x \in F_{\alpha} \\ \beta & \text { if } x \in \partial \Omega \backslash F_{\alpha}\end{cases}
$$

where $F_{\alpha}$ is a set of finite perimeter in $\partial \Omega$. Apply Proposition 2.11 to the set $E_{a}$ to obtain a sequence of sets $E_{k}$ of class $C^{2}$ such that $\mathcal{L}^{N}\left(E_{a} \triangle E_{k}\right) \rightarrow 0$ and $\mathcal{H}^{N-1}\left(\partial E_{a} \cap \partial E_{k}\right) \rightarrow 0$. By slightly modifying each $E_{k}$, we may assume that $\mathcal{H}^{N-1}\left(\partial \Omega \cap \partial E_{k}\right)=0$. Similarly, by Proposition 2.13 applied to the set $F_{\alpha}$, we may find a sequence of sets $F_{k} \subset \partial \Omega$ of class $C^{2}$ such that $\mathcal{H}^{N-1}\left(F_{\alpha} \triangle F_{k}\right) \rightarrow 0$ and $\mathcal{H}^{N-2}\left(\partial_{\partial \Omega} F_{\alpha} \triangle \partial_{\partial \Omega} F_{k}\right) \rightarrow 0$. Define the sequences of functions

$$
u_{k}(x):=\left\{\begin{array}{ll}
a & \text { if } x \in \Omega \cap E_{k}, \\
b & \text { if } x \in \Omega \backslash E_{k},
\end{array} \quad v_{k}(x):= \begin{cases}\alpha & \text { if } x \in \partial \Omega \cap F_{k}, \\
\beta & \text { if } x \in \partial \Omega \backslash F_{k}\end{cases}\right.
$$

Apply Proposition 5.12 to find $\left\{u_{k, n}\right\} \subset H^{2}(\Omega)$ such that $u_{k, n} \xrightarrow{n} u_{k}$ in $L^{2}(\Omega), T u_{k, n} \xrightarrow{n} v_{k}$ in $L^{2}(\partial \Omega)$, and $\limsup _{n} \mathcal{F}_{\varepsilon_{n}}\left(u_{k, n}\right) \leqslant\left(m+\frac{1}{k}\right) \operatorname{Per}_{\Omega}\left(E_{k}\right)+\sum_{z=a, b} \sum_{\xi=\alpha, \beta}\left(\sigma(z, \xi)+\frac{1}{k}\right) \mathcal{H}^{N-1}\left(\left\{T u_{k}=z\right\} \cap\left\{v_{k}=\xi\right\}\right)+\left(\bar{c}+\frac{1}{k}\right) L \operatorname{Per}_{\partial \Omega}\left(F_{k}\right)$.

Since $u_{k} \rightarrow u$ in $L^{2}(\Omega)$ and $v_{k} \rightarrow v$ in $L^{2}(\partial \Omega)$, we have

$$
\begin{gathered}
\lim _{k} \lim _{n}\left\|u_{k, n}-u\right\|_{L^{2}(\Omega)}=0, \quad \lim _{k} \lim _{n}\left\|T u_{k, n}-v\right\|_{L^{2}(\partial \Omega)}=0 \\
\limsup _{k} \limsup _{n} \mathcal{F}_{\varepsilon_{n}}\left(u_{k, n}\right) \leqslant m \operatorname{Per}_{\Omega}\left(E_{a}\right)+\sum_{z=a, b} \sum_{\xi=\alpha, \beta} \sigma(z, \xi) \mathcal{H}^{N-1}(\{T u=z\} \cap\{v=\xi\})+\bar{c} L \operatorname{Per}_{\partial \Omega}\left(F_{\alpha}\right)
\end{gathered}
$$

Diagonalize to get a subsequence $k_{n} \rightarrow \infty$ and obtain $u_{n}:=u_{k_{n}, n} \rightarrow u$ in $L^{2}(\Omega), T u_{n} \rightarrow v$ in $L^{2}(\partial \Omega)$, and

$$
\limsup _{n} \mathcal{F}_{\varepsilon_{n}}\left(u_{n}\right) \leqslant m \operatorname{Per}_{\Omega}\left(E_{a}\right)+\sum_{z=a, b} \sum_{\xi=\alpha, \beta} \sigma(z, \xi) \mathcal{H}^{N-1}(\{T u=z\} \cap\{v=\xi\})+\bar{c} L \operatorname{Per}_{\partial \Omega}\left(F_{\alpha}\right) .
$$

This completes the proof.
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