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## 1. Introduction

The control for evolution equations aims to drive the solution to a prescribed state starting from a certain initial condition. One acts on the equation through a source term, a so-called distributed control, or through a boundary condition. To achieve general results one wishes for the control to only act in part of the domain or its boundary and to have as much latitude as possible in the choice of the control region: location, size, shape.

Here, we focus on the heat equation in a smooth and bounded domain $\Omega$ in $\mathbb{R}^{n}$ for a time interval $(0, T)$, $T>0$ and for a distributed control $f$ we consider

$$
\begin{cases}\triangle u-\partial_{t} u=f(x, t) \chi_{\omega}(x), & \text { in } \Omega \times(0, T),  \tag{1.1}\\ u=0, & \text { on } \partial \Omega \times[0, T], \\ u(0)=u_{0}, & \text { in } \Omega .\end{cases}
$$

Here, $\omega \subset \Omega$ is an interior control region. The null controllability of this equation, i.e., the existence for any $u_{0}$ in $L^{2}(\Omega)$ of a control $f$ in $L^{2}(\omega \times(0, T))$ with

$$
\begin{equation*}
\|f\|_{L^{2}(\omega \times(0, T))} \leq N\left\|u_{0}\right\|_{L^{2}(\Omega)}, \tag{1.2}
\end{equation*}
$$

such that $u(T)=0$, was proved in [16] by means of local Carleman estimates for the elliptic operator $\triangle+\partial_{y}^{2}$ over $\Omega \times \mathbb{R}$. A second approach based on global Carleman estimates for the backward parabolic operator $\Delta+\partial_{t}$ [10], also led to the null controllability of the heat equation. The first approach has been used for the treatment

[^0]of time-independent parabolic operators associated to self-adjoint elliptic operators, while the second allows to address time-dependent non-selfadjoint parabolic operators and semi-linear evolutions.

The method introduced in [16] was further extended to study thermoelasticity [17], thermoelastic plates [4] and semigroups generated by fractional orders of elliptic operators [20]. It has also been used to prove null controllability in the case of non smooth coefficients [5, 26]. The method of [16] has also be extended to treat some non-selfadjoint cases, e.g. non symmetric systems [15] and all 1-dimensional time-independent parabolic equations [2].

In the above works, the control region $\omega$ is always assumed to contain an open ball. Also, the cost of controllability (the smallest constant $N$ found for the inequality (1.2)) depends on this fact. The reason for these is that the main technique used in the arguments, Carleman inequalities, requires to construct suitable Carleman weights: a role for functions which requires smoothness (at least $C^{2}$ ) and to have the extreme values in proper regions associated to the control region $\omega$, the larger body $\Omega$ and possibly the value of $T>0$. The construction of such functions seems to be not possible, when $\omega$ does not contain a ball.

Motivated by these facts Puel and Zuazua raised the question wether the null controllability of the heat equation is possible when the control region is a measurable set. A positive partial answer to this question was explained by the second author at the June 2008 meeting Control of Physical Systems and Partial Differential Equations held at the Institute Henri Poincaré. Here, we give a formal account of the results.

Theorem 1.1. Let $n \geq 2$. Then, $\triangle-\partial_{t}$ is null-controllable at all positive times, with distributed controls acting over a measurable set $\omega \subset \Omega$ with positive Lebesgue measure, when

$$
\triangle=\nabla \cdot(\mathbf{A}(x) \nabla \cdot)+V(x)
$$

is a self-adjoint elliptic operator, the coefficients matrix $\mathbf{A}$ is smooth in $\bar{\Omega}, V$ is bounded in $\Omega$ and both are real-analytic in an open neighborhood of $\omega$. The same holds when $n=1$,

$$
\triangle=\frac{1}{\rho(x)}\left[\partial_{x}\left(a(x) \partial_{x}\right)+b(x) \partial_{x}+c(x)\right]
$$

and $a, b, c$ and $\rho$ are measurable functions in $\Omega=(0,1)$.
In regard to boundary null controllability, i.e., the existence for any $u_{0}$ in $L^{2}(\Omega)$ of a control $h$ in $L^{2}(\gamma \times(0, T))$ with

$$
\begin{equation*}
\|h\|_{L^{2}(\gamma \times(0, T))} \leq N\left\|u_{0}\right\|_{L^{2}(\Omega)} \tag{1.3}
\end{equation*}
$$

such that the solution to

$$
\begin{cases}\triangle u-\partial_{t} u=0, & \text { in } \Omega \times(0, T)  \tag{1.4}\\ u=h(x, t) \chi_{\gamma}(x), & \text { on } \partial \Omega \times[0, T] \\ u(0)=u_{0}, & \text { in } \Omega\end{cases}
$$

verifies $u(T) \equiv 0$, we have the following result.
Theorem 1.2. Let $n \geq 2$. Then, $\triangle-\partial_{t}$ is null-controllable at all times $T>0$ with boundary controls acting over a measurable set $\gamma \subset \partial \Omega$ with positive surface measure when

$$
\triangle=\nabla \cdot(\mathbf{A}(x) \nabla \cdot)+V(x)
$$

is a self-adjoint elliptic operator, the coefficients matrix $\mathbf{A}$ is smooth in $\bar{\Omega}, V$ is bounded in $\Omega$ and both are real-analytic in an open neighborhood of $\gamma$ in $\bar{\Omega}$.

The results in Theorems 1.1 and 1.2 follow from a straightforward application of the linear construction of the control function for the systems (1.1) and (1.4) developed in [16] and the following observability inequality or propagation of smallness estimate established in [28] (see also [23, 24]).

Theorem 1.3. Assume that $f: B_{2 R} \subset \mathbb{R}^{n} \longrightarrow \mathbb{R}$ is a real-analytic function verifying

$$
\begin{equation*}
\left|\partial^{\alpha} f(x)\right| \leq \frac{M|\alpha|!}{(\rho R)^{|\alpha|}}, \quad \text { when } \quad x \in B_{2 R}, \alpha \in \mathbb{N}^{n} \tag{1.5}
\end{equation*}
$$

for some $M>0,0<\rho \leq 1$ and $E \subset B_{\frac{R}{2}}$ is a measurable set with positive measure. Then, there are positive constants $N=N\left(\rho,|E| /\left|B_{R}\right|\right)$ and $\theta=\theta\left(\rho,|E| /\left|B_{R}\right|\right)$ such that

$$
\|f\|_{L^{\infty}\left(B_{R}\right)} \leq N\left(f_{E}|f| \mathrm{d} x\right)^{\theta} M^{1-\theta}
$$

The experts will realize that the word smooth describing the global regularity of $\partial \Omega, \mathbf{A}$ and $V$ (away from the measurable sets $\omega$ and $\gamma$ respectively) in Theorems 1.1 and 1.2 can be relaxed to $\partial \Omega$ is $C^{2}, \mathbf{A}$ is Lipschitz in $\bar{\Omega}$ and $V$ is bounded (See $[10,16,17,25]$ ).

To simplify the exposition and to show the strength of Theorem 1.3 we give the proof of Theorems 1.1 and 1.2 under the assumptions that $\partial \Omega, \mathbf{A}$ and $V$ are globally real analytic. We do it because it makes more clear how the construction algorithm of the control function in [16] and Theorem 1.3 can also be applied to prove the interior null-controllability (Thm. 1.1) for other parabolic evolutions whose corresponding observability or spectral inequalities (suitable Carleman inequalities) are otherwise unknown. Examples of these parabolic evolutions are the ones associated to selfadjoint elliptic systems with unknowns $\mathbf{u}=\left(u^{1}, \ldots, u^{m}\right)$,

$$
L_{\alpha} \mathbf{u}=\partial_{i}\left(a_{i j}^{\alpha \beta}(x) \partial_{j} u^{\beta}\right), \quad \alpha=1, \ldots, m
$$

with $a_{i j}^{\alpha \beta}=a_{j i}^{\beta \alpha}$, for $\alpha, \beta=1, \ldots, m, i, j=1, \ldots, n$, and with coefficients matrices verifying for some $\delta>0$ the strong ellipticity condition,

$$
\sum_{i, j, \alpha, \beta} a_{i j}^{\alpha \beta}(x) \xi_{i}^{\alpha} \xi_{j}^{\beta} \geq \delta \sum_{i, \alpha}\left|\xi_{i}^{\alpha}\right|^{2}, \quad \text { when } \boldsymbol{\xi} \in \mathbb{R}^{n m}, x \in \mathbb{R}^{n}
$$

or the more general Legendre-Hadamard condition

$$
\begin{equation*}
\sum_{i, j, \alpha, \beta} a_{i j}^{\alpha \beta}(x) \xi_{i} \xi_{j} \eta^{\alpha} \eta^{\beta} \geq \delta|\xi|^{2}|\boldsymbol{\eta}|^{2}, \quad \text { when } \xi \in \mathbb{R}^{n}, \boldsymbol{\eta} \in \mathbb{R}^{m}, x \in \mathbb{R}^{n} \tag{1.6}
\end{equation*}
$$

We recall that the Lamé system of elasticity

$$
\nabla \cdot\left(\mu(x)\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{t}\right)\right)+\nabla(\lambda(x) \nabla \cdot \mathbf{u})
$$

with $\mu \geq \delta, \mu+\lambda \geq 0$ in $\mathbb{R}^{n}, m=n$ and $a_{i j}^{\alpha \beta}=\mu\left(\delta_{\alpha \beta} \delta_{i j}+\delta_{i \beta} \delta_{j \alpha}\right)+\lambda \delta_{j \beta} \delta_{\alpha i}$, are examples of systems verifying (1.6). Here, $a_{i j}^{\alpha \beta}, \mu$ and $\lambda$ can either be constants or real analytic functions on $\bar{\Omega}$.

It also makes clear that under such hypothesis one may replace the Carleman inequalities used in the literature to prove the observability or propagation of smallness inequalities necessary in the process of applying the construction algorithm in $[16,17]$ by a finite number of successive applications of Theorem 1.3. Of course, it has the drawback that it requires more smoothness on the operators and on the boundary of $\Omega$ but on the contrary, with Theorem 1.3 and the construction methods in $[16,17]$ one can handle the null-controllability with distributed controls of other parabolic evolutions, which as far as the authors know were unknown: like the second order evolutions explained above or for higher order evolutions as

$$
\partial_{t} u+(-1)^{m} \triangle^{m} u, m=2, \ldots
$$

with Dirichlet boundary conditions on $\partial \Omega$, i.e., $u=\nabla u=\cdots=\nabla^{m-1} u=0$.

In Section 2 we give first the proofs of Theorems 1.1 and 1.2 as it is explained above. We then show how to extend Theorem 1.1 to the evolutions (2.25) and (2.31) in Remark 2.2, while the problems we find to extend Theorem 1.2 to these evolutions are explained in Remark 2.3 for the simpler case of parabolic systems. In Remark 2.4 we give the proof of Theorem 1.1 when $\partial \Omega, \mathbf{A}$ and $V$ are globally smooth and $\mathbf{A}$ and $V$ are real analytic in a neighborhood of the measurable set $\omega$. An outline of a proof of Theorem 1.2, when $\partial \Omega$, A and $V$ are real analytic near $\gamma$ and smooth elsewhere appears in Remark 2.4.

For the sake of completeness, we include a proof of Theorem 1.3 in Section 3. It is built with ideas taken from $[18,23,28]$.

## 2. Proof of Theorems 1.1 and 1.2

We begin by setting up the formal hypothesis: first we assume there is $0<\delta \leq 1$ such that

$$
\delta|\xi|^{2} \leq \mathbf{A}(x) \xi \cdot \xi \leq \delta^{-1}|\xi|^{2}, \quad \text { for all } x \in \Omega, \quad \xi \in \mathbb{R}^{n}
$$

$\Omega$ is a bounded domain in $\mathbb{R}^{n}, n \geq 2$, with a real analytic boundary and $\mathbf{A}, V$ are real analytic in $\bar{\Omega}$, i.e., there are $r>0$ and $0<\delta \leq 1$ such that

$$
\left|\partial^{\alpha} \mathbf{A}(x)\right|+\left|\partial^{\alpha} V(x)\right| \leq|\alpha|!\delta^{-|\alpha|-1}, \quad \text { when } x \in \bar{\Omega}, \alpha \in \mathbb{N}^{n}
$$

and for each $x \in \partial \Omega$, there are a new coordinate system (where $x=0$ ) and a real analytic function $\varphi: B_{r}^{\prime} \subset$ $\mathbb{R}^{n-1} \longrightarrow \mathbb{R}$ verifying

$$
\begin{gather*}
\varphi\left(0^{\prime}\right)=0,\left|\partial^{\alpha} \varphi\left(x^{\prime}\right)\right| \leq|\alpha|!\delta^{-|\alpha|-1}, \quad \text { when } x^{\prime} \in B_{r}^{\prime}, \alpha \in \mathbb{N}^{n-1}, \\
B_{r} \cap \Omega=B_{r} \cap\left\{\left(x^{\prime}, x_{n}\right): x^{\prime} \in B_{r}^{\prime}, x_{n}>\varphi\left(x^{\prime}\right)\right\},  \tag{2.1}\\
B_{r} \cap \partial \Omega=B_{r} \cap\left\{\left(x^{\prime}, x_{n}\right): x^{\prime} \in B_{r}^{\prime}, x_{n}=\varphi\left(x^{\prime}\right)\right\} .
\end{gather*}
$$

For $\rho>0$, we set

$$
\begin{gathered}
\Omega_{\rho}=\{x \in \Omega: d(x, \partial \Omega) \leq \rho\}, \quad \Omega^{\rho}=\{x \in \Omega: d(x, \partial \Omega) \geq \rho\} \\
\Omega(\rho)=\left\{x \in \mathbb{R}^{n}: d(x, \Omega) \leq \rho\right\}
\end{gathered}
$$

and $|E|$ denotes the Lebesgue or surface measure of a measurable set $E$.
Proof of Theorem 1.1. We may assume that the eigenvalues with zero Dirichlet condition for $\triangle=\nabla \cdot(\mathbf{A}(x) \nabla \cdot)+$ $V(x)$ on $\Omega$ are all positive

$$
0<\omega_{1}^{2}<\omega_{2}^{2} \leq \omega_{3}^{2} \leq \cdots \leq \omega_{j}^{2} \leq \ldots
$$

and $\left\{e_{j}\right\}$ denotes the sequence of $L^{2}(\Omega)$-normalized eigenfunctions,

$$
\begin{cases}\triangle e_{j}+\omega_{j}^{2} e_{j}=0, & \text { in } \Omega \\ e_{j}=0, & \text { in } \partial \Omega\end{cases}
$$

When $\omega \subset \Omega$ is measurable with positive Lebesgue measure, the method in [16] shows that one can find and $L^{2}(\omega \times(0, T))$ control function $f$ verifying (1.2) for the system (1.1), provided there is $N=N(|\omega|, \Omega, r, \delta)$ such that the inequality

$$
\begin{equation*}
\sum_{\omega_{j} \leq \mu} a_{j}^{2}+b_{j}^{2} \leq \mathrm{e}^{N \mu} \iint_{\omega \times\left[\frac{1}{4}, \frac{3}{4}\right]}\left|\sum_{\omega_{j} \leq \mu}\left(a_{j} \mathrm{e}^{\omega_{j} y}+b_{j} \mathrm{e}^{-\omega_{j} y}\right) e_{j}\right|^{2} \mathrm{~d} x \mathrm{~d} y \tag{2.2}
\end{equation*}
$$

holds for $\mu \geq \omega_{1}$ and all sequences $a_{1}, a_{2}, \ldots$ and $b_{1}, b_{2}, \ldots$ Set then

$$
\begin{equation*}
u(x, y)=\sum_{\omega_{j} \leq \mu}\left(a_{j} \mathrm{e}^{\omega_{j} y}+b_{j} \mathrm{e}^{-\omega_{j} y}\right) e_{j} \tag{2.3}
\end{equation*}
$$

It satisfies

$$
\begin{cases}\triangle u+\partial_{y}^{2} u=0, & \text { in } \Omega \times \mathbb{R}  \tag{2.4}\\ u=0, & \text { on } \partial \Omega \times \mathbb{R}\end{cases}
$$

and $u$ is real analytic in $\bar{\Omega} \times \mathbb{R}$. Moreover, given $\left(x_{0}, y_{0}\right)$ in $\bar{\Omega} \times \mathbb{R}$ and $R \leq 1$, there are $N=N(r, \delta)$ and $\rho=\rho(r, \delta), 0<\rho \leq 1$, such that

$$
\begin{equation*}
\left\|\partial_{x}^{\alpha} \partial_{y}^{\beta} u\right\|_{L^{\infty}\left(B_{R}\left(x_{0}, y_{0}\right) \cap \Omega \times \mathbb{R}\right)} \leq \frac{N(|\alpha|+\beta)!}{(R \rho)^{|\alpha|+\beta}}\left(\int_{B_{2 R}\left(x_{0}, y_{0}\right) \cap \Omega \times \mathbb{R}}|u|^{2} \mathrm{~d} x \mathrm{~d} y\right)^{\frac{1}{2}} \tag{2.5}
\end{equation*}
$$

when $\alpha \in \mathbb{N}^{n}$ and $\beta \geq 1$. For the later see [21], Chapter 5, [13], Chapter 3.
The orthonormality of $\left\{e_{j}\right\}$ in $\Omega$ and (2.5) with $R=1$ imply that

$$
\begin{equation*}
\left\|\partial_{x}^{\alpha} \partial_{y}^{\beta} u\right\|_{L^{\infty}(\Omega \times[-5,5])} \leq \mathrm{e}^{N \mu}(|\alpha|+\beta)!\rho^{-|\alpha|-\beta}\left(\sum_{\omega_{j} \leq \mu} a_{j}^{2}+b_{j}^{2}\right)^{\frac{1}{2}} \quad, \quad \text { for } \alpha \in \mathbb{N}^{n}, \quad \beta \geq 0 \tag{2.6}
\end{equation*}
$$

and there is $C>0$ such that replacing the constants $N$ and $\rho$ in (2.6) by $C N$ and $\rho / C$ respectively, $u$ has a real analytic extension to $\Omega(\rho) \times[-4,4]$ satisfying

$$
\begin{equation*}
\left\|\partial_{x}^{\alpha} \partial_{y}^{\beta} u\right\|_{L^{\infty}(\Omega(\rho) \times[-4,4])} \leq M(|\alpha|+\beta)!(2 \rho)^{-|\alpha|-\beta}, \quad \text { for } \alpha \in \mathbb{N}^{n}, \quad \beta \geq 0 \tag{2.7}
\end{equation*}
$$

with

$$
\begin{equation*}
M=\mathrm{e}^{N \mu}\left(\sum_{\omega_{j} \leq \mu} a_{j}^{2}+b_{j}^{2}\right)^{\frac{1}{2}} \tag{2.8}
\end{equation*}
$$

For $\left(x_{0}, y_{0}\right)$ in $\Omega \times[0,1]$ with $d\left(x_{0}, \partial \Omega\right)=\rho$, we have $B_{2 \rho}\left(x_{0}, y_{0}\right) \subset \Omega(\rho) \times[-4,4]$, and if we apply Theorem 1.3 to the real analytic extension of $u$ in $B_{2 \rho}\left(x_{0}, y_{0}\right)$ with $E=B_{\frac{\rho}{4}}\left(x_{0}, y_{0}\right),(2.7)$ implies that there are new constants $N=N(\rho)>0$ and $0<\theta=\theta(\rho)<1$ such that

$$
\|u\|_{L^{\infty}\left(B_{\rho}\left(x_{0}, y_{0}\right)\right)} \leq N\|u\|_{L^{\infty}\left(B_{\frac{\rho}{4}}\left(x_{0}, y_{0}\right)\right)}^{\theta} M^{1-\theta} .
$$

The later implies

$$
\begin{equation*}
\|u\|_{L^{\infty}\left(\Omega_{\rho} \times[0,1]\right)} \leq N\|u\|_{L^{\infty}\left(\Omega^{\frac{3 \rho}{4}} \times[-\rho, 1+\rho]\right)}^{\theta} M^{1-\theta} \tag{2.9}
\end{equation*}
$$

so that from (2.7) with $\alpha=\beta=0$ and (2.9)

$$
\begin{equation*}
\|u\|_{L^{\infty}(\Omega \times[0,1])} \leq N\|u\|_{L^{\infty}\left(\Omega^{\frac{3 \rho}{4}} \times[-1,2]\right)}^{\theta} M^{1-\theta} . \tag{2.10}
\end{equation*}
$$

Thus, from Theorem 3 and without Carleman inequalities it is possible to bound except for the factor $M$ all the information on the size of $u$ over $\Omega \times[0,1]$ by information on the size of $u$ over $\Omega^{\frac{3 \rho}{4}} \times[-1,2]$, a region located in the interior and away from the boundary of $\Omega \times \mathbb{R}$.

After choosing $\rho$ smaller and replacing $\omega$ by a smaller measurable set if it is necessary, we can assume that $\omega \subset B_{\frac{\rho}{4}}(0),|\omega| /\left|B_{\frac{\rho}{4}}(0)\right| \geq \frac{1}{2}$ and $B_{2 \rho}(0) \subset \Omega^{\frac{3 \rho}{4}}$, so that $E=\omega \times\left(\frac{2-\rho}{4}, \frac{2+\rho}{4}\right) \subset B_{\frac{\rho}{2}}\left(0, \frac{1}{2}\right)$ has positive Lebesgue measure inside $B_{\frac{\rho}{2}}\left(0, \frac{1}{2}\right)$ and $B_{2 \rho}\left(0, \frac{1}{2}\right) \subset \Omega \times[0,1]$. Then, a second application of Theorem 1.3 and (2.7) gives

$$
\begin{equation*}
\|u\|_{L^{\infty}\left(B_{\rho}\left(0, \frac{1}{2}\right)\right)} \leq N\|u\|_{L^{2}\left(\omega \times\left[\frac{1}{4}, \frac{3}{4}\right]\right)}^{\theta} M^{1-\theta} \tag{2.11}
\end{equation*}
$$

Also, (2.7) and Theorem 1.3 with $E=B_{\frac{R}{4}}\left(x_{2}, y_{2}\right)$ imply that

$$
\|u\|_{L^{\infty}\left(B_{R}\left(x_{1}, y_{1}\right)\right)} \leq N\|u\|_{L^{\infty}\left(B_{\frac{R}{4}}\left(x_{2}, y_{2}\right)\right)}^{\theta} M^{1-\theta}
$$

whenever $B_{2 R}\left(x_{1}, y_{1}\right) \subset \Omega \times[-4,4],\left(x_{2}, y_{2}\right)$ is in $B_{\frac{R}{4}}\left(x_{1}, y_{1}\right)$ and $0<R \leq 1$. In particular,

$$
\begin{equation*}
\|u\|_{L^{\infty}\left(B_{R}\left(x_{1}, y_{1}\right)\right)} \leq N\|u\|_{L^{\infty}\left(B_{R}\left(x_{2}, y_{2}\right)\right)}^{\theta} M^{1-\theta} \tag{2.12}
\end{equation*}
$$

when $B_{2 R}\left(x_{1}, y_{1}\right) \subset \Omega \times[-4,4],\left(x_{2}, y_{2}\right)$ is in $B_{\frac{R}{4}}\left(x_{1}, y_{1}\right)$ and $0<R \leq 1$.
Because $\rho$ is now fixed and $\bar{\Omega}$ is compact there are $R$ in $(0,1)$ and $k \geq 2$, which depend on $\rho$ and the geometry of $\Omega$, such that for any $\left(x_{0}, y_{0}\right)$ in $\Omega^{\frac{3 \rho}{4}} \times[-1,2]$ there are $k$ points $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots,\left(x_{k}, y_{k}\right)$ in $\Omega^{\frac{3 \rho}{4}} \times[-1,2]$ with

$$
B_{2 R}\left(x_{i}, y_{i}\right) \subset \Omega \times[-4,4], \quad\left(x_{i+1}, y_{i+1}\right) \in B_{\frac{R}{4}}\left(x_{i}, y_{i}\right), \quad \text { for } i=0, \ldots, k-1
$$

and $\left(x_{k}, y_{k}\right)=\left(0, \frac{1}{2}\right)$. The later and (2.12) show that

$$
\begin{equation*}
\|u\|_{L^{\infty}\left(B_{R}\left(x_{i}, y_{i}\right)\right)} \leq N\|u\|_{L^{\infty}\left(B_{R}\left(x_{i+1}, y_{i+1}\right)\right)}^{\theta} M^{1-\theta}, \quad \text { for } i=0, \ldots, k-1 \tag{2.13}
\end{equation*}
$$

while the iteration of (2.13) gives

$$
\begin{equation*}
\|u\|_{L^{\infty}\left(\Omega^{\left.\frac{3 \rho}{4} \times[-1,2]\right)}\right.} \leq N^{k}\|u\|_{L^{\infty}\left(B_{\rho}\left(0, \frac{1}{2}\right)\right)}^{\theta^{k}} M^{1-\theta^{k}} \tag{2.14}
\end{equation*}
$$

Combining then (2.10), (2.14) and (2.11), one finds that

$$
\|u\|_{L^{\infty}(\Omega \times[0,1])} \leq N^{k+2}\|u\|_{L^{2}\left(\omega \times\left[\frac{1}{4}, \frac{3}{4}\right]\right)}^{\theta^{k+2}} M^{1-\theta^{k+2}}
$$

Thus,

$$
\begin{equation*}
\|u\|_{L^{\infty}(\Omega \times[0,1])} \leq N\|u\|_{L^{2}\left(\omega \times\left[\frac{1}{4}, \frac{3}{4}\right]\right)}^{\theta} M^{1-\theta} \tag{2.15}
\end{equation*}
$$

for some new $N$ and $0<\theta<1$, which depend on $\rho,|\omega|$ and the geometry of $\Omega$ but not on $u$.
The fact that the inequality

$$
\mathrm{e}^{-\mu}\left(\frac{\sinh \omega_{1}}{\omega_{1}}-1\right)\left(a^{2}+b^{2}\right) \leq \int_{0}^{1}\left(a \mathrm{e}^{\omega y}+b \mathrm{e}^{-\omega y}\right)^{2} \mathrm{~d} y
$$

holds, when $\omega_{1} \leq \omega \leq \mu$ and $a, b \in \mathbb{R}$ and the orthonormality of $\left\{e_{j}\right\}$ in $L^{2}(\Omega)$ show that

$$
\begin{equation*}
\left(\sum_{\omega_{j} \leq \mu} a_{j}^{2}+b_{j}^{2}\right)^{\frac{1}{2}} \leq \mathrm{e}^{N \mu}\|u\|_{L^{2}(\Omega \times[0,1])} \leq \mathrm{e}^{N \mu}|\Omega|^{\frac{1}{2}}\|u\|_{L^{\infty}(\Omega \times[0,1])} \tag{2.16}
\end{equation*}
$$

and (2.2) follows from (2.16), (2.15) and the definition of $M$ in (2.8).
It is shown in [2] that the null-controllability of the system (1.1) over $\Omega=(0,1)$ with

$$
\begin{gather*}
\triangle=\frac{1}{\rho(x)}\left[\partial_{x}\left(a(x) \partial_{x}\right)+b(x) \partial_{x}+c(x)\right] \\
\delta \leq a(x), \quad \rho(x) \leq \delta^{-1}, \quad|b(x)|+|c(x)| \leq \delta^{-1}, \quad \text { a.e. in }[0,1] \tag{2.17}
\end{gather*}
$$

is equivalent to the null-controllability of the system

$$
\begin{cases}\partial_{x}^{2} z-\rho(x) \partial_{t} z=f \chi_{\omega}, & 0<x<1,0<t<T  \tag{2.18}\\ z(0, t)=z(1, t)=0, & 0 \leq t \leq T \\ z(x, 0)=z_{0}, & 0 \leq x \leq 1\end{cases}
$$

where $\rho$ is a new function verifying (2.17) and $\omega$ a new measurable set in $[0,1]$ with positive measure. The later follows from the bilipschitz change of variables used in [2]. Let then, $0<\omega_{1}^{2}<\omega_{2}^{2} \leq \omega_{3}^{2} \leq \cdots \leq \omega_{j}^{2} \leq \ldots$ and $\left\{e_{j}\right\}$ denote the sequences of eigenvalues and $L^{2}(\Omega)$-normalized eigenfunctions [29], Chapter VII, verifying

$$
\left\{\begin{array}{l}
e_{j}^{\prime \prime}+\rho(x) \omega_{j}^{2} e_{j}=0, \quad 0<x<1 \\
e_{j}(0)=e_{j}(1)=0
\end{array}\right.
$$

From [16] it suffices to show that (2.2) holds in order to find an interior null-control $f$ for (2.18) verifying (1.2). Extend then $e_{j}$ and $\rho$ to $[-1,1]$ by odd and even reflections respectively, and to all $\mathbb{R}$ as periodic functions of period 2. The extended $e_{j}$ is in $C^{1,1}(\mathbb{R})$ and verifies $e_{j}^{\prime \prime}+\rho(x) \omega_{j} e_{j}=0$ in $\mathbb{R}, j=1,2 \ldots$ As before, let $u$ be defined by (2.3), it verifies

$$
\partial_{x}^{2} u+\partial_{y}\left(\rho(x) \partial_{y} u\right)=0, \quad \text { in } \mathbb{R}^{2}
$$

By Chebyshev's inequality and defining $E$ as

$$
\left(\omega \times\left[\frac{1}{4}, \frac{3}{4}\right]\right) \backslash E=\left\{(x, y) \in \omega \times\left[\frac{1}{4}, \frac{3}{4}\right]:|u(x, y)| / 2>f_{\omega \times\left[\frac{1}{4}, \frac{3}{4}\right]}|u| \mathrm{d} x \mathrm{~d} y\right\}
$$

we have

$$
\begin{equation*}
|E| \geq \frac{1}{2}\left|\omega \times\left[\frac{1}{4}, \frac{3}{4}\right]\right| \text { and } \quad\|u\|_{L^{\infty}(E)} \leq 2 \quad \int_{\omega \times\left[\frac{1}{4}, \frac{3}{4}\right]}|u| \mathrm{d} x \mathrm{~d} y \tag{2.19}
\end{equation*}
$$

Set then $u_{\epsilon}(x, y)=u\left(\frac{x}{\epsilon}, \frac{y}{\epsilon}\right)$, it verifies

$$
\partial_{x}^{2} u_{\epsilon}+\partial_{y}\left(\rho(x / \epsilon) \partial_{y} u_{\epsilon}\right)=0, \quad \text { in } \mathbb{R}^{2}
$$

and let $v_{\epsilon}$ be the stream function of $u_{\epsilon}$, i.e., the solution to

$$
\left\{\begin{array}{l}
\partial_{x} v_{\epsilon}=-\rho\left(\frac{x}{\epsilon}\right) \partial_{y} u_{\epsilon} \\
\partial_{y} v_{\epsilon}=\partial_{x} u_{\epsilon} \\
v_{\epsilon}(0,0)=0
\end{array}\right.
$$

Then, $f=u_{\epsilon}+i v_{\epsilon}$ is $(1 / \delta)$-quasiregular, i.e.,

$$
f \in W_{\mathrm{loc}}^{1,2}\left(\mathbb{R}^{2}\right), \quad \partial_{\bar{z}} f=\nu(z) \partial_{z} f, \quad|\nu(z)| \leq \frac{1-\delta}{1+\delta}, \quad z \in \mathbb{C}
$$

and by the Ahlfors-Bers representation theorem [1] (see [6] or [7]) all the $(1 / \delta)$-quasiregular mappings $f$ in $B_{4}$ can be written as

$$
f=F \circ \Psi
$$

where $F=U+i V$ is holomorphic in $B_{4}$ and $\Psi: B_{4} \longrightarrow B_{4}$ is a $(1 / \delta)$-quasiconformal mapping, i.e., a $(1 / \delta)$ quasiregular homeomorphism from $B_{4}$ onto $B_{4}$ verifying

$$
\begin{gather*}
\partial_{\bar{z}} \Psi=\nu(z) \partial_{z} \Psi, \quad \Psi(0)=0, \quad \Psi(4)=4 \\
N^{-1}\left|z_{1}-z_{2}\right|^{\frac{1}{\alpha}} \leq\left|\Psi\left(z_{1}\right)-\Psi\left(z_{2}\right)\right| \leq N\left|z_{1}-z_{2}\right|^{\alpha}, \quad \text { when } z_{1}, z_{2} \in B_{4} \tag{2.20}
\end{gather*}
$$

for some $0<\alpha<1$ and $N \geq 1$ depending on $\delta$. Now, $\epsilon E \subset B_{2 \epsilon}$, and from (2.20), $\Psi(\epsilon E) \subset B_{N(2 \epsilon)^{\alpha}}$. Choose then $\epsilon$ so that $N(2 \epsilon)^{\alpha}=\frac{1}{2}$. Thus, $\Psi(\epsilon E) \subset B_{\frac{1}{2}}, u_{\epsilon}=U \circ \Psi$,

$$
\|U\|_{L^{\infty}\left(B_{4}\right)}=\|u\|_{L^{\infty}\left(B_{\frac{4}{\epsilon}}\right)}
$$

while the $L^{\infty}$-interior estimates for subsolutions of elliptic equations [12], Section 8.6, the periodicity and orthogonality of the eigenfunctions $e_{j}$ in $L^{2}([0,1], \rho(x) \mathrm{d} x)$, gives

$$
\|u\|_{L^{\infty}\left(B_{\frac{4}{\epsilon}}\right)} \lesssim\|u\|_{L^{2}\left(B_{\frac{6}{\epsilon}}\right)} \lesssim \mathrm{e}^{6 \mu / \epsilon}\left(\sum_{\omega_{j} \leq \mu} a_{j}^{2}+b_{j}^{2}\right)^{\frac{1}{2}}
$$

Thus, $U$ is harmonic in $B_{4}$,

$$
\|U\|_{L^{\infty}\left(B_{4}\right)} \leq \mathrm{e}^{N \mu}\left(\sum_{\omega_{j} \leq \mu} a_{j}^{2}+b_{j}^{2}\right)^{\frac{1}{2}}
$$

and from (2.19)

$$
\begin{equation*}
\|U\|_{L^{\infty}(\Psi(\epsilon E))} \leq 2 \int_{\omega \times\left[\frac{1}{4}, \frac{3}{4}\right]}|u| \mathrm{d} x \mathrm{~d} y \tag{2.21}
\end{equation*}
$$

All together, $U$ verifies the conditions in Theorem 1.3 in $B_{2}$ with $R=1$ and the universal constant $0<$ $\rho \leq 1$ associated to the quantitative property of analyticity over $B_{2}$ for bounded harmonic functions on $B_{4}[9]$, Chapter 2. From (2.21), (2.2) holds provided we can find a lower bound for the Lebesgue measure of $\Psi(\epsilon E) \subset B_{\frac{1}{2}}$. The lower bound follows from (2.19) and the following rescaled version of [3], Theorem 1:

Let $\Psi: B_{4} \longrightarrow B_{4}$ be a $(1 / \delta)$-quasiconformal mapping with $\Psi(0)=0$ and $E \subset B_{4}$ be a measurable set. Then, there is $N=N(\delta)$ such that

$$
|E|^{\frac{1}{\delta}} / N \leq|\Psi(E)| \leq N|E|^{\delta}
$$

Remark 2.1. Theorem 1.3 also implies the version of (2.2) appearing in [17]. For if $\Omega, \mathbf{A}$ and $V$ are as above and

$$
u(x, y)=\sum_{\omega_{j} \leq \mu} a_{j} \mathrm{e}^{\omega_{j} y} e_{j}(x)
$$

$u$ verifies (2.5) and

$$
\left\|\partial_{x}^{\alpha} u(., 0)\right\|_{L^{\infty}(\Omega)} \leq M|\alpha|!(2 \rho)^{-|\alpha|}, \quad \text { for } \alpha \in \mathbb{N}^{n}, \quad \text { with } M=\mathrm{e}^{N \mu}\left(\sum_{\omega_{j} \leq \mu} a_{j}^{2}\right)^{\frac{1}{2}}
$$

Thus, $u(., 0)$ has an analytic extension to a $\rho$-neighborhood of $\bar{\Omega}$ and after a finite number of applications of Theorem 1.3 and a suitable covering argument we get

$$
\|u(., 0)\|_{L^{2}(\Omega)} \leq N\|u(., 0)\|_{L^{2}(\omega)}^{\theta} M^{1-\theta}
$$

In particular,

$$
\sum_{\omega_{j} \leq \mu} a_{j}^{2} \leq \mathrm{e}^{N \mu} \int_{\omega}\left|\sum_{\omega_{j} \leq \mu} a_{j} e_{j}\right|^{2} \mathrm{~d} x, \quad \text { with } N=N(|\omega|, \Omega, r, \delta)
$$

Proof of Theorem 1.2. Let $u$ be defined by (2.3). From [16], one can find a boundary control $h$ verifying (1.3) provided there is $N=N(|\gamma|, \Omega, r, \delta)$ such that the inequality

$$
\begin{equation*}
\sum_{\omega_{j} \leq \mu} a_{j}^{2}+b_{j}^{2} \leq \mathrm{e}^{N \mu} \iint_{\gamma \times\left[\frac{1}{4}, \frac{3}{4}\right]}\left|\sum_{\omega_{j} \leq \mu}\left(a_{j} \mathrm{e}^{\omega_{j} y}+b_{j} \mathrm{e}^{-\omega_{j} y}\right) \frac{\partial e_{j}}{\partial \nu}\right|^{2} \mathrm{~d} \sigma \mathrm{~d} y \tag{2.22}
\end{equation*}
$$

holds for $\mu \geq \omega_{1}$ and all sequences $a_{1}, a_{2}, \ldots$ and $b_{1}, b_{2}, \ldots$ Here, $\nu, \sigma$ and $\frac{\partial}{\partial \nu}$ denote respectively the exterior unit normal vector to $\Omega$, the surface measure on $\partial \Omega$ and the conormal derivative for $\partial_{y}^{2}+\triangle$ on $\partial \Omega \times \mathbb{R}$, $\frac{\partial e}{\partial \nu}=A \nabla e \cdot \nu$. We may also assume that $0 \in \partial \Omega, \gamma \subset B_{\frac{\rho}{2}} \cap \partial \Omega$, where $B_{2 \rho} \cap \partial \Omega$ is the region above the graph of a real analytic function, $\varphi: B_{\rho}^{\prime} \subset \mathbb{R}^{n-1} \longrightarrow \mathbb{R}$, as in (2.1). From [16], Section $3(2)$, there is $N$ such that

$$
\begin{equation*}
\left(\sum_{\omega_{j} \leq \mu} a_{j}^{2}+b_{j}^{2}\right)^{\frac{1}{2}} \leq \mathrm{e}^{N \mu}\left\|\frac{\partial u}{\partial \nu}\right\|_{L^{\infty}(\partial \Omega \times[-1,2])} \tag{2.23}
\end{equation*}
$$

with

$$
\frac{\partial u}{\partial \nu}=\sum_{\omega_{j} \leq \mu}\left(a_{j} \mathrm{e}^{\omega_{j} y}+b_{j} \mathrm{e}^{-\omega_{j} y}\right) \frac{\partial e_{j}}{\partial \nu}
$$

From (2.6) and (2.1), there are $N=N(r, \delta)$ and $\rho=\rho(r, \delta)$ such that $h\left(x^{\prime}, y\right)=\frac{\partial u}{\partial n}\left(x^{\prime}, \varphi\left(x^{\prime}\right), y\right)$ verifies

$$
\left\|\partial_{x^{\prime}}^{\alpha} \partial_{y}^{\beta} h\right\|_{L^{\infty}\left(B_{2 \rho}^{\prime} \times[-4,4]\right)} \leq M(|\alpha|+\beta)!(2 \rho)^{-|\alpha|-\beta}, \quad \text { for } \alpha \in \mathbb{N}^{n-1}, \quad \beta \in \mathbb{N}
$$

with $M$ as in (2.8) and provided that $B_{2 \rho} \cap \partial \Omega$ is a coordinate chart of $\partial \Omega$ as in (2.1). This fact, a suitable covering argument of $\partial \Omega$ and the successive iteration of a finite number of applications of the three-spheres type inequalities associated to the obvious extension of Theorem 1.3 for real analytic functions defined over real analytic hypersurfaces in $\mathbb{R}^{n+1}$ (See [14], pp. 67-69 for a quantitative version of the real analyticity of composite functions) imply that there are $N=N(|\gamma|, r, \delta)$ and $\theta=\theta(|\gamma|, r, \delta)$ such that

$$
\begin{equation*}
\left\|\frac{\partial u}{\partial \nu}\right\|_{L^{\infty}(\partial \Omega \times[-1,2])} \leq N\left\|\frac{\partial u}{\partial \nu}\right\|_{L^{2}\left(\gamma \times\left[\frac{1}{4}, \frac{3}{4}\right]\right)}^{\theta} M^{1-\theta} \tag{2.24}
\end{equation*}
$$

Finally, (2.22) follows from (2.23) and (2.24).
Remark 2.2. The extension of Theorem 1.1 to the parabolic system

$$
\begin{cases}\partial_{i}\left(a_{i j}^{\alpha \beta} \partial_{j} e_{k}^{\beta}\right)-\partial_{t} u^{\alpha}=f^{\alpha}(x, t) \chi_{\omega}(x), & \text { in } \Omega \times(0, T), \alpha=1, \ldots, m  \tag{2.25}\\ \mathbf{u}=0, & \text { on } \partial \Omega \times[0, T] \\ \mathbf{u}(0)=\mathbf{u}_{0}, & \text { in } \Omega,\end{cases}
$$

with $\partial \Omega$ as in (2.1), $a_{i j}^{\alpha \beta}$ verifying (1.6) and

$$
\begin{equation*}
\left|\partial^{\gamma} a_{i j}^{\alpha \beta}(x)\right| \leq|\gamma|!\delta^{-|\gamma|-1}, \quad \text { when } x \in \bar{\Omega}, \quad \gamma \in \mathbb{N}^{n} \tag{2.26}
\end{equation*}
$$

for some $0<\delta \leq 1$ is now obvious: the symmetry, coerciveness and compactness of the operator $L^{2}(\Omega)^{m} \longrightarrow$ $W_{0}^{1,2}(\Omega)^{m}$, mapping $\mathbf{f}=\left(f^{1}, \ldots, f^{m}\right)$ into the unique solution $\mathbf{u}=\left(u^{1}, \ldots, u^{m}\right)$ to

$$
\begin{cases}\partial_{i}\left(a_{i j}^{\alpha \beta} \partial_{j} u^{\beta}\right)-\Lambda u^{\alpha}=f^{\alpha}, & \text { in } \Omega, \alpha=1, \ldots, m \\ \mathbf{u}=0, & \text { in } \partial \Omega\end{cases}
$$

where $\Lambda>0$ is sufficiently large [11], Proposition 2.1, gives the existence of a complete system $\left\{\mathbf{e}_{k}\right\}$ in $L^{2}(\Omega)^{m}$, $\mathbf{e}_{k}=\left(e_{k}^{1}, \ldots, e_{k}^{m}\right)$, of eigenfunctions verifying

$$
\begin{cases}\partial_{i}\left(a_{i j}^{\alpha \beta} \partial_{j} e_{k}^{\beta}\right)+\omega_{k}^{2} e_{k}^{\alpha}=0, & \text { in } \Omega, \alpha=1, \ldots, m \\ \mathbf{e}_{k}=0, & \text { in } \partial \Omega\end{cases}
$$

with eigenvalues $0 \leq \omega_{1} \leq \ldots \omega_{k} \leq \ldots$ and $\lim _{k \rightarrow+\infty} \omega_{k}=+\infty$. By separation of variables, the Green's matrix for the system (2.25) over $\Omega \times \mathbb{R}$ is the $m \times m$ matrix

$$
\begin{equation*}
\boldsymbol{\Gamma}(x, y, t-s)=\sum_{k=1}^{+\infty} \mathrm{e}^{-\omega_{k}^{2}(t-s)} \mathbf{e}_{k}(x) \otimes \mathbf{e}_{k}(y) \tag{2.27}
\end{equation*}
$$

Moreover, the interior and boundary regularity for the elliptic system $\partial_{y}^{2}+\partial_{i}\left(a_{i j}^{\alpha \beta} \partial_{j}\right)$ in $\Omega \times \mathbb{R}$, shows that (2.5) holds for $\mathbf{u}$ as in (2.3) but with $\mathbf{e}_{k}$ replacing $e_{k}$ ([11,22], Chap. II). These and [16] suffice to find a control function $\mathbf{f}$ for the system (2.25) verifying (1.2). Furthermore, if you wish to get bounds on the regularity of the control function $\mathbf{f},[16]$ shows that suffices to know that

$$
\left\|e_{k}\right\|_{H^{s}(\Omega)} \leq N_{s}\left(1+\omega_{k}\right)^{s}, \quad \text { when } k, s \geq 0
$$

and

$$
\begin{equation*}
\#\left\{k \geq 1: 0 \leq \omega_{k} \leq \mu\right\} \leq N \mu^{n}, \quad \text { when } \mu \geq 1, \tag{2.28}
\end{equation*}
$$

for some $N$ which does not depend on $\mu \geq 1$. The first holds from elliptic regularity and (2.26), while (2.28) follows from the Gaussian estimates verified by $\Gamma$; i.e., there are $N$ and $\kappa[8]$, Corollary 4.14, such that

$$
\begin{equation*}
|\boldsymbol{\Gamma}(x, y, t)| \leq N(1 \wedge t)^{-\frac{n}{2}} \mathrm{e}^{\Lambda t-\kappa|x-y|^{2} / t}, \quad \text { for } x, y \in \mathbb{R}^{n} \text { and } t>0 \tag{2.29}
\end{equation*}
$$

To verify the last claim, observe that (2.27), (2.29) and the orthonormality of the eigenfunctions $\mathbf{e}_{k}$ give

$$
\begin{equation*}
\int_{\Omega} \int_{\Omega}|\boldsymbol{\Gamma}(x, y, t)|^{2} \mathrm{~d} x \mathrm{~d} y=\sum_{k \geq 1} \mathrm{e}^{-2 \omega_{k}^{2} t} \leq N \mathrm{e}^{2 \Lambda t}|\Omega| t^{-\frac{n}{2}}, \tag{2.30}
\end{equation*}
$$

and it suffices to choose $t=1 / \mu^{2}$ in (2.30) to get (2.28). In particular, the methods in [16] also generate a control function $\mathbf{f}$ in $C_{0}^{\infty}\left((0, T), C^{\infty}(\bar{\Omega})\right)$.

The null-controllability of the system

$$
\begin{cases}\partial_{t} u+(-1)^{m} \triangle^{m} u=f(x, t) \chi \omega, & \text { in } \Omega \times(0, T],  \tag{2.31}\\ u=\nabla u=\cdots=\nabla^{m-1} u=0, & \text { in } \partial \Omega \times(0, T), \\ u(0)=u_{0}, & \text { in } \Omega,\end{cases}
$$

$m \geq 2$, is better managed with the approach in [17]: if $\left\{e_{j}\right\}$ and $0 \leq \omega_{1}^{2 m} \leq \cdots \leq \omega_{k}^{2 m} \leq \ldots$ are the eigenvectors and eigenvalues for $\triangle^{m}$ in $W_{0}^{m, 2}(\Omega)$,

$$
\begin{cases}(-1)^{m} \triangle^{m} e_{j}-\omega_{j}^{2 m} e_{j}=0, & \text { in } \Omega, \\ e_{j}=\nabla e_{j}=\cdots=\nabla^{m-1} e_{j}=0, & \text { in } \partial \Omega\end{cases}
$$

define

$$
u(x, y)=\sum_{w_{j}^{m} \leq \mu} a_{j} X_{j}(y) e_{j}(x), \quad \text { with } \quad X_{j}(y)= \begin{cases}\mathrm{e}^{\omega_{j} y}, & \text { for } m \text { odd } \\ \mathrm{e}^{\omega_{j} \mathrm{e}} \frac{\pi i}{2 m} y, & \text { for } m \text { even }\end{cases}
$$

It verifies

$$
\begin{cases}\partial_{y}^{2 m} u+\Delta^{m} u=0, & \text { in } \Omega \times \mathbb{R} \\ u=\nabla u=\cdots=\nabla^{m-1} u=0, & \text { in } \partial \Omega \times \mathbb{R}\end{cases}
$$

Again, $u$ verifies (2.5) [22] and from Theorem 1.3 applied to $u(., 0)$ as in Remark 2.1,

$$
\sum_{\omega_{j}^{m} \leq \mu} a_{j}^{2} \leq \mathrm{e}^{N \mu^{\frac{1}{m}}} \int_{\omega}\left|\sum_{\omega_{j}^{m} \leq \mu} a_{j} e_{j}\right|^{2} \mathrm{~d} x, \quad \text { with } N=N(|\omega|, \Omega, r, \delta, m)
$$

From [17], the last inequality suffices to find a control $f$ in $L^{2}(\omega \times(0, T))$ for (2.31).
Remark 2.3. The proof of Theorem 1.2 for the scalar case is based on the bound (2.23). In the literature, it is is obtained from (2.16) and the interpolation inequality below which has been proved with Carleman inequalities: there are $N$ and $\theta$ such that the inequality

$$
\|u\|_{L^{2}(\Omega \times[0,1])} \leq N\left\|\frac{\partial u}{\partial \nu}\right\|_{L^{2}(\partial \Omega \times[-1,2])}^{\theta}\|u\|_{L^{2}(\Omega \times[-3,3])}^{1-\theta}
$$

holds when $u$ verifies (2.4). However, the authors are not aware wether the interpolation inequality

$$
\|\mathbf{u}\|_{L^{2}(\Omega \times[0,1])} \leq N\left\|\frac{\partial \mathbf{u}}{\partial \boldsymbol{\nu}}\right\|_{L^{2}(\partial \Omega \times[-1,2])}^{\theta}\|\mathbf{u}\|_{L^{2}(\Omega \times[-3,3])}^{1-\theta}
$$

with

$$
\left(\frac{\partial \mathbf{u}}{\partial \boldsymbol{\nu}}\right)^{\alpha}=a_{i j}^{\alpha \beta} \partial_{j} u^{\beta} \nu_{i}, \quad \alpha=1, \ldots, m
$$

holds for solutions $\mathbf{u}$ to the corresponding analog elliptic system and lateral boundary conditions:

$$
\begin{cases}\partial_{i}\left(a_{i j}^{\alpha \beta} \partial_{j} u^{\beta}\right)+\partial_{y}^{2} u^{\alpha}=0, & \text { in } \Omega \times \mathbb{R}, \alpha=1, \ldots, m \\ \mathbf{u}=0, & \text { in } \partial \Omega \times \mathbb{R}\end{cases}
$$

The later explains why we can not extend the boundary null-controllability results in Theorem 1.2 to general parabolic systems with analytic coefficients and also analytic lateral boundaries. In spite of that, the inverse mapping theorem shows that there is $\rho>0$ such that the mapping

$$
\partial \Omega \times(0, \rho) \longrightarrow U_{\rho}, \quad(Q, t) \rightsquigarrow Q+t \nu(Q)
$$

is an analytic diffeomorphism onto $U_{\rho}=\left\{x \in \mathbb{R}^{n} \backslash \bar{\Omega}: 0<d(x, \partial \Omega)<\rho\right\}$ and the null-controllability for parabolic systems with analytic coefficients over $\bar{\Omega} \cup U_{\rho}$ and with controls acting over $\omega=U_{\frac{3 \rho}{4}} \backslash U_{\frac{\rho}{2}}$ has been stablished in Remark 2.2. From these, standard arguments show that at least the parabolic system

$$
\begin{cases}\partial_{i}\left(a_{i j}^{\alpha \beta} \partial_{j} e_{k}^{\beta}\right)-\partial_{t} u^{\alpha}=0, & \text { in } \Omega \times(0, T), \alpha=1, \ldots, m \\ \mathbf{u}=\mathbf{g} & \text { on } \partial \Omega \times[0, T] \\ \mathbf{u}(0)=\mathbf{u}_{0}, & \text { in } \Omega\end{cases}
$$

can be null-controlled with controls $\mathbf{g}$ acting over the full lateral boundary of $\Omega$.

Remark 2.4. To prove Theorem 1.1 when $\partial \Omega, \mathbf{A}$ and $V$ are globally smooth and $\mathbf{A}$ and $V$ are only real analytic in a neighborhood of $\omega$, one may assume that

$$
\begin{align*}
\omega & \subset B_{\frac{R}{4}},|\omega| /\left|B_{R}\right| \geq 1 / 2,  \tag{2.32}\\
\left|\partial^{\alpha} \mathbf{A}(x)\right|+\left|\partial^{\alpha} V(x)\right| \leq|\alpha|!\delta^{-|\alpha|-1}, & \text { when } \quad x \in B_{4 R}, \alpha \in \mathbb{N}^{n} \tag{2.33}
\end{align*}
$$

for some fixed $0<R, \delta \leq 1$ and the goal is to show that (2.2) holds. The Carleman and interpolation inequalities stablished in [16], Section 3(1). for solutions to elliptic operators with smooth coefficients and for $\partial \Omega$ smooth show that there is $N=N(\mathbf{A}, V, \Omega, R)$ such that the inequalities

$$
\begin{equation*}
\left(\sum_{\omega_{j} \leq \mu} a_{j}^{2}+b_{j}^{2}\right)^{\frac{1}{2}} \leq \mathrm{e}^{N \mu}\|u\|_{L^{\infty}\left(B_{R}\left(0, \frac{1}{2}\right)\right)} \tag{2.34}
\end{equation*}
$$

hold when $\mu \geq \omega_{1}$, for all sequences $a_{1}, a_{2}, \ldots, b_{1}, b_{2}, \ldots$ and for $u$ as in (2.3). Because $u$ verifies

$$
\Delta u+\partial_{y}^{2} u=0, \quad \text { in } B_{4 R}\left(0, \frac{1}{2}\right)
$$

and (2.33) holds, $u$ is a local solution to an elliptic equation with local real analytic coefficients and there are $N=N(\delta)$ and $\rho=\rho(\delta), 0<\rho \leq 1$, such that

$$
\begin{equation*}
\left\|\partial_{x}^{\alpha} \partial_{y}^{\beta} u\right\|_{L^{\infty}\left(B_{2 R}\left(0, \frac{1}{2}\right)\right)} \leq \frac{N(|\alpha|+\beta)!}{(R \rho)^{|\alpha|+\beta}}\left(\int_{B_{4 R}\left(0, \frac{1}{2}\right)}|u|^{2} \mathrm{~d} x \mathrm{~d} y\right)^{\frac{1}{2}} \tag{2.35}
\end{equation*}
$$

when $\alpha \in \mathbb{N}^{n}$ and $\beta \geq 1$. The later follows from the corresponding result for $R=1$ and rescaling ([21], Chap. 5, [13], Chap. 3). The orthonormality of $\left\{e_{j}\right\}$ in $\Omega$ and (2.35) show that

$$
\begin{equation*}
\left\|\partial_{x}^{\alpha} \partial_{y}^{\beta} u\right\|_{L^{\infty}\left(B_{2 R}\left(0, \frac{1}{2}\right)\right)} \leq M(|\alpha|+\beta)!(R \rho)^{-|\alpha|-\beta}, \quad \text { for } \alpha \in \mathbb{N}^{n}, \quad \beta \geq 0 \tag{2.36}
\end{equation*}
$$

with $M$ as in (2.8). Finally, Theorem 1.3 in $B_{2 R}\left(0, \frac{1}{2}\right)$ with

$$
E=\omega \times\left(\frac{2-R}{4}, \frac{2+R}{4}\right) \subset B_{\frac{R}{2}}\left(0, \frac{1}{2}\right)
$$

(2.36) and (2.32) show that

$$
\begin{equation*}
\|u\|_{L^{\infty}\left(B_{R}\left(0, \frac{1}{2}\right)\right)} \leq N\|u\|_{L^{2}\left(\omega \times\left[\frac{1}{4}, \frac{3}{4}\right]\right)}^{\theta} M^{1-\theta} \tag{2.37}
\end{equation*}
$$

and (2.2) follows from (2.34), (2.37) and (2.8).
To prove Theorem 1.2 with $\partial \Omega, \mathbf{A}$ and $V$ real analytic near $\gamma$ and smooth elsewhere, one may assume that 0 is in $\partial \Omega$ and that there are $0<R, \delta \leq 1$ and $\varphi: B_{R}^{\prime} \subset \mathbb{R}^{n-1} \longrightarrow \mathbb{R}$ such that

$$
\begin{align*}
& \gamma \subset B_{\frac{R}{4}} \cap \partial \Omega,|\gamma| /\left|B_{R} \cap \partial \Omega\right| \geq \frac{1}{2}  \tag{2.38}\\
& \varphi\left(0^{\prime}\right)=0,\left|\partial^{\alpha} \varphi\left(x^{\prime}\right)\right| \leq|\alpha|!\delta^{-|\alpha|-1}, \quad \text { when } x^{\prime} \in B_{4 R}^{\prime}, \quad \alpha \in \mathbb{N}^{n-1} \\
& \left|\partial^{\alpha} \mathbf{A}(x)\right|+\left|\partial^{\alpha} V(x)\right| \leq|\alpha|!\delta^{-|\alpha|-1}, \quad \text { when } x \in B_{4 R} \cap \bar{\Omega}, \quad \alpha \in \mathbb{N}^{n},  \tag{2.39}\\
& B_{4 R} \cap \Omega=B_{4 R} \cap\left\{\left(x^{\prime}, x_{n}\right): x^{\prime} \in B_{4 R}^{\prime}, x_{n}>\varphi\left(x^{\prime}\right)\right\}, \\
& B_{4 R} \cap \partial \Omega=B_{4 R} \cap\left\{\left(x^{\prime}, x_{n}\right): x^{\prime} \in B_{4 R}^{\prime}, x_{n}=\varphi\left(x^{\prime}\right)\right\}
\end{align*}
$$

and the goal is to show that (2.22) holds. The Carleman and interpolation inequalities stablished in [16], Section $3(2)$ for solutions to elliptic operators with smooth coefficients and with $\partial \Omega$ smooth show that there is $N=N(\mathbf{A}, V, \Omega, R)$ such that the inequalities

$$
\begin{equation*}
\left(\sum_{\omega_{j} \leq \mu} a_{j}^{2}+b_{j}^{2}\right)^{\frac{1}{2}} \leq \mathrm{e}^{N \mu}\left\|\frac{\partial u}{\partial \nu}\right\|_{L^{\infty}\left(B_{R}\left(0, \frac{1}{2}\right) \cap \partial \Omega \times \mathbb{R}\right)} \tag{2.40}
\end{equation*}
$$

hold when $\mu \geq \omega_{1}$, for all sequences $a_{1}, a_{2}, \ldots, b_{1}, b_{2}, \ldots$ and for $u$ as in (2.3). Because $u$ verifies

$$
\begin{cases}\Delta u+\partial_{y}^{2} u=0, & \text { in } B_{4 R}\left(0, \frac{1}{2}\right) \cap \Omega \times \mathbb{R} \\ u=0, & \text { in } B_{4 R}\left(0, \frac{1}{2}\right) \cap \partial \Omega \times \mathbb{R}\end{cases}
$$

and (2.39) holds there are $N=N(\delta)$ and $\rho=\rho(\delta), 0<\rho \leq 1$, such that

$$
\begin{equation*}
\left\|\partial_{x}^{\alpha} \partial_{y}^{\beta} u\right\|_{L^{\infty}\left(B_{2 R}\left(0, \frac{1}{2}\right) \cap \Omega \times \mathbb{R}\right)} \leq \frac{N(|\alpha|+\beta)!}{(R \rho)^{|\alpha|+\beta}}\left(\int_{B_{4 R}\left(0, \frac{1}{2}\right) \cap \Omega \times \mathbb{R}}|u|^{2} \mathrm{~d} x \mathrm{~d} y\right)^{\frac{1}{2}} \tag{2.41}
\end{equation*}
$$

when $\alpha \in \mathbb{N}^{n}$ and $\beta \geq 1$. The later follows from the corresponding result for $R=1$ and rescaling ([21], Chap. 5, [13], Chap. 3). The orthonormality of $\left\{e_{j}\right\}$ in $\Omega$ and (2.41) show that

$$
\begin{equation*}
\left\|\partial_{x}^{\alpha} \partial_{y}^{\beta} u\right\|_{L^{\infty}\left(B_{2 R}\left(0, \frac{1}{2}\right) \cap \Omega \times \mathbb{R}\right)} \leq M(|\alpha|+\beta)!(R \rho)^{-|\alpha|-\beta}, \quad \text { for } \alpha \in \mathbb{N}^{n}, \quad \beta \geq 0 \tag{2.42}
\end{equation*}
$$

with $M$ as in (2.8). Finally, the obvious extension of Theorem 1.3 for real analytic functions over $B_{2 R}\left(0, \frac{1}{2}\right) \cap$ $\partial \Omega \times \mathbb{R}$ [14], pages 67-69, with

$$
E=\gamma \times\left(\frac{2-R}{4}, \frac{2+R}{4}\right) \subset B_{\frac{R}{2}}\left(0, \frac{1}{2}\right) \cap \partial \Omega \times \mathbb{R}
$$

(2.42) and (2.38) show that

$$
\begin{equation*}
\left\|\frac{\partial u}{\partial \nu}\right\|_{L^{\infty}\left(B_{R}\left(0, \frac{1}{2}\right) \cap \partial \Omega \times \mathbb{R}\right)} \leq N\left\|\frac{\partial u}{\partial \nu}\right\|_{L^{2}\left(\gamma \times\left[\frac{1}{4}, \frac{3}{4}\right]\right)}^{\theta} M^{1-\theta} \tag{2.43}
\end{equation*}
$$

and (2.22) follows from (2.40), (2.43) and (2.8).

## 3. Proof of Theorem 1.3

First we recall Hadamard's three-circle theorem [19] and prove two Lemmas before the proof of Theorem 1.3.

Theorem 3.1. Let $F$ be a holomorphic function of a complex variable in the ball $B_{r_{2}}$. Then, the following is valid for $0<r_{1} \leq r \leq r_{2}$,

$$
\|F\|_{L^{\infty}\left(B_{r}\right)} \leq\|F\|_{L^{\infty}\left(B_{r_{1}}\right)}^{\theta}\|F\|_{L^{\infty}\left(B_{r_{2}}\right)}^{1-\theta}, \quad \theta=\frac{\log \frac{r_{2}}{r}}{\log \frac{r_{2}}{r_{1}}}
$$

Lemma 3.2. Let $f$ be holomorphic in $B_{1},|f(z)| \leq 1$ in $B_{1}$ and $E$ be a measurable set in $\left[-\frac{1}{5}, \frac{1}{5}\right]$. Then, there are $N=N(|E|)$ and $\gamma=\gamma(|E|)$ such that

$$
\|f\|_{L^{\infty}\left(B_{\frac{1}{2}}\right)} \leq N\|f\|_{L^{\infty}(E)}^{\gamma}
$$

Proof. For $n \geq 1$, there are $n+1$ points with $-\frac{1}{5} \leq x_{0}<x_{1}<\cdots<x_{n} \leq \frac{1}{5}$, with $x_{i} \in \bar{E}, i=0, \ldots, n$ and $x_{i}-x_{i-1} \geq \frac{|E|}{n+1}, i=1, \ldots, n$. For example, $x_{0}=\inf E, x_{i}=\inf \left(E \cap\left[x_{i-1}+\frac{|E|}{n+1}, \frac{1}{5}\right]\right)$. Let

$$
P_{n}(z)=\sum_{i=0}^{n} f\left(x_{i}\right) \frac{\prod_{j \neq i}\left(z-x_{j}\right)}{\prod_{j \neq i}\left(x_{i}-x_{j}\right)}
$$

Then,

$$
\left|P_{n}(z)\right| \leq\|f\|_{L^{\infty}(E)}|E|^{-n} \sum_{i=0}^{n} \frac{(n+1)^{n}}{i!(n-i)!} \leq\|f\|_{L^{\infty}(E)}\left(\frac{3}{|E|}\right)^{n}, \quad \text { for }|z| \leq \frac{1}{2}
$$

By Cauchy's formula,

$$
\left|f(z)-P_{n}(z)\right|=\left|\frac{1}{2 \pi i} \int_{|\xi|=1} \frac{f(\xi)\left(z-x_{0}\right) \ldots\left(z-x_{n}\right)}{(\xi-z)\left(\xi-x_{0}\right) \ldots\left(\xi-x_{n}\right)} \mathrm{d} \xi\right| \leq 2\left(\frac{7}{8}\right)^{n}, \quad \text { for }|z| \leq \frac{1}{2}
$$

The last two inequalities give

$$
\begin{equation*}
\|f\|_{L^{\infty}\left(B_{\frac{1}{2}}\right)} \leq\|f\|_{L^{\infty}(E)}\left(\frac{3}{|E|}\right)^{n}+2\left(\frac{7}{8}\right)^{n}, \quad \text { for all } n \geq 1, \tag{3.1}
\end{equation*}
$$

and the minimization in the $n$-variable of the right hand side of (3.1) implies Lemma 3.2.
Lemma 3.3. Let $f$ be analytic in $[0,1]$, $E$ be a measurable set in $[0,1]$ and assume there are positive constants $M$ and $\rho$ such that

$$
\begin{equation*}
\left|f^{(k)}(x)\right| \leq M k!(2 \rho)^{-k}, \quad \text { for } k \geq 0, \quad x \in[0,1] . \tag{3.2}
\end{equation*}
$$

Then, there are $N=N(\rho,|E|)$ and $\gamma=\gamma(\rho,|E|)$ such that

$$
\|f\|_{L^{\infty}([0,1])} \leq N\|f\|_{L^{\infty}(E)}^{\gamma} M^{1-\gamma}
$$

Proof. (3.2) implies that $f$ has a holomorphic extension to $D_{\rho}=\cup_{0 \leq x \leq 1} B(x, \rho)$, with $|f| \leq 2 M$ in $D_{\rho}$. Write $[0,1]$ as a disjoint union of $\frac{5}{2 \rho}$ non-overlapping closed intervals of length $\frac{2 \rho}{5}$. Among them there is at least one, $I=\left[x_{0}-\frac{\delta}{5}, x_{0}+\frac{\delta}{5}\right]$, such that $|E \cap I| \geq \frac{2 \delta|E|}{5}$. Then, $g(z)=f\left(x_{0}+\delta z\right) / 2 M$ is holomorphic in $B_{1}, E_{x_{0}, \rho}=$ $\rho^{-1}\left(E \cap I-x_{0}\right)$ is measurable in $\left[-\frac{1}{5}, \frac{1}{5}\right]$ with measure bounded from below by $\frac{2|E|}{5},\|g\|_{L^{\infty}\left(E_{x_{0}, \rho}\right)} \leq\|f\|_{L^{\infty}(E)}$ and applying Lemma 3.2 to $g$, we have

$$
\begin{equation*}
\|f\|_{L^{\infty}\left(B_{\frac{\rho}{2}}\left(x_{0}\right)\right)} \leq N\|f\|_{L^{\infty}(E)}^{\gamma} M^{1-\gamma}, \tag{3.3}
\end{equation*}
$$

for some $0 \leq x_{0} \leq 1$. By making successive iterations of Hadamard's three-circle theorem (a finite number which depends only $\rho$ ) with a suitable chain of three-circles contained in $D_{\rho}$ of radius comparable to $\rho$ and with centers at points in $[0,1]$, while recalling that on the largest ball $|f| \leq 2 M$, we get that

$$
\begin{equation*}
\|f\|_{L^{\infty}(0,1)} \leq N\|f\|_{L^{\infty}\left(B_{\frac{\rho}{2}}\left(x_{0}\right)\right)}^{\theta} M^{1-\theta}, \quad \theta=\theta(\rho) . \tag{3.4}
\end{equation*}
$$

Finally, Lemma 3.3 follows from (3.4) and (3.3).
Proof of Theorem 1.3. We may assume $R=1$. Let $x \in B_{\frac{1}{2}}$. Using spherical coordinates centered at $x$,

$$
|E| \leq \int_{S^{n-1}}|\{t \in[0,1]: x+t z \in E\}| \mathrm{d} z
$$

and there is at least one $z \in S^{n-1}$ with $|\{t \in[0,1]: x+t z \in E\}| \geq|E| /\left(2 \omega_{n}\right)$, with $\omega_{n}$ the surface measure on $S^{n-1}$. Set $\varphi(t)=f(x+t z)$. From (1.5), $\varphi$ satisfies (3.2), $\|\varphi\|_{L^{\infty}\left(E_{z}\right)} \leq\|f\|_{L^{\infty}(E)}$ and Lemma 3.3 gives

$$
\begin{equation*}
\|f\|_{L^{\infty}\left(B_{\frac{1}{2}}\right)} \leq N\|f\|_{L^{\infty}(E)}^{\gamma} M^{1-\gamma} \tag{3.5}
\end{equation*}
$$

Finally, setting

$$
\widetilde{E}=\left\{x \in E:|f(x)| / 2 \leq \int_{E}|f| \mathrm{d} x\right\}
$$

Chebyshev's inequality shows that

$$
|\widetilde{E}| \geq|E| / 2, \quad\|f\|_{L^{\infty}(\widetilde{E})} \leq 2 \int_{E}|f| \mathrm{d} x
$$

and Theorem 1.3 follows after replacing $E$ by $\widetilde{E}$ in (3.5).

Acknowledgements. The authors wish to thank S. Vessella for sharing with us his results in [28].

## References

[1] L. Ahlfors and L. Bers, Riemann's mapping theorem for variable metrics. Ann. Math. 72 (1960) 265-296.
[2] G. Alessandrini and L. Escauriaza, Null-controllability of one-dimensional parabolic equations. ESAIM: COCV 14 (2008) 284-293.
[3] K. Astala, Area distortion under quasiconformal mappings. Acta Math. 173 (1994) 37-60.
[4] A. Benabdallah and M.G. Naso, Null controllability of a thermoelastic plate. Abstr. Appl. Anal. 7 (2002) 585-599.
[5] A. Benabdallah, Y. Dermenjian and J. Le Rousseau, On the controllability of linear parabolic equations with an arbitrary control location for stratified media. C. R. Acad. Sci. Paris, Sér. $1 \mathbf{3 4 4}$ (2007) 357-362.
[6] L. Bers and L. Nirenberg, On a representation theorem for linear elliptic systems with discontinuous coefficients and applications, in Convegno Internazionale sulle Equazioni alle Derivate Parziali. Cremonese, Roma (1955) 111-138.
[7] L. Bers, F. John and M. Schechter, Partial Differential Equations. Interscience. New York (1964).
[8] S. Cho, H. Dong and S. Kim, Global estimates for Green's matrix of second order parabolic systems with application to elliptic systems in two dimensional domains. Potential Anal. 36 (2012) 339-372.
[9] L.C. Evans, Partial differential equations. American Mathematical Society, Providence, RI (1998).
[10] A. Fursikov and O.Yu. Imanuvilov, Controllability of Evolution Equations. Seoul National University, Korea. Lect. Notes Ser. 34 (1996).
[11] M. Giaquinta, Multiple integrals in the calculus of variations and nonlinear elliptic systems. Princeton University Press (1983).
[12] D. Gilbarg and N.S. Trudinger, Elliptic Partial Differential Equations of Second Order, 2nd edition. Springer-Verlag (1983).
[13] F. John, Plane Waves and Spherical Means Applied to Partial Differential Equations. Interscience Publishers, Inc., New York (1955).
[14] F. John, Partial Differential Equations. Springer-Verlag, New York (1982).
[15] M. Léautaud, Spectral inequalities for non-selfadjoint elliptic operators and application to the null-controllability of parabolic systems. J. Funct. Anal. 258 (2010) 2739-2778.
[16] G. Lebeau and L. Robbiano, Contrôle exact de l'équation de la chaleur. Commun. Partial Differ. Equ. 20 (1995) 335-356.
[17] G. Lebeau and E. Zuazua, Null controllability of a system of linear thermoelasticity. Arch. Rational Mech. Anal. 141 (1998) 297-329.
[18] E. Malinnikova, Propagation of smallness for solutions of generalized Cauchy-Riemann systems. Proc. Edinb. Math. Soc. 47 (2004) 191-204.
[19] A.I. Markushevich, Theory of Functions of a Complex Variable. Prentice Hall, Englewood Cliffs, NJ (1965).
[20] L. Miller, On the controllability of anomalous diffusions generated by the fractional laplacian. Math. Control Signals Syst. $\mathbf{3}$ (2006) 260-271.
[21] C.B. Morrey, Multiple Integrals in the Calculus of Variations. Springer (1966).
[22] C.B. Morrey and L. Nirenberg, On the analyticity of the solutions of linear elliptic systems of partial differential equations. Commun. Pure Appl. Math. X (1957) 271-290.
[23] N.S. Nadirashvili, A generalization of Hadamard's three circles theorem. Mosc. Univ. Math. Bull. 31 (1976) 30-32.
[24] N.S. Nadirashvili, Estimation of the solutions of elliptic equations with analytic coefficients which are bounded on some set. Mosc. Univ. Math. Bull. 34 (1979) 44-48.
[25] J. Le Rousseau and G. Lebeau, On Carleman estimates for elliptic and parabolic operators. Applications to unique continuation and control of parabolic equations. ESAIM: COCV, doi:10.1051/cocv/2011168.
[26] J. Le Rousseau and L. Robbiano, Local and global Carleman estimates for parabolic operators with coefficients with jumps at interfaces. Invent. Math. 183 (2011) 245-336.
[27] D.L. Russel, A unified boundary controllability theory for hyperbolic and parabolic partial differential equations. Stud. Appl. Math. 52 (1973) 189-221.
[28] S. Vessella, A continuous dependence result in the analytic continuation problem. Forum Math. 11 (1999) 695-703.
[29] H.F. Weinberger, A first course in partial differential equations with complex variables and transform methods. Dover Publications, New York (1995).


[^0]:    Keywords and phrases. Null-controllability.

    * The authors are supported by the grants MTM2004-03029 and MTM2011-24054.

    1 Universidad del País Vasco/Euskal Herriko Unibertsitatea, Departamento de Matemática Aplicada, Escuela Universitaria Politécnica de Donostia-San Sebastián, Plaza de Europa 1, 20018 Donostia-San Sebastián, Spain. jone.apraiz@ehu.es
    2 Universidad del País Vasco/Euskal Herriko Unibertsitatean, Dpto. de Matemáticas, Apto. 644, 48080 Bilbao, Spain.
    luis.escauriaza@ehu.es

