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EXACT CONTROLLABILITY OF THE 1-D WAVE EQUATION
FROM A MOVING INTERIOR POINT

CARLOS CASTRO!

Abstract. We consider the linear wave equation with Dirichlet boundary conditions in a bounded
interval, and with a control acting on a moving point. We give sufficient conditions on the trajectory
of the control in order to have the exact controllability property.

Mathematics Subject Classification. 93B05, 93B07, 35L05.

Received 15 March, 2012. Revised 9 September, 2011.
Published online 3 July 2012.

1. INTRODUCTION

We consider the one-dimensional linear wave equation, on a finite interval domain (0, L), with an interior
control f which acts on a single moving point x = ~(¢),

Ugt — Uge = [ (1)) (T), in 0<z<L,0<t<T,
u(0,t) =u(L,t) =0, in 0<t<T, (1.1)
u(z,0) = uo(z), w(z,0) =ul(z) in 0<z<L.

Here, 0.;) represents the Dirac measure on x = (t) and the function ~ describes the trajectory in time of the
location of the control. We assume that the function v : [0, 7] — (0, L) is piecewise C! in [0, 7.

We are interested in the following exact controllability problem: Given T > 0, some initial data (u°,u') and
final data (v°,v1), find a control f such that the solution u of (1.1) satisfies

u(z, T) = v°(2), ug(z, T) = v*(2), Vo € (0,L). (1.2)

Let us briefly describe some related results and the main motivation of this problem.

When the control acts in an interior open set w or one of the extremes of the domain (0, L), it is well known
that the corresponding exact controllability property of the wave equation holds, for some sufficiently large time
T (see [12]). On the other hand, in most practical situations, the support of the control is required to be very
small compared to the total size of the domain (0, L) and therefore it is very natural to consider a limit situation
where the subinterval w is reduced to a single point v € (0, L). It turns out that the controllability property of
system (1.1) depends on the location of . Indeed, it can be shown that this property holds if and only if the
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only eigenfunction of the Laplacian with homogeneous Dirichlet boundary conditions and vanishing on x = ~
is the identically zero one (see [1,11,13] or the more recent Ref. [5], for example). In the sequel, the points ~
for which this spectral property is satisfied will be referred to as strategic points.

The property of « being strategic is difficult to establish in practice since it is extremely unstable. In fact
~v € (0,L) is strategic if and only if it is irrational with respect to the length of the interval L. Consequently,
controllability properties over points are hard to use in practice.

To overcome this difficulty one may consider controls supported on moving points {(¢)}o<t<r, as suggested
in [13] (the same strategy is analyzed in the context of feedback stabilization in [2]). The main advantage of
moving controls is that it is easy to construct trajectories {v(¢)}o<t<r for which the strategic property holds
for v(t) € (0, L) a.e. in t € [0, T]. For example, this is the case when we assume that the control is located at a
point that moves in time with constant velocity. In this case, (t) is irrational, and therefore strategic, a.e. in
t € [0, T]. Therefore, the exact controllability is likely to hold for such moving controls. The aim of this work is
to show that this is indeed the case under suitable conditions on the function ~(t).

This problem has been previously studied in [8] and [9] where some sufficient conditions on the curve are
given. Here we introduce a new approach that provides the exact controllability property for a larger class of
curves. In contrast, our approach provides controls in (H(0,7))’, the dual space of H'(0,T'). We do not know
if it can be adapted to obtain L?—controls, at least in an easy way, due to the fact that the system is not
autonomous.

It is worth noting that in the context of parabolic equations a similar situation appears. We refer to [1,4,8,13]
and the references therein for a detailed analysis of this related problem.

The rest of this paper is divided as follows: in Section 2 we state the main results, namely the existence
of solutions for system (1.1) in suitable functional spaces and the exact controllability property. Both results
can be reduced, by classical duality arguments, to some suitable regularity and observability estimates for the
uncontrolled wave equation respectively. In Section 3 we give some examples of curves for which the exact
controllability property holds. In Section 4 we give the proof of the observability estimates. Finally, in Section 6
we study the existence of weak solutions of (1.1) and in Section 7 we briefly comment the HUM method that
allows to obtain the controllability result from the observability inequality.

2. MAIN RESULTS

We first state the well-posedness of system (1.1). The control f(¢) in (1.1) is assumed to belong to (H*(0,T))’,
the dual space of H1(0,T), and the initial data (u°,u!) in the class

(u®,u') € L*(0,L) x H~ (0, L).

We define the weak solutions of system (1.1) by transposition (see [10]). To do that let 1 € L1(0,T; L*(0, L))
be a function and consider the non-homogeneous adjoint wave equation

Ort — Paa = V(1) n0<z<L, 0<t<T,
»(0,t) = @(L,t) =0 in 0<t<T, (2.3)
o, T)=¢i(z, T)=0, in0<zaxz<L, 0<t<T.

It is well known that system (2.3) admits a unique solution ¢ of (2.3) in the class

o€ C([0,T); Hy0,L)NCY[0,T); L*0,L)). (2.4)
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Multiplying the equations in (1.1) by ¢ and integrating by parts we easily obtain, at least formally, the
following identity:

L
(ud(2), (z, 0))1 — / W () pr(x,0) dz + {f, p((), )}

T L
= / / Y(z, t)u(x,t) de dt, for all ¢ € L*(0,T; L*(0, L)), (2.5)
0 0

where (-,-); and (-, )} denote the duality products in H}(0, L) and H'(0,T) respectively.
We adopt identity (2.5) as the definition of solutions of (1.1), in the sense of transposition.
The following result establishes the existence of solutions for system (1.1).

Theorem 2.1. Assume that v : [0,T] — (0,L) is in the class v € C*([0,T]) piecewise, i.e. there exists a
partition of [0,T], 0 =tg < t1 < ...<ty, =T, such that v € C ([ti,t;4+1]) for alli =0,...,n — 1. Assume also
that this partition can be chosen in such a way that 1 — |y'(t)| does not change the sign in t € [t;,t; 1], for all
i=0,1,...,n— 1. Given any initial data (u°,u') € L?>(0,L) x H=(0,1) and f € (H'(0,T))', there exists an
unique solution u of (1.1), in the sense of transposition, in the class

we C([0,T);L(0,L)),  we € L*(0,T:H'(0,L)).
Moreover, there exists a one-to-one correspondence between the data and the solution in the given spaces.

Concerning the exact controllability problem of system (1.1) we have to consider further hypothesis on the
curve 7.

Definition 2.2. We say that a curve v : [0,7] — (0, L) is an ’admissible trajectory’ if system (1.1) is exactly
controllable, i.e. for any initial data (u®,u') € L?(0, L)x H~1(0, L) and final data (v°,v*) € L2(0, L)x H=1(0, L),
there exists a control f € (H*(0,7))" such that the solution u of (1.1) satisfies (1.2).

Remark 2.3. When dealing with control problems for the wave equation, the finite speed of propagation affects
to the minimal time interval necessary for controllability [0, Tinin]. The value Tiiy is usually given by an optical
geometric condition requiring that any ray, starting anywhere in the domain and with any initial direction, must
meet the controllability zone before the time Ty,;,. According to this, an admissible trajectory requires both
geometric constraints and a condition on the length of the time interval [0, 7], that must be sufficiently large.

Theorem 2.4. Assume that v € C*([0,T)]) piecewise and it satisfies the following hypothesis:

1. There exists constants c1,c2 > 0 and a finite number of open subintervals I; C [0,T] with j =0,...,J such
that, for each subinterval I;, v € CY(I;) and it satisfies the following two conditions
o c1 < |Y(t)| <o forallt e,
o 1 — |y (t)] does not change the sign in t € I;.
We assume, without loss of generality, that there exists j1 with —1 < j1 < J such that v(t) is decreasing
in Ij for 0 < j < j1, and y(t) is increasing in I; for j1 < j < J. Here, j1 = —1 corresponds to the case
where (t) is increasing in all the subintervals I;. Analogously, j1 = J corresponds to the case where y(t) is
decreasing in all the subintervals I;.
2. For each j =0,...,J, let U; be the subintervals defined as follows:

U — {s—(s) with s € I} if 7 < 71,
TV {s+~(s) with s € I;}  if j> ji.

Then, there exists an interval Wy with length (W) > 2L such that

J
W, C U Uj. (26)
j=0
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3. For each j =0,...,J, let V; be the subintervals defined as follows:

V. {s+7(s) with s € I;} if j < ju,
T {s —(s) with s € I;} if j > ji1.

Then, there exists a subinterval W, with length (Ws) <length (W1), such that

J
Uv cwz, (2.7)

Jj=0

and
VinVie=0,if j#k.

Then ~y is admissible in the sense of Definition 2.2.

The proof of the existence result above (Thm. 2.1) can be obtained from a suitable regularity property stated
below (estimate (4.11)) by a duality argument. We refer to [10] for a general description, and [6] or [3] where this
is done for similar problems. The novelty in the present situation is that the system (1.1) is not autonomous.
We give the proof of Theorem 2.1 in Section 6 below.

The exact controllability property (Thm. 2.4) is also a straightforward consequence of the observability
inequality (4.12) below and the Hilbert Uniqueness Method introduced by Lions in [12]. We give the proof in
Section 7. We also refer to [3,6] where this method is applied for similar problems.

3. ADMISSIBLE TRAJECTORIES

In this section we show some examples of curves v that satisfy the hypothesis of Theorem 2.4 and therefore
are admissible trajectories for the exact controllability of system (1.1), in the sense of Definition 2.2.

Example 3.1 (slowly decreasing trajectories, as plotted on the right hand side of Fig. 1). Assume that v €
C1([0,T]) satisfies the following:

1. =1 <~/(¢t) < —¢; for some constant ¢; > 0 and for all ¢ € [0,77,
2. the time T is large enough to have T'— v(T") 4+ ~(0)2L.

Then v is an admissible trajectory in the sense of Definition 2.2. In fact we easily check that the hypothesis
of Theorem 2.4 are satisfied with the interval Iy = (0,7). In this case, Uy = (—(0),—y(T) +T) = W,
and Vo C [v(0),T + v(T)] = Wa. The condition —1 < +/(¢) guarantees that V, is a proper interval, i.e.
T +~(T) — v(0) > 0. In fact, this inequality is easily obtained by integrating —1 < +/(¢) in t € (0, 7).

Note also that, by the hypothesis 2 above, the length of Uy is greater than 2L and the second hypothesis in
Theorem 2.4 holds. On the other hand, the hypothesis 3 in Theorem 2.4 is easily checked since the length of Uy
is also greater than the length of V due to the fact that 7 is decreasing in [0, T].

The second condition above, i.e. T — «(T) + v(0) > 2L, provides an estimate of the minimal time for
controllability which turns out to be optimal in some particular cases. For example, if we take L > 1, y(¢) =
L/2 —1t/4, and T > 8L/5 we have an admissible trajectory since it satisfies the conditions above. The time
T = 8L/5 is minimal in the sense that it is the time required for a ray starting at zo = L/2 with initial velocity
2'(0) = 1/2, to meet the controllability zone, following the optical geometric laws (see Rem. 2.3).

Example 3.2 (slowly increasing trajectories, as plotted on the left hand side of Fig. 1). Assume that v €
C1([0,T)) satisfies the following:

1. 0<ep <A4/(¢) <1lforallte|0,T],
2. the time T is large enough to have T'+ v(T') — ~v(0)2L.
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Y(t) Y(t)

FIGURE 1. Slowly increasing (left) and decreasing trajectories that are admissible

Then ~ is admissible. Again, we easily check that the hypothesis of theorem are satisfied with the interval
Iy =(0,7).

Example 3.3 (rapidly decreasing trajectories). In this section we assume that 7/(¢) < —1. Obviously, such a
trajectory will meet the boundary of the domain in short time and it is not expected to have an admissible
trajectory v € C1([0,7]) (see Rem. 2.3). Thus, we will assume that the trajectory is piecewise C' and it is
decreasing only in some intervals, where it is also C''. More precisely, we assume that:

(a) there exists a family of open subintervals I; = (a;,b;) C (0,T) with j = 0,...,J, and the interval w =
(w1,w2) C (0, L) such that v : (a;,b;) — (w1,w2);

(b) there exists ¢o > 0 such that —cy < /() < —1 for all t € (a;,b;) and for all j =0,1,...,J;

(c)0=ap<a1<...<a;<Tand 0<by<by <...<by=T;

(d) aj+1 — ’}/(aj+1) < bj - ’Y(bj), for allj = 07 1, ceey J - 1;

(e) bjt1 +'V(bj+1) > aj +7(aj), forall j =0,1,...,J —1;

(£) 7(0) = wa, Y(T) = wi;

(8) T —~(T)+~(0) >2L.

Then, « is admissible. In Figure 2 we show an example of such trajectory. It is interesting to note that the intervals
I; do not cover neccesarily the whole interval (0,7"). This is only the case if a; = bj_; for all j = 1,...,J.
Obviously, this trajectory can be completed with piecisewise C! curves outside I ; and the result still holds (see
the right hand side of Fig. 2).

Let us prove that v satisfies the conditions of Theorem 2.4. The first condition is a direct consequence of the
hypothesis (b) above. In order to check the second condition in Theorem 2.4 we define U; = {s — v(s) with
s € I;} and Wi = (—w2,T — w1). Then by hypothesis (d) and (f),

J

J
Wi = (=(0), T = (7)) < | J(a; = (a ), b; —v(bs)) = |J U;,
§=0 i=0

and by hypothesis (g) the length of W7 is equal or greater than 2L. We refer to Figure 3 for a geometrical
interpretation of this condition on the intervals Uj.
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Ficure 2. Rapidly decreasing trajectory that satisfies the conditions to be admissible. In
particular we see that aji1 — y(aj+1) < b — v(b;) and bjr1 + ¥(bj+1) > a; + v(a;) (left).
The result still holds if we complete the trajectory by piecewise C' curves in order to have a
continuous trajectory (right).

t Vs__

U 'r\‘ 'ﬁ-\‘. I

2 = 0 @ I
e e

U1 g

Ficure 3. Rapidly decreasing trajectory that satisfies the conditions to be admissible. Here
we show the geometrical interpretation of U; and V;.

Now we check the third condition in Theorem 2.4. Define V; = {s+~(s) with s € I;} and Wy = (bg+ w1, ay+
w2). By hypothesis (c) and (e), V; NV, =0 if j # k and

(bj +(bs), a5 + v(az)) C [bo +¥(bo), as +y(as)] € Wa. (3:8)

-

0

J
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t
Y,
U3 Y
g
Y,
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FIGURE 4. Saw-teeth trajectory that satisfies the conditions to be admissible with minimal
time. Here wy = L*/4, we = L*/2, and the time T'= L* > L.

The last inclusion is obtained from the fact that both v(bg),v(as) € (w1,w2) which is deduced by hypothesis
(a). On the other hand, L
Wy C (wl,T+w2), (39)

which has the same length as Wj. Thus, the third condition in Theorem 2.4 is a direct consequence of (3.8)

and (3.9).
Example 3.4 (rapidly increasing trajectories). We assume that:

(a) there exists a family of open subintervals I; = (a;,b;) C (0,T) with j = 0,...,J, and the interval w =
(w1,wsz) C (0, L) such that ~ : (a],bl) — w;

b) there exists co > 0 such that 1 < +/(t) < ¢y for all t € (a;,b;) and for all j =0,1,...,J;

c) 0=a<a1<...<a;<Tand0<by<b <...<b;=T

d) a’]-‘rl +7(aj+1) < bj +(b;);

) bjt1 — (ijr])Zaj v(aj) forall j=0,1,...,J —1;

£) 7(0) = w1, 9(T) = wa;

g) T +~(T)—~(0) > 2L.

Then, v is admissible. The proof is analogous to the previous case.

Example 3.5 (saw-teeth trajectories). As we said in Remark 2.3 above, when dealing with control problems
for the wave equation, the minimal time for controllability Ty, is usually given by the a optical geometric
condition. We show that for some trajectories, like in Figure 4, controllability holds for any time 7' strictly
larger than this critical value Tynin. To simplify we consider the case where ~ is constituted by characteristic
lines. We consider (wq,ws) C (0,L), and L* > L to avoid the critical time for observability. We assume that
there exists two natural numbers k, m such that

L = k(ws —w1), 2we = m(we — wy).
Let n = max{m — 1,2k — m}. Consider the following periodic characteristic curve:

(t)_ —t + wa, ifte [0,&)2—&)1],
v - t+ 2w — wo, ifte [wg—wl,Q(wg—wl)],

Y(t) =t — j2(wz —wy)) forallte[(j—1)2(w2—w1),j2(wz —wi)], V2 <j<n.
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We define
Ii = ((7 — (w2 —w1),j(w2 — w1)), 1<j<mn,
Uj ={t —~(t) with t € I}, 1<j<n, and j odd.
Uj ={t+~(t) with t € I}, 1< j<mn, and j even.

Note that V; is reduced to an unique point for all j > 1, due to the fact that v(¢) is a characteristic curve in I;.
It is very easy to check that  satisfies all the conditions in Theorem 2.4. The time of control is:

T = max{2ws — (w2 — w1),2(L" — wq)}.

Note that, for L* = L we obtain the minimal time required for any ray to cross the curve v with an angle
larger than 7. Here we consider any L* larger than L.

4. OBSERVABILITY

The main results in this paper can be obtained from some inequalities for the uncontrolled wave equation.
In this section we prove these inequalities.
Consider the system

Ytt — Yoz =0, in 0<x<L,0<t<T,
©(0,t) = p(L,t) =0, in 0<t<T, (4.10)
o(z,0) = (), pi(2,0) = p'(z), in 0<z<L.

We assume that (%, ') € H}(0,L) x L?(0, L). The following result holds:

Proposition 4.1. Assume that 7y satisfies the hypothesis of Theorem 2.1. Then, there exists a constant c¢(y) > 0
such that the solution ¢ of (4.10) satisfies

i

Moreover, if v satisfies the hypothesis of Theorem 2.4, then there exists a constant C(vy) > 0 such that

2

d
dt < c(y) (¢ M) [ e 2 (4.11)

S0, 1)

T
||(900,¢1)||23XL2 < C(’y)/o dt. (4.12)

Remark 4.2. Estimate (4.11) is a regularity result for the trace of the solution of the wave equation ¢(x,t)
on the curve defined by the trajectory «. This result cannot be obtained from classical arguments or semigroup
theory.

Estimate (4.12) is an observability inequality which establishes that the total energy of the solutions of
the wave equation can be estimated from the value of the solution ¢ at (t) for a large enough time interval
te (0,T).

The constant C(v) in (4.12) depends on the bounds for v/, ¢; and ¢3. As we show in the proof, it blows up
as ¢; — 0 or cg — 0.

Proof. Note that it is enough to consider smooth solutions since for low regular ones we can argue by density.
We first prove the estimate (4.11).

Note also that it suffices to prove this inequality in the particular case in which v € C*([0,77]) and 1 — |y/(¢)|
does not change the sign in ¢ € [0, T]. In the general case, for piecewise C'* functions satisfying the hypothesis of
the theorem, we can argue on each subinterval where the function is C' and then add the resulting inequalities.
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We observe that, in the one-dimensional wave equation, it is possible to change the variables x by ¢ and ¢ by
x without altering the equation. Thus, D’Alembert formula can be used to obtain the solution ¢(x,t) in terms
of the solution at one extreme, say x = 0, instead of the data at ¢ = 0 as usual. Indeed, we have

1 t+x
[0(0,t —2) + ¢(0,t + )] + 3 /t vz (0,8) ds. (4.13)

—T

N =

@('T’t) =

If ¢ is defined on (z,t) € [0, L]x[0, T] this formula holds only for those values (z, t) for which 0 < t—z < t4+x < T.
However, we can extend the solution of the wave equation ¢ to (z,t) € (0, L) X (—o0,c0) and formula (4.13) is
still valid for the whole domain (z,t) € (0, L) x (0,T). This is always possible because the wave equation with
Cauchy data at t = 0 is well-posed for ¢ > 0 and ¢ < 0.

In particular, taking into account the homogeneous Dirichlet boundary conditions in (4.10) we have

1 t+(t)
t),t) = = +(0, s) ds.
00 =5 [ e0)
Therefore,
2%@@(7@), t) = (14+7"(t)pz (0,1 + (1) — (1 =)= (0, — (1)), (4.14)

and we have,

d 2

T
GeaO0] ar<2 [10 ey @R le0. 41

T
4/
0

T
+2/O (1= (5)2 |2 (0, £ — A(£))]? dt

<2 sup [1+~(t |/ 02 (0, + 1 ()2 11 ++'(8)] dt
tEOT

12 sup 1o |/ (0 (0.8 —~(B) 2|1 — /(1) dt. (4.15)

te[0,7]

In order to simplify the two integrals on the right hand side we introduce a suitable change of variables. As we
show below, this requires that 1 — |7/(¢)| does not change its sign in ¢ € [0, 7.

To fix ideas we assume that 1 — |7/(¢)] > 0 in ¢ € [0, T]. The other case, i.e. when 1 — |7/(¢)] < 0in ¢ € [0,T],
requires a similar analysis and we omit it.

Let us introduce the set Z; C [0,T] defined by

7, = {t € [0,T], such that 1+ +'(t) # 0}.

Note that the function s(t) =t + «(t) is injective in Z; and therefore it can be used as a change of variables for
the first integral in the right hand side of (4.15). In this way, we have

T
/ 0 (0,6 + 7 (B) 21+ /(1) dt =/ e (0.t + 4 ()2 11 ++'(8)] dt
0 T

) T+~(T) )
:/ |£2(0, 5)| dsé/ 2 (0,5)° ds. (4.16)
Ti+~(Zh) ~(0)

Analogously, if we define Zy C [0,7] as

Iy = {t € [0,T], such that 1 —~/(¢) # 0},
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then s(t) =t — () is injective in Zy and therefore the second integral in the right hand side of (4.15) can be
estimated as follows,

T
/0 |2 (0,8 = v()* [1 =/ ()] dt = ; |2 (0,8 = 4(1)|* [1 =/ (t)] dt
9 T—~(T) )
:/ |£2(0, 5)| dsé/ (0, )7 ds. (4.17)
Io—v(Z2) —~(0)

Combining (4.15)—(4.17) we obtain,

T
4/
0

d 2

as@(v(t)» t)

T+~(T) ) T—~(T) ,
dt <2 1+9(t 2 (0, ds + 2 1-— ’t/ 2(0, d
< tg[l%\ +7()|L lo2(0,8)]" ds + tg[lggg\ 7' ()] o (0, )" ds

S2( e )(
o)/

4(1+ max |y (t)]

T—~(T)

Isox(O s)|° ds+/ l02(0, 5)[? ds>

7(0)

[e(0,9)* ds < C "M |y o

T+’Y
T-‘r’Y(T)
te[0,T —~(0)

where

C=4 <1 + max [y (t )I) (T +~(T) +~(0) +2L).

Here, the last inequality is the usual boundary direct inequality that can be obtained by classical multipliers
techniques (see [12]). In fact, for any time interval (¢1,t2) the following holds:

to
/ P2 (0,8)Pdt < (t2 — t1 + 2L) (%, ") 302 12

t1

To prove this inequality, we multiply the equation (4.10) by (L — z)¢, and integrate in « € (0, L). We easily

obtain,
1 [t L L to L(0.0)2
t1 JO o t

2
Therefore, taking into account the conservation of the energy, i.e. [[¢(-,t), o¢(-, )|z x 22 is constant in time, we
have

ta

t1 1

to to L L
/ 0 (0, 8) 2t = / / (lgel? + lpal?) da dt +2 / (L — 2)pu (@, T)pe(2, T) do
t1 0 0

t1
L
2 / (L — 2)pu (2, 0) o1 (x, 0) da
0
L
< (t2 — ) 6% M) 2y 1 +L/O (pu(@. T) + ge(a, T)?) da

L
) / (Ipala, O + e(x,0)?) do

=(t2—t1 + 2L)\|(<P0a<ﬁ1)||%15xm
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Now, we prove the estimate (4.12). To clarify the proof we divide it in several steps:

Step 1. Our first objective is to prove the following inequality: there exist C' > 0 and r < 1, independent of
j=0,...,J, such that

2
dt. (4.18)

d
[ tes0nfa—r [ e asc [ |Goom

The analysis is slightly different depending on the sign of 7' and we consider separately the two different
cases.

Case A. Assume that ¢ € I; with j < j;. In this case —co < 7/(t) < —c; < 0. From identity (4.14), we can
estimate |, (0,t — v(t))| as follows:

a0 =20 = (200 s 0.142(0) - %W%m(t),wf
= (B2 o000 + (1) [eto®.0)]
2T 04 2(0) Ty #0010
<1+ (2O 050
(1)) () el

for any a > 0 to be chosen later. Here we have used Young’s inequality.
Multiplying by 1 —+/(t) and integrating in ¢ € I; we obtain,

/ [6a(0,t =5 (1 =7/ (B) dt < (1 +a) / i—m\ a0+ 1) 1 +'(1)]

+(1+3) | =5 [ge0o

1+9'(t) ) ,
PG| [ et s E o a

2
dt. (4.19)

2
dt

< (l+a)sup
tel;

1 4
+11+-
a) l4+c Jy

In order to simplify the first integral on the right hand side we follow the argument used for the first integral
on the right hand side of (4.15). Again, this requires that 1 — |7/(¢)| does not change its sign in I;. In this way,
we easily obtain,

o101

/ e (0,1 + (D)1 +~/(1)] dt < / 0 (0, 5)[? ds. (4.20)
1; Vj

On the other hand, we simplify the integral on the left hand side of (4.19) with the change of variables s =
t— ’}/(t)a
[ lea0t= @) -y @yt = [ o9 ds (421)
I U;
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Therefore, combining (4.19)—(4.21) we obtain,

1++'(t) 1y 4 ["|d
L0012 dt — (1 LS4 L0, de< (1 / —o(y(#), )] dt.  (4.22
[t | I [ eonras (14 1) o [T feoen] an a2
In order to have the inequality (4.18) we only have to check the uniform bound
1+4(t) ‘
sup |——=| <c <1, 4.23
tel; 1-— ’y/(t) ( )
for some constant ¢ > 0, for all j = 0,...,4;. In fact, this estimate is easily checked from the hypothesis

—cg <A (t) < —¢1 < 0.
Once we have estimate (4.23), we choose 0 < a < 1/c—1 in (4.22) and we obtain (4.18) with r = (1 + a)c.
The constant 7 satisfies r = (1 +a)c — 1 if ¢; — 0 or ¢ — co. As we show below, the observability constant
in (4.12) depends on 1/(1 — ) and therefore it blows up as ¢; — 0 or ¢ca — 0.

Case B. Now, assume that ¢ € I; with j > ji, i.e. 0 < ¢; <v/(t) < ca < oo for all t € I;. From identity (4.14),
we estimate now |, (0,t + y(t))| as follows,

/ 2
o042 = (1D a0, = 9(0) 4 s 352000
/ 2 2 2
( T 23) et =0 + (1 ) | o000
20t = 20 o P00

<(+0) (Tjg’g) et =+ (10 2) (15 )

for any a > 0 to be chosen later.
Multiplying by 1+ +/(t) and integrating in ¢ € I; we obtain,

/Ij [pa (0, + 7 (D)* (14~ (1)) dt < (1+a) ; 72‘ |02 (0,8 = ()[* [1 =¥/ ()] dt
| ! 4 |d °
(1 + ) / T a@(’Y(t)»t) dt. (4.24)
Therefore, arguing as in the previous case, we easily obtain,
d 2

dt.

1 (t) 1 4
2(0,8))%dt — (14 a) su 7/ IOtzdt<<1+ >
[ tes0niar— w20 [ oo, -

Note that, in this case, we have the uniform bound SUPser, ‘};;’—:Eg‘ < ¢ < 1 for some constant ¢ > 0 and for all

dtw(v(t),t)

J > j1. Then, as in the previous case, we can choose a such that (4.18) holds.

Step 2. Here we obtain the following inequality

2L T
(1—r)/0 \%(O,t)\zdtgc/o Loty o) at. (4.25)
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From (4.18) we obtain

J J J 2
d
> [ eoofa-rY [leoora <cy [ |Teao0] @
j=17Uj j=1"Vj j=1"1; L
<c /0 S ot 0)| dr. (4.26)

On the other hand, the hypothesis (2.6) and (2.7) allow us to obtain,

J J
Z/ |sox<o,t>|2dt—r§j/ o (0,1)2 dtz/ \soz<o,t>\2dt—r/ e (0,1)[2 dt.
j=1"Ui j=1"Vi Wy Wa

Then, taking into account the 2L-periodicity of the solutions of the wave equation (4.10) and the fact that the
length of W5 is lower than the length of W7 we have

2L
2 —-Tr z\Y, 2 = -r z\Y, 2 - -r z\Y ? : .
/m 0 (0,1) 2 dt /Wz e (0.6) dt > (1 1) /Wl e (0,6)2dE > (1— 1) / oa(0.6) 2. (4.27)

This inequality together with (4.26) allows us to obtain (4.25).

Step 3. Finally, inequality (4.12) is just a consequence of (4.25) and the following classical boundary inverse
inequality for the wave equation (see [12]): for T' > 2L there exists a constant C' > 0 such that

2L
1% M) iz < C / 0 (0, 1) 2.

This concludes the proof of Proposition 4.1. O

5. EXISTENCE OF WEAK SOLUTIONS

In this section we prove Theorem 2.1. This requires some estimates on the nonhomogeneous problem (2.3)
that we state first.

Proposition 5.1. Assume that v € L'(0,T; H=1(0,L)) and vy a curve satisfying the hypothesis of Theorem 2.1.
There exists a constant c(y) such that the solution p € C([0,T]; H}(0,L))NC ([0, T); L*(0, L)) of (2.3) satisfies
the folowing estimate,
T
/

Assume now that (x,t) = W(x,t), with ¥ € L*(0,T;L*(0,L)), then the solution ¢ of (2.3) satisfies p €
C(0,T; HL(0,L)) N CH(0,T; L*(0, L)). Moreover, there exists a constant &(y) > 0 such that

T
/

Let us complete the proof of Theorem 2.1 before proving this result. Let £(1)) be the linear operator defined
by the left hand side of (2.5), i.e.

2

d
dt < c(y) (@, Ol 302200 - (5.28)

S0, 1)

2

d -
dt < () ||y7(957t)||2L2(0,T;H3(0,L)) : (5.29)

(D)1

L
L) = (u'(x),¢(z,0)1 —/0 u’(@)pe(2,0) dz + (f(8), (v(1), 1)1 (5.30)
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From estimate (5.28), £(1) is continuous in L'(0,7;L?(0, L)) and it defines a unique u € L°(0,T;H?!)

satisfying

/ / u(z, t)(z,t) do dt = L(v), for all ¢ (x,t) € L*(0,T; L*(0,L)). (5.31)
5).

Therefore u solves (2.5). Moreover, for some constant C' > 0,

[ull Lo 0,7522(0,0)) < C1ulL20,2) + lutllm-10,2) + I Fll 22 00,1))7)-

The continuity ¢ — u(t,z) from [0,T] — L?(0, L) is easily obtained by a density argument since the solutions
of (1.1) with L2-controls and smooth initial data satisfy u € C([0,T]; L?(0, L)) (see [13]).

Now we focus on the regularity for u;. We consider in (5.31) ¢(x,t) = ¥ (x,t) where ¥ € D((0,T) x (0, L)), the
space of C'*° functions with compact support. From Proposition 5.1 the map ¥ — L(%) is linear and continuous
in L2(0,T; L*(0,L)). Thus, we deduce that u; € L?(0,T; L?(0,L)). This concludes the proof of Theorem 2.1.

Proof of Proposition 5.1. The main idea is to apply Duhamel’s principle to reduce the nonhomogeneous prob-
lem (2.3) to a suitable homogeneous one with nonzero final data for which estimate (4.11) holds. We observe

that ¢(x,t) can be written as
T
oz, t) = / U(z,t.s)ds
t

where Ul(z,t,s) is the solution of

Utt_Uxm:()’ 0<.’E<L, O<t<s<T,
U(zx,s,s)=0, 0<x<L,
Ui(z,s,8) = ¢(z,s), 0<z<lL, 0<s<T,

U0,t,s) =U(L,t,s) =0, 0<t<s<T.

From Proposition 4.1 and the conservation of the energy, there exists a constant ¢(v) > 0 such that,
S
/

On the other hand, we observe that

2
dt < o(7) (U0, 0,0y + 10,09l B0

= cNIW (-, 8)lZ2(0,1)- (5.32)

d

UGt

T T T
Ge000 =5 [ V60t = [F L0600 = [ xen@FU60.4 9

where x(,7)(s) is the characteristic function of the interval (¢,7"). Therefore, from Minkowski inequality we have

d T d
Hgﬂ%ﬂﬂ < |
L2(0,T) 0

X(t,T) (5) _U(’Y(t)v 2 3)

i ds

L2(0,T)

d

UG, 49)

ds. (5.33)
L2(0,s)

Combining (5.32) and (5.33) we easily obtain the estimate (5.28).
Now we prove the second part of Proposition 5.1. Assume that 1(x,t) = W (x,t), with & € L?(0,T; L(0, L)).
Following the previous argument based on Duhamel’s principle we write

T
o(z,t) :/t V(x,t.s)ds
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where V(z,t,s) is the solution of

Vit — Vaz = 0, O<z<L, 0<t<s<T,
V(z,s,s) = —¥(x,s), 0<z<L,
Vi(z,s,s) =0, 0<z<lL, 0<s<T,

V(0,t,8) =V (L,t,s) =0, 0<t<s<T.
Note that V € C(0,T; H}(0, L)) N C*(0,T; L?(0, L)) and therefore the same is true for ¢.
From Proposition 4.1 and the conservation of energy we deduce

2

d

—V(y(t),t,5)| dt < eIV, 0,1 (5.34)
o |dt 0(0,L)
On the other hand, we observe that
d / V(y(t),t,s)d / ), t,8)ds +W(v(1),1)
dt ), t =9 s)ds = s)ds

- / X () jtku),t,s)ds FUG(0),1).
0

H ; T
< o4t 1) < /
dt L2(0,T) 0

The first term on the right hand side can be bounded using (5.34). On the other hand, taking into account that
L*(0,L) C H(0, L), we have

¥ (v(@©): Dl 20,y < ¥l p2g0,70(0,0)) < ||WHL2(0,T;H3(0,L))~ (5.36)

From (5.34)—(5.36) we easily obtain the inequality (5.29). O

Therefore,

vy, t,s)

= ds + (1 (8), )l oy (5.35)

L2(0,5)

6. CONTROLLABILITY

In this section we briefly describe how to obtain the controllability result stated in Theorem 2.4 from the
observability result in Proposition 4.1. This is a straightforward application of HUM-method.
The first step is to characterize the controls of (1.1). Let us introduce the adjoint system

Ot — Paz =0 inze(0,L),te(0,T)
©(0,t) = (L, t) =0 inte(0,7T), (6.37)
o@T)=¢" @z, T)=¢", inze(0,L)

with (¢°, 1) € HL(0,L) x L?(0, L).
Multiplying the equations in (1.1) by ¢ and integrating by parts we easily obtain, at least formally, the
following identity:

L L
(u (2), p(z, 0))1 — / W () pr(,0) da + (F(£), p(y(£), ) = {un(er, T, ()1 — / u(, T)g!(z) d, (6.38)

where (-, -); denotes the duality product in H}(0, L) and (-, )} the duality product in H'(0,T). Note that weak
solutions must satisfy this identity. Therefore, a control f can be characterized as a function f(¢) which satisfies

the identity
L

(u! (2), (x,0))1 — / u®(@)r(x,0) dz + (f(£), (v(t), 1)1 dt =0,
for all (%, ') € HL(0,L) x L?(0,L). ’
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Let us now introduce the functional J : Hg(0, L) x L*(0,L) — R given by

T
st =5 [

2

d

—¥(y(8),1)

1 B 0
= dt+ (@), (w001 = [ @tz da,

where 1) is the solution of (6.37) associated to the final data (¢)°,¢!). For T sufficiently large, this functional
is continuous convex and coercive, due to the inverse inequality stated in (4.12). Therefore it has an unique
minimizer (¥0,,4L) € HE(0, L) x L?(0, L). The minimizer satisfies

T L
| om0 500000 + (0@ p@.0) - [ @etz.0) dz o

for all (0, ') € HE(0, L) x L?(0, L). Thus, a control is given by f € (H}(0,T))" such that

T
GO = [ Foat@.0 O dt forallye H#O.T)
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