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ON THE FATTORINI CRITERION FOR APPROXIMATE CONTROLLABILITY
AND STABILIZABILITY OF PARABOLIC SYSTEMS

MEHDI BADRA! AND TAKEO TAKAHASHI?

Abstract. In this paper, we consider the well-known Fattorini’s criterion for approximate controlla-
bility of infinite dimensional linear systems of type vy’ = Ay + Bu. We precise the result proved by
Fattorini in [H.O. Fattorini, STAM J. Control 4 (1966) 686-694.] for bounded input B, in the case
where B can be unbounded or in the case of finite-dimensional controls. More precisely, we prove that
if Fattorini’s criterion is satisfied and if the set of geometric multiplicities of A is bounded then ap-
proximate controllability can be achieved with finite dimensional controls. An important consequence
of this result consists in using the Fattorini’s criterion to obtain the feedback stabilizability of linear
and nonlinear parabolic systems with feedback controls in a finite dimensional space. In particular, for
systems described by partial differential equations, such a criterion reduces to a unique continuation
theorem for a stationary system. We illustrate such a method by tackling some coupled Navier—Stokes
type equations (MHD system and micropolar fluid system) and we sketch a systematic procedure re-
lying on Fattorini’s criterion for checking stabilizability of such nonlinear systems. In that case, the
unique continuation theorems rely on local Carleman inequalities for stationary Stokes type systems.
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1. INTRODUCTION

In this article, we consider some spectral criteria for the approximate controllability and for the exponential
stabilizability of the linear system

y = Ay + Bu, (1.1)

where A is the infinitesimal generator of an analytic semigroup (e4) on a complex Hilbert space H and where

B:U — D(A*) is a linear bounded operator defined on a complex Hilbert space U.
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A well-known criterion for approximate controllability was obtained by Fattorini in [18] in the case B €
L(U, H) and without the hypothesis that (e*) is an analytic semigroup:

Ve € D(A"), VYAeC, A¢«=X and B*¢c=0 =— e=0. (UC)

In the above criterion, A* and B* denote the adjoints of A and B, respectively. Condition (UC) is an infinite
dimensional version of the classical Hautus test introduced in [28] (see [44] for a stronger version for exact
controllability). Our aim is to consider similar criteria for approximate controllability and also for stabilizability,
and to consider the case B € L(U, D(A*)'). (Here and in what follows, £(X,Y) is the set of linear bounded
mappings from X to Y.)

More precisely, let us fix pig > sup,cy R\, so that fractional powers of (o — A*) and (po — A) are well defined
and for a € R we introduce the spaces:

dof D((MO - A)O‘) ifa>0 o def D((MO _ A*)oz) if >0
Ho ™ {D«uo —aney ita<o A Ha = (g — Ay ifa <o, (1.2)

where for a Hilbert space V' C H such that V is dense in H, V' stands for the dual space of V' with respect to
the pivot space H.
In what follows, we assume the following hypotheses

(H1) The spectrum of A consists of isolated eigenvalues (\;) with finite algebraic multiplicity N;.
(Hz2) The family of root vectors of A is complete in H.

(H3) The semigroup (e‘4) is analytic.

(H4) The following interpolation equalities are satisfied: D((uo — A)*) = [H, D(A)]q for all o € [0, 1].
(Hs) There exists v € [0, 1) such that B € L(U, H_).

The hypothesis (1) means that the spectrum of A is composed with complex eigenvalues A; for j € N and
that for all j € N the projection operator:

1 -1
RAy) = 5 /“jl_é(x A) A, (1.3)
has finite dimensional range. In (1.3) the value > 0 is chosen small enough so that the circle {A € C | [A= )| =
0} does not enclose other point of the spectrum than A;. It is well-known that there exists some n € N* such
that Ran(R_1(\;)) = ker(\; — A)™ (see [33]) and we denote by m(A;) € N* the smallest of such n. The finite
dimensional subspace ker(\; — A)™*) = Ran(R_1();)) is called the generalized eigenspace of A associated
to Aj, its dimension N; € N* is called the algebraic multiplicity of \; and an element of ker(\; — A)mo‘j) is
called a root vector of A. We also recall that the subspace ker(\; — A) is called the (proper) eigenspace of A
associated to \; and its dimension ¢; € N* is called the geometric multiplicity of A; (recall that £; < Nj).
Using the hypotheses (Hs), (H4) and (Hs) and applying classical results on parabolic systems, we deduce
that for any u € L*((0,7);U) and for any yo € Hys_. there exists a unique solution y of (1.1) satisfying
y(0) = yo and such that

y € H'((0,7); H_,) N L*((0,7); Hi—) N C([0, 7]; Hyjo ). (1.4)

In the hypothesis (H4), [, ]a denotes the complex interpolation method (see [45]). Concerning operators
satisfying the above interpolation equality we refer to Section I1.1.6 from [12] (for instance, it is satisfied if A
is dissipative). The hypothesis (H4) is only a technical assumption that simplifies the study and the notation.
Without such an hypothesis the space Hy/5_~ should be replace by (uo — A)Y([H, D(A)]1/2)-

Definition 1.1. System (1.1) is said to be approzimately controllable if for any yo,y1 € Hy/o—., and for any
€ > 0, there exists u € L*(0,7; U) such that the solution y of (1.1) with y(0) = yo satisfies ||y(7) —y1llm,,,_, <e.
If the above u can be chosen in a K-dimensional subspace Ux C U then (1.1) is said to be approximately
controllable by K-dimensional control.

Since we assume (H3), the time 7 > 0 in the above definition can be chosen arbitrary.
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A problem related to the approximate controllability of (1.1) consists in considering controls of the form

U = Zuwl, (1.5)

leN

where v = (v;)jen is a family to be chosen and where @ = (u;)jen is only depending on time and is the new

control. Here we are looking for families v = (vj)jen € *(N;U) such that the corresponding system is still
approximately controllable.
Let us introduce for all v € £?(N,U) the operator

V) : 2(N) — H_,, V(o= Zwle where @ = (w;)en. (1.6)
leN

Here (?(N) = (2(N, C) denotes the space of square-summable complex sequences. The system considered here
and which is deduced from (1.1) can be written as

y' + Ay =V (v)a. (1.7)
Definition 1.2. We say that v is admissible if the system (1.7) is approximately controllable.

A particular important case of the above class of problem is when the family v is finite i.e. v = (v})j=1,.. K €
UK for some integer K. Obviously, if there exists such a finite admissible family then (1.1) is approximately
controllable by K-dimensional control.

Let us consider x(X;), k = 1,...,¢;, a basis of ker(\; — A*) and let us define

£ Prer(h; — A*) " =spanc{ex(h) [J €N, k=1,....0;} .
JEN
Moreover, for a given family v = (vj)jen € £2(N;U) we introduce the bounded linear operator
n

W;(v) : Ccl — EQ(N), T i:xk(vﬂB*ek(;\j))U , (1.8)

k=1 leN

and for a finite family v = (v;);=1,...,x of UX we use the same notation for the following matrix of order K x 4

W) = (] B3 ) | (L9)

I<ISK, 1<k,

We are now in position to state the result on approximate controllability.

Theorem 1.3. Assume (H1), (H2), (H3), (Ha) and (Hs) and let K € N*. Then the following results hold.

1. System (1.1) is approximately controllable if and only if (UC) is satisfied.
2. System (1.1) is approzimately controllable by a K -dimensional control if and only if (UC) is satisfied and

supl; < K. (1.10)
JEN

3. A family v is admissible in the sense of Definition 1.2 if and only if

rank W;(v) =¢; VjeN. (1.11)
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4. Assume that (UC) is true. Then the set of admissible families of (*>(N,U) forms a residual set of (*(N,U).
Moreover, if v € (2(N,U) is admissible then its orthogonal projection onto (2(N, B*E) is admissible.

5. Assume that (UC) and (1.10) are true. Then the set of admissible families of UX forms a residual set of
UK. Moreover, if v € UK is admissible then its orthogonal projection onto (B*E)X is admissible.

Recall that a residual set of a topological space X is the intersection of countable open and dense subsets
of X. In particular, it is a dense subset of X if X is a Banach space.

Remark 1.4. Let us make some remarks on the above result: the point 1. in the above theorem is the Fattorini
result in the case B € L(U, H_,). Since we assume (H3), even for v = 0, there is a small change: the set
{y(r) ; we L*(0,7);U)} is dense in Hy o which implies that it is also dense in H.

To be more precise, the point 1. in the above theorem (the Fattorini theorem) does not need the hypotheses
(Hs), but here we are mainly interested in parabolic systems and with the possibility to use only finite dimen-
sional controls. Without the hypothesis (H3), one has to replace H; /o, by H_g, with suitable 3 < v such that
y € C([0,7]; H_3), and the definition of approximate controllability has to be relaxed as follows: system (1.1)
is said to be approximately controllable if U;~ o Ran®; is dense in H_g3 where

D (u) dief/o (7% Bu(s) ds.

It can be checked that system (1.1) is approximately controllable, if and only if, for any y; € H_s and for any
e > 0, there exists u € L?(0, +o0; U) such that the solution y of (1.1) with y(0) = 0 satisfies ||y(7) —y1l|n_, <¢
for some 7, depending in general on y; and €.

The condition (UC) is also a criterion for stabilizability property. We say that (A, B) is stabilizable if there
exist F' € L(H,U) and constants C' > 0, ¢ > 0 such that the solutions of (1.1) with u = Fy obey |y(t)||ag <
Ce™|y(0)||z for all £ > 0. Note that for a given o > 0 it is easily seen that (A + o, B) is stabilizable if and
only if there exist F' € L(H,U) and C > 0, € > 0 such that the solutions of (1.1) with u = Fy satisfy

ly®)lmr < Ce™ T |iy(0)lz (t = 0). (1.12)

Definition 1.5. We say that (A, B) is stabilizable by K-dimensional control if there exists a K-dimensional
subspace Ux C U such that (A, B|y, ) is stabilizable. A linearly independent family (v;);=1,... & of UK gener-
ating such a Uk (i.e. Ux = spanc{v;,j =1,..., K}) is said to be admissible for stabilizability of (A, B).
If (vj)j=1,. K of UX is admissible for stabilizability, then the stabilizing finite rank feedback law F' € L(H,U)
can be represented as follows:
K
Fy(t) = 3 (5(),8) vy, (1.13)
j=1
Note that above definitions are consistent since, by combining (H3), (Hs), and F € L(H,U) with a per-
turbation argument, we have that A + BF generates an analytic semigroup on H and in particular that
y(t) € C([0,00); H).
In the case of stabilization, the condition (UC) is replaced by

Ve e D(A*), VAeC, RA>—-0 A'c=X and B'«e=0 = e=0. (UC,)
The space € used in Theorem 1.3 can be replaced by the following space depending on ¢ > 0:
£, = @ ker(\; — A*) = spanc{er(\;) | R\, > —0, k=1,...,4;}. (1.14)
RA;j>—0

We also consider the hypothesis that completes (H;)
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(Hs) The spectrum of A has no finite cluster point.

Note that a sufficient condition for (Hg) is that A has compact resolvent.
The main result for the stabilization of (1.1) is

Theorem 1.6. Assume (H1), (Hs), (Hs) and (Hg). Let K € N* and o > 0. Then the following results hold.
1. The pair (A + o, B) is stabilizable if and only if (UC,) is satisfied.
2. The pair (A + o, B) is stabilizable by a K-dimensional control if and only if (UC,) is satisfied and

sup ¢; < K. (1.15)
%)\jZ*O’

3. A family v = (vj)j=1,.. x of UX is admissible for stabilizability of (A + o, B) (in the sense of Def. 1.5) if

and only if

.....

rankW;(v) = ¢, V\;, R\, > —o. (1.16)

4. Assume that (UC,) and (1.15) are true. Then the set of admissible families for stabilizability of (A + o, B)
forms a residual set of UK. Moreover, if v is admissible for stabilizability of (A + o, B) then its orthogonal
projection onto (B*E,)X is admissible for stabilizability of (A + o, B).

Remark 1.7. Using the above result, one can deduce the stabilization of a class of nonlinear parabolic systems
(see Thms. 3.3 and 3.4).

Let us also underline that in many practical examples, the system (1.1) is originally defined on a real Hilbert
space for control functions with values in a real control space. Thus above approximate controllability and
stabilization results are also stated in the real case (see Thms. 2.4 and 3.5 below). We emphasize that, even in
the real case, the minimal value of K is the maximum of the geometric multiplicities ¢;. It is independent of
algebraic multiplicities and of real or complex nature of the eigenvalues as it is suggested in [8], Remark 3.9.

Remark 1.8. The stabilizing feedback control v = Fy given by Theorem 1.6 is constructed from a finite
dimensional projected system and, as a consequence, it is infinitely time differentiable:

VYneN, w=FyeH"U). (1.17)

Actually, the construction given by Section 3.1 shows that in (1.13) the family {&; | j = 1,..., K} can be chosen
in the set &, defined by (1.14). Then F can be extended as an operator from [D((A*)™)]" onto U for all n € N.
In particular, from F € L([D(A*)],U) and y' € L*([D(A*)]’) we first deduce that u = Fy belongs to H'(U),
and thus (1.17) follows from an inductive argument by successively differentiating equation (1.1).

Using the Theorem 1.6 and Remark 1.7, we can deal with several nonlinear parabolic real systems such as
systems of heat equations or Navier—Stokes type systems. For instance, we show in Section 4 how to obtain the
local stabilizability around a stationary state (w®,#%) of the magnetohydrodynamic (MHD) system

wy — Aw + (w - V)w — (curl§) x 0 + Vr = f5 + 1,u in Q,
0; + curl(curl §) — curl(w x ) = 12> in Q,
divw =divd =0 in Q,
< < (1.18)
w=w", 9n:9 n OnE,
(curl @ —w x ) x n = (curl 8% — w* x 6%) x n on X,
w(0) = w” +yo, 6(0) =6+, in 02,

with a control %2 in the magnetic field equation that satisfies:

div (1,u%) =0 in Q,
(1,7*)-n=0 on X. (1.19)
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In above settings, {2 is a bounded and simply connected domain of R3, w is a nonempty open subset of {2,
Q = (0,+00) x 2, = (0,4+00) x 912, 1,, is the extension operator defined on (L?(w))? by 1,(y)(x) = y(x) if
x € wand 1,(y)(x) = 0 else, and u',u? are control functions in (L2((0,T) x w;R))3. This result extends (and
also improves) the 2d stabilization result [36]. In Section 4, we also prove a boundary stabilization result for a
nonlinear micropolar fluid system for which controllability issue has been considered in [20]. Those stabilization
results are both based on the proof of the unique continuation property (UC) and require the use of local
Carleman inequalities for coupled Stokes-type equations. These inequalities are proved in the Appendix.

The first works dealing with approximate controllability of infinite dimensional linear systems are due to
Fattorini in the pioneer papers [18,19]. While [19] focus on the particular case of self-adjoint generators, general
semigroup generators are considered in [18] where the above mentioned infinite dimensional Hautus test (UC)
is proposed. Very surprisingly, the last quoted work has been published three years earlier than Hautus famous
paper [28]. Tt is also suggested in [18] that one can find a finite rank input operator such that approximate
controllability holds provided that the rank is greater or equal than the maximum of the geometric multiplicities
of A. However, nothing is said about the way of constructing such a finite rank input operator. Since Fattorini’s
paper is almost 50 years old, it is of course expected that there has been additional work on the subject, dealing
in particular with finite dimensional controls. However, most of the results available in the literature concern
self-adjoint or diagonal operators and are stated in a much less general way than Fattorini’s result. For instance,
in [47] Triggiani provide a generalization of the Kalman rank condition which reduced to (1.11) in the case
of normal operator with compact resolvent, and permits to characterize admissible finite dimensional control
subspaces (see [47], Eq. (3.5)). About stabilizability problems, the idea of using finite dimensional feedback law
stabilizing linear parabolic systems goes back to [46,48] and the rank conditions (1.16) arise as a stabilizability
criterion in the case of self-adjoint operators with compact resolvent (see [46], Eq. (7.2)). This spectral rank
criterion can also be found in the modern literature but still for self-adjoint, or at least diagonal, operators. We
refer for instance to the book of Curtain and Zwart where the rank condition is stated for self-adjoint or diagonal
operator having simple spectrum as well as a Riesz basis of eigenvectors (see [14], Thms. 4.2.1 and 4.3.2), or
to the book of Bensoussan, Da Prato, Delfour and Mitter still for diagonal operators (see [12], Thm. 4.2).
However, in numerous applications the operator A may not be diagonal or may not have a Riesz basis (for a
simple example of non selfadjoint operator whose eigenvectors are complete but do not form a Riesz basis see for
instance [16]). As a consequence, we present here the finite dimensional control version of Fattorini’s theorem
written in full generality: see Theorem 1.3 and Remark 1.4.

The second reason motivating the writing down of Theorem 1.3 is the connected stabilization issues that are
stated in Theorem 1.6. Indeed, we must underline that the fact that (UC,) (or its rank conditions version (1.16))
can be used as a general criterion for the stabilizability of parabolic systems went unnoticed in many recent
works about stabilization of fluid-flow systems. We can quote for instance the papers of Barbu, Lasiecka and
Triggiani [9-11] where, to obtain the stabilizability of the linearized Navier—Stokes equations, the authors make
the useless additional assumption that the projected operator Ay is diagonal (and even postulate that it is
also necessary for exact controllability of the projected system, see [10], Rems. 3.6.2 and 3.6.4). Or the work
of Raymond and Thevenet [43] where the exact controllability of the finite dimensional unstable projected
system is deduced from the stabilizability by infinite dimensional control proved in [42], itself relying on the
null controllability of the Oseen equations [21]. We must also mention the series of works of Fursikov [22-24]
where stabilization of the Oseen equations and of the Navier—Stokes equations is achieved through a subtle
combination of an extension of the domain procedure with a spectral decomposition. Up to our knowledge, it is
the first work that reduces the PDE stabilizability question to a unique continuation property on an eigenvalue
problem (see Fabre and Lebeau’s type theorem proved in [24], Thm. 4.2), and for a non necessarily diagonal
underlying linear operator. There, B* correspond to an internal observation and this permits to deduce the
linear independence of the whole family {B*ex(\;) | RA; > —o, k = 1,...,¢;} which is at the basis of the
construction of a key extension operator. Note that such a linear independence property is also used in [§]
to construct finite dimensional distributed control. However, it is stronger than (UC,) and proper to internal
observation since linear independence of {B*ex(A;) | RA\; > —o, k=1,...,¢,;} is false for boundary control in
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some simple geometrical situations (see the end of the introduction of [5]). Note also that in the above quoted
works the question of finding the minimal number K for which the stabilizability holds is not addressed or only
partially.

The major interest of the Fattorini criterion is that proving (UC) is an easy alternative to obtain the finite
cost condition needed to construct stabilizing feedback law from well-posed optimal quadratic problem, see [3],
Remark 2. For instance, boundary feedback stabilizability of the Navier—Stokes system can be simply reduced to
a uniqueness result of type [17] and avoid more sophisticate approaches for the nonstationary system as in [21,31]
or [23,24]. Moreover, a systematic generalization of the last quoted works to other analogous more complex
systems such as coupled Stokes type systems or fluid-structure systems is not straightforward. Here, with two
examples of flow systems described by coupled Stokes type equations, we sketch a systematic procedure relying
on (UC) for checking the stabilizability of nonlinear system. We prove local Carleman estimates that permit to
check (UC) for general coupled Navier—Stokes systems and we deduce feedback and dynamical stabilization of
nonlinear MHD and micropolar systems (see Cor. A.2, Thms. 4.1 and 4.4). Concerning the use of Fattorini’s
criterion for feedback stabilization of fluid-structure system we refer to [6,7]. Finally, let us underline that a
stabilizability property can also be used to tackle some controllability issues: we refer for instance to the work [13]
where the authors prove the global controllability to steady trajectories of a 1d nonlinear heat equation by using
a stabilization procedure involving only the unstable modes.

The rest of the paper is organized as follows. Section 2 is dedicated to approximate controllability issue. We
prove Theorem 1.3 in Section 2.1, we make some comments in Sections 2.2 and 2.3 is dedicated to the real
version of Theorem 1.3. Thus, we consider a simple example involving a system of coupled heat equations in
Section 2.4. Section 3 is dedicated to stabilizability issue. We prove Theorem 1.6 in Section 3.1, Section 3.2
is dedicated to nonlinear stabilization theorems and Section 3.3 concerns the real case. Thus, as a simple
example of application, we consider the minimal rank stabilizing feedback law issue for the heat equation in a
rectangular domain. Section 4 is concerned with two applications to the stabilization of incompressible coupled
Navier—Stokes type systems. Section 4.1 is concerned with the MHD system (1.18) and Section 4.2 deals with
the boundary feedback stabilizability of a micropolar fluid system. Finally, the appendix is dedicated to the
proof of local Carleman inequalities for the Stokes equations and on their applications to obtain uniqueness
theorem that permits to check (UC) related to MHD and micropolar fluid stabilization problems.

2. APPROXIMATE CONTROLLABILITY

2.1. Proof of Theorem 1.3
First, let us recall that the solution y of (1.1) such that y(0) = yo can be written as y(t) = e?tyy + D4 (u)
with .
D (u) :/ A7) Bu(s) ds. (2.1)
0
More precisely, using (Hs), one can check that &, € L(L?*((0,00); U); Hy/2—~) and that
Rand, /27 = Hyjo—y & ker &) = {0},

where the adjoint of @, is given by:

x x [ B*eA ("t¢ for t €[0,7],
Vel @00 ={} fort € [0 (22)
Therefore, approximate controllability of (1.1) is equivalent to the following condition
Ve€ H: ,,,  Betle=0 (te(0,7) = e=0. (2.3)
Moreover, since the semigroup is analytic, this condition is equivalent to

Ve€ HI 1, Be'le=0 (t€(0,4+0)) = e=0. (2.4)



FATTORINI CRITERION FOR STABILIZABILITY OF PARABOLIC SYSTEMS 931
Proof of 1. Let us first prove that (UC) implies (2.4). For that, assume ¢ € H}_, , satisfies

Bt =0 (te(0,400)). (2.5)

The Laplace transform of (2.5) (see [50], Thm. 4.3.7) first yields:

(o)
B*(\— A" le = / e MB*eA e dt =0 for RA > po > sup RA;
0 jEN

and next B*(A — A*)71e = 0 for all for all A € p(A*) by analytic continuation. Now define

1

() = — — X))t A = AL n coom(A
R0 =g [ GO AYTI e (1 mOy)

where § > 0 is the same as in (1.3). Since B*(A — A*)~le = 0 for all A € p(A*) we deduce that
B*R*,(M\j)e=0  VYne{l,....m(\)}. (2.6)
Moreover, by easy computations we verify that
o1t A) A+ (N —ADRE (N) =0 Vne{l,...,m(\) -1} (2.7)
Finally, let us prove that (UC) with an inductive argument using (2.6), (2.7) yields
R*{(\j)e =0. (2.8)

By (2.7) we have R*—m(,\j)(j‘j) = (A*=X;)™)=1R* [ ();), and since Ran(R_1();)) = ker(\;—A)™*) we deduce
that R*_m(/\j)(jxj)e € ker(\; — A*). Then (2.6) with n = m()\;) comb{ned with (UE]) first gives R*—m(,\j)(;‘j)E = 0.
As a consequence, (2.7) with n = m()\;) — 1 yields Rim(Aj)H()\j)e € ker(\; — A*), and (2.6) with n =
m(A;) — 1 combined with (UC) then gives Rim(Aj)+1(5\j)e = 0. By reiterating the argument we successively
obtain R*,()\;)e = 0 from n = m()\;) until n = 1. Finally, since (2.8) holds, we have e € Ran(R_1(\;))* for all
j € N, and with assumption (Hz) we get € = 0.

Conversely, let us now prove that (2.4) implies (UC). Suppose that (UC) is false: there exist jo € N and an
eigenvector €(\j,) # 0 (associated with the eigenvalue \j,) such that B*s(\;,) = 0. Moreover, since we have
(see [41], Chap. 2)

eA*ts(on) = eAjtg(on)a
then B*e4 te()\;,) = 0 for all ¢ € (0, 4+00) and (2.4) is false.
Proof of point 3. Let us consider v € ¢?(N,U). System (1.7) is approximately controllable if and only if the
corresponding condition (UC) holds i.e.
Ve e D(A"), VAeC, A'ce=X and V(v)s=0 = e=0. (2.9)
It can be checked that the adjoint operator of V' (v) is given by
V(v)*: H} — A(N), V(v)*e = ((v|B*e)v)ien, (2.10)

and it is clear that (2.9) is equivalent to (1.11). We deduce that v is admissible if an only if (1.11) is satisfied.
Proof of point 4. Let us prove that the set of families v € ¢?(N,U) satisfying (1.11) is the intersection of a
countable family of open and dense subsets of £2(N, U).

For all n € N, we denote by R, the subset of £(C",¢?*(N)) composed by the linear bounded mapping of
rank n. It is well-known that R,, is an open and dense subset £(C", /?(N)).
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Let us recall that the linear mapping defined by (1.8)
W; : (N, U) — L(CY,*(N))
is bounded. The set of families v € £2(N, U) such that (1.11) holds for all j € N can be written as

A= n I/Vji1 (’jo) :

JjEN

In order to prove that this set is residual, we prove that for all j € N, W;l(jo) is an open dense subset of
2(N,U). Let us fix j € N.
First, by using that W} is a continuous mapping, we deduce that Wj_l(jo) is an open subset of £2(N,U).
To prove the density, we proceed as in [5]: let us consider v € £2(N, U). Since (UC) holds, the family B*e;();)
fori=1,...,¢; is linearly independent and thus it can be seen that v € Wj_l(jo) if and only if the span of v

contains B*g;(\;) for ¢ = 1,...,¢;. In particular, if we decompose the first £; vectors of v as

vk = Uk + O, with Uy € span{B*e;()\;), i =1,...,4;}, U € span{B*e;(\;), i =1,... ,Ej}l,

then we see that v is admissible if (v1,...,v;) is a basis of span{B*eig\j), t=1,...,¢;}. This is equivalent to
say that the matrix of (Uy,...,7,) in the basis (B*e1())), ..., B*e¢,();)) is invertible. However such a matrix
can always be approximated by invertible matrices and thus any v can be approximated by v" € ?2(N,U) such

that (07,... ,527,) is a basis of span{B*e;(\;), ¢ = 1,...,¢;}. Since such a v"7 is admissible this concludes the
proof. '

Proof of point 5. The proof is completely similar to the Proof of point 4. Just, observe that K > ¢; is clearly a
necessary condition for (1.11) with W;(v) now defined by (1.9).

Proof of point 2. The fact that (UC) and (1.10) imply that (1.1) is approximately controllable follows from
point 5. To prove the converse implication one can use point 1 and the fact that if (1.10) does not hold, (1.11)
is false.

2.2. Remarks on Theorem 1.3 and on the hypotheses (H1)—(Hs)
Remark 2.1. In Theorem 1.3, one can only suppose v > 0 in (H5) and replace the hypothesis (H3) by

Rand, C H_g, € [y—1,9] (2.11)

for some 7 (@, is defined by (2.1)). First let us remark in that case (2.11) holds for all 7 > 0 and @, is bounded
from L?(0,+o00;U) into H_g for all 7 > 0 (see [50], Prop. 4.2.2).

Let us note that in the quoted work, the result is obtained for v = 1 and 8 = 0, but it can be extended to
v >0and 3 € [y — 1,7] with the change of variable &, = (1o — A)~?®., because for such values v, # we have
(o — A)™PB: U — H_; bounded.

However, because the expression of @} given by (2.2) is not necessarily valid for ¢ € H}j, expressions (2.3)
or (2.4) must be slightly modified. Following [50], (Parts 4.3 and 4.4) we have

Ve e Hj, (86)(t) = {(()%)(T —t) g i N [TO; 7l (2.12)

([0, 400); U) satistying

loc

where ¥ denotes the uniquely determined extended output map ¥ : Hj — L?

(Fe)(t) =B e'e  Vee HI, t>0.
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About existence and uniqueness of such ¥, (see [50], p. 123)5. Then from
U;soRan®, " = H <= N,~oker&* = {0}
we also get that (1.1) is approximately controllable if and only if
Vee Hg, (Pe)(t)=0 (t€(0,0))= e=0. (2.13)
From this relation, one can follow the Proof of the point 1 of Theorem 1.3.

Remark 2.2. According to Keldy’s Theorem, assumption (H2) is satisfied by a class of perturbations of self-
adjoint operator: if Ay is a self-adjoint operator in H with compact resolvent, if A; is an operator such that
Aq(—Ap) ™« is bounded for some 0 < o < 1, and if the eigenvalues (\;) en of Ag satisfy for some 1 < p < 4o00:

1
E < 400, (2.14)
| Az1P
jen '"J

then A = Ay + A; with domain D(A) = D(Ap) is closed and its family of root vectors is complete in H
(see [26], Thm. 10.1, p. 276), or ([45], Thm. 5.6.1.3, p. 394), combined with ([45], Thm. 5.6.1.1, p. 392 and
Lem. 5.6.1.2, p. 395). Note that Weyl’s formula ensures that (2.14) is satisfied by regular self-adjoint elliptic
operator, (see [45], p. 395).

Remark 2.3. If —A is positive we can define its fractional powers (—A)* with 0 < « < 1, and we easily verify
that the set of eigenvectors of (—A)* and (—A*)® coincide with the set of eigenvectors of A and A*, respectively.
Then assumptions (H1), (Hz) and (UC) holds for —(—A)® if they hold for A. Moreover, if (A, B) satisfies (Hs)
for some v > 0 then (—(—A)*, B) satisfies (H5) for Z. Then under assumptions (H1), (Hz2), (Hs) conclusions
of Theorems 1.3 are also true for —(—A)® with 0 < < 1. This should be compared with the fact that the null
controllability of (A, B) does not imply the null controllability of (—(—A)%, B) for 0 < a < 1/2, see [40].

2.3. Approximate controllability of real systems

In many practical examples system (1.1) is originally defined on a real Hilbert space for control functions
with values in a real control space: A is originally defined as an unbounded operator on a real Hilbert space G
(i.e. A: D(A) C G — G) and the input B is originally defined as a bounded operator from a real Hilbert space
W into the real space G, (defined as H_, in (1.2) but now from real operators A, A*). Then for (0) € G/2—,
and u € L*(0,4o00; W) the trajectories ¢ — y(t) are continuous with values in the real Hilbert space Gy/a_».
In such situation, (1.1) is referred as a real system and all the above definitions of approximate controllability
and admissibility can be stated for real spaces in the same manner as it has been done for complex spaces. It
follows that complex spaces H and U are simply the complexified spaces H = G +1G and U = W +1WW and to
recover the above complex framework it suffices to consider extensions of A and B to H and U, respectively.

It is clear that the approximate controllability of the complex system implies the approximate controllability
of the real system. This follows by remarking that the complex system (1.1) can be decompose in two uncoupled
real systems corresponding to real and imaginary parts of (1.1). The same argument yields that if (v;); is
an admissible family of U for the complex system then (Rvj,Sv;); is an admissible family of W for the real
system. In particular, if the complex system is approximately controllable by K-dimensional control then the real
system is approximately controllable by 2K-dimensional control. However, (1.10) and (UC) are also sufficient
for approximate controllability by K-dimensional control of the real system. A slight modification of the Proof
of Theorem 1.3 permits to obtain a real version of Theorem 1.3 stated in Theorem 2.4 below.

N 5 Since the quoted work only applies for v = 1 and 8 = 0 it can be used to justify the existence and the uniqueness of
W H — L2 _([0,+00); U) satisfying (We)(t) = B*(uo — A*) PeA e for all & € Hj,t >0, and we check that ¥ = W(ug — A*)P

loc

obeys the desired property.
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Before stating this result, we need some additional notation. Recall that for each A; the family €k(Xj),
E =1,...,¢;, denotes a basis of ker(Xj — A*) and we denote by F the subspace of G generated by real and
imaginary parts of £;();). Note that when \; = ); is real we can suppose €(};) € G. Moreover, since A* is
real its spectrum is symetric with respect to the real line and non real eigenvalues are pairwise conjugate with
pairwise conjugate basis of eigenvectors, i.e. for all j € N the complex value A; is also an eigenvalues of A* with

corresponding basis of eigenvector {ex(\;) | k = 1,...,¢;}. Then with

JoE{LGEN|IN =0}, J={jeN|S)\ >0} and J ={jeN|3)\ <0} (2.15)
the subspace F is also defined by:
def = G —  der 6’f(Xj_) if j € Jo,
F =spang{xr(N;) |j €N, k=1,...,¢} where xx(\;) = { Rex(N)) if j € T4, (2.16)
S&k()\j) if j cJ_.

The following real version of Theorem 1.3 holds.

Theorem 2.4. Suppose that A and B are real operators defined on real Hilbert spaces, G and W, respectively.
Assume that the complezified of A and B satisfy (H1), (H2), (H3), (Ha) and (Hs) and let K € N*. Then the
following results hold.

1. Real system (1.1) is approzimately controllable if and only if (UC) is satisfied.

2. Real system (1.1) is approzimately controllable by a K -dimensional control if and only if (UC) and (1.10)

are satisfied.

A family v € (2(N, W) is admissible if and only if (1.11) is satisfied.

4. Assume that (UC) is true. Then the set of admissible families of £2(N, W) forms a residual set of £*>(N,W).
Moreover, if v € £2(N,W) is admissible then its orthogonal projection onto £*(N, B*F) is admissible.

5. Assume that (UC) and (1.10) are true. Then the set of admissible families of W forms a residual set of
WX, Moreover, if v € WE is admissible then its orthogonal projection onto (B*F)X is admissible.

@

Proof. The above statement is a consequence of Theorem 1.3. Let us only precise point 4. and in particular
that, under assumption (UC), the set of families v € ¢2(N, W) such that (1.11) holds form a residual set of
?2(N, W). The proof of the fact that the set of admissible family v € £2(N, W) is the intersection of open subsets
of (2(N,W) is similar to the Proof of Theorem 1.3, and we skip it. For the density the arguments in the Proof
of Theorem 1.3 must be adapted: we decompose the first ¢; vectors of v as

vk = Uk + Uk, With U € spang{B*x;(\;), i =1,...,¢;}, U € spang{B*x;i(};), i =1,... ,Ej}L.
Then we notice that

spanc{B*xi(};), i =1,...,4;} = spanc{B*ei()\;), i = 1,...,4;}.

In particular, we see that v is admissible if (v1,...,7,) is a basis of spanc{B*e;(A;), i = 1,...,4;}. This
is equivalent to say that (01,...,7,) is linearly independent or to say that the matrix of (v1,...,%,) in the
basis (B*x1()\;), .-, B*xe,();)) is invertible. However such a matrix can always be approximated by invertible
real matrices and thus any v can be approximated by v" € ¢2(N,W) such that (27, ... ,ﬁgj) is a basis of
spanc{B*ei(\;), i = 1,...,£;}. Since such a v" is admissible this concludes the proof. O

2.4. Approximate controllability of some coupled heat equations

Here we give a simple example of non diagonalizable system which consists in two coupled heat equations:

Yy —Ay+2=0 in (0,7) x £2,
2zt — Az =1,h in (0,T) x £2,
y=2z=0 on (0,T) x 052, (217)

y(0) =yo and z(0) = zo in 2.
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Above, 2 is an open subset of R%, d > 1, (yo,20) € L?*(£2) x L?(£2), w is a non empty open subset of 2, 1, is
the characteristic function of w and h € L?((0,T) x {2) is the control function.
The above system verify the hypotheses of the previous section and in particular, we have the following result

Proposition 2.5. System (2.17) is approzimately controllable. It is approzimately controllable by a
K-dimensional control if and only if R
supl; < K, (2.18)
jeN
where ZJ are the geometric multiplicities of the operator —A : H?(2) N HE(2) — L?(02).
On can also deduce the other consequences of Theorem 1.3 for system (2.17). Let us give here the main ideas
of the proof of Proposition 2.5. First, system (2.17) can be rewritten in the form (1.1) with

A -1 0
A:(OA) and B:(lw)'
It is clear that A with domain D(A) = (H2(2)NHZ (2)) x (H*(2)NHg (£2)) satisfies (H1), (Hz2), (H3) and (Hy)

with H = L?(2) x L*(£2) and that B satisfies (H;5) with U = L?(£2) x L?(£2) and v = 0 (i.e. B is bounded).
Moreover, it is easily seen that

A" = <_AI g) and  D(A") = D(A).

Let denote by A;, j € N, the Dirichlet Laplacian eigenvalues with geometric multiplicities ¢; and related basis
of eigenvectors {&x(A;) | k = 1,...¢;}. Simple computations show that the eigenvalues of A* are exactly the
A;’s and that proper eigenspaces and generalized eigenspaces are given by

ker(\; — A%) =span{ex(N;) | k=1,...,¢}
Ker(h; — A")2 = span {e (), ficAg) | k= 1,03},

er(A) & (fk(OAj)) IRCCOR <5k(()>‘j)) .

Thus we are in the situation where m();) = 2 and where algebraic multiplicity of A; is N; = 2¢; while the
geometric multiplicity of A; is ;.
Finally, (UC) reduces to:

Ay =y in £2,
Az —y = Az in (2, and z=0inw = {
y=2=0 on 02,

where

y =0 in §2,
z=0 in 2. (219)
To prove (2.19), suppose that the left part of (2.19) is satisfied with A = A; for some j (otherwise the conclusion
is obvious). Then ‘(y,z) € ker(\; — A*) which implies y = 0 and the conclusion follows from Holmgren’s
uniqueness Theorem, see for instance ([30], Thm. 8.6.5, p. 309). In conclusion, Theorem 1.3 applies and (2.17)
is approximately controllable in any time.

3. STABILIZABILITY OF PARABOLIC SYSTEMS

3.1. Proof of Theorem 1.6

For the following we suppose that assumptions (Hi), (Hs), (Hs) and (Hg) are satisfied and we first
rewrite (1.1) in two equations, one related to the “unstable” modes and the other to the “stable” modes.
Let N € N* be such that:

§R)\02§R/\12...2§R/\N2—0’>§R)\N+1Z..., (31)
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and set Xy = {\, | k =1,...,N}. Such an integer N exists because of conditions (H,), (H3) and (Hg). Let
us note that condition (Hs) yields that the spectrum of A is located in a sector of a left half-plane with an
opening angle strictly lower than 7. Thus, we split (1.1) in two equations, one related to the “unstable” modes
X'~ and the other to the “stable” modes X\ X'y (see [33], Par. IT1.4, Thm. 6.17, p. 178). For that, we introduce
the projection operator defined by

1
Py = — — A 2
N =5 FN(/\ ) dA, (32)

where I'y be a contour enclosing ¥ n but no other point of the spectrum of A. Then the space H is the direct
sum of the two invariant subspaces Hy = PyH and Hy = (I — Py)H of A. We also introduce the adjoint of
Py which has the following expression:

1
Py =— — A")7HdA. .
=g [ O (33)

Then, the solution y of (1.1), which can be rewritten y = yn + yy with yy = Pyy and yy = (I — Pn)y, is
solution to systems:

Yy = Anyn + Bnpnu € Hy, (3.4)

Yy =Ayyy +Bypyu € Hy.
In the above setting, Ay and A}, denote the restriction of A to Hy and H, respectively, and By = PnBpy,
By = (I — Py)Bpy where py : U — Uy and py : U — Uy are the orthogonal projection operators on

UNd:ef{B*€|€EH* ":efP]\}H} and U&d:ef{B*g‘geH;f d:ef(I_PK’)H}’

respectively. Note that their respective adjoints p%, : Un — U and py* : Uy — U are the inclusion maps. For a
detailed justification of the decomposition (3.4) and (3.5), see [5,43].

Let us prove that (A + o, B) is stabilizable, if and only if, (UC,) is satisfied.

The “only if” part is obtained by remarking that if for j € {1,..., N} there exists e(\;) € ker(A* — ;)
obeying (\;) # 0 and B*¢(\;) = 0, then multiplying (1.1) by e();) yields that every solution y of (1.1)
satisfies:

(y@)e()) 5 = N (9(0)le()))

Since the above equality is independent on v and since 8A; > —o, then (1.12) is false for any initial datum not
orthogonal to g();).

Suppose now that (UC,) is true and let us prove that (A + o, B) is stabilizable. For that, let us first verify
that (3.4) is null controllable. Assumptions (Hy), (Hs3) and (H4) are obviously satisfied for Ay (because Ay
is finite dimensional) and the fact that Ay obeys (H2) is a direct consequence of the definition of Hy and
of Ay (the restriction of A to Hy). Moreover, since the spectrum of Ay is exactly Xy, then (UC) for Ay is
exactly (UC,). Then by Theorem 1.3 system (3.4) is approximately controllable, and since null controllability
and approximate controllability are equivalent notions for finite dimensional systems we deduce that (3.4) is
null controllable.

Then it follows that (Ay + o, By) is stabilizable: there exists Fy € L(Hy,Uy) such that the solution yy
to (3.4) with uw = Fnyn satisfies for some € > 0:

1n 0l < Ce™ @ Pry(0)]lm (¢ 0). (3.6)
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For instance, the finite dimensional feedback law Fj can be constructed with a Riccati operator obtained from
a quadratic minimizing problem as in [5]. Moreover the solution g, of (3.5) with u = Fxyy is given by:

t
Un(t) = NI — Py)y(0) + / AN BUp s Fngivds,
0

t
= eAI_\’t(I — PN)y(O) + / (/\0 — A)WGAI_V(tis)(I — PN)(/\O — A)i’YBFNZ/deS.
0

The last above equality follows by remarking that (Ao —Ay )" = (Ao —A) (I — Py). Then with (Hs5), with the
fact that (3.1) and (H3) guarantee that for €’ > 0 such that —(oc+¢’) > RAny41 we have HeAWHH;, < Qe (ot

and ||(Ao — A;,)"’eA;f(t*S)HH;r < C(t —s)"7e~@T)=5) and with (3.6) we deduce:

lin g <C e~ (oFet + e~ (ote)t /t w
N N o (t—1)

dT) 1yl (£ = 0). (3.7)

Then if we choose € < ¢ the above inequality means that the feedback control constructed from the unstable
part of system (1.1) does not destabilize the stable part of system (1.1). Then we have proved that the solution
of (1.1) with w = Fnx Pny obeys (1.12) which is to say that (A + o, B) is stabilizable.

Finally, points 2, 3 and 4 are a direct consequence of Theorem 1.3 applied to the projected system (3.4).
Remark 3.1. Note that (H2) is not required in Theorem 1.6. This comes from the fact that Theorem 1.6
is obtained by applying Theorem 1.3 to the projection of system (1.1) onto the finite dimensional subspace

generated by unstable root vectors of A (i.e. the unstable subspace). Then by definition the family of unstable
root vectors of A is complete in the unstable subspace and (Hs) is always satisfied for the projected system.

Remark 3.2. From the applications point of view rank conditions (1.16) are of great interest since they are
practical criterions to construct admissible families of stabilizing actuators. For instance, a choice for v could be

V= (B*Ek(Aj))%/\jz—a,k:h..,zj.
Indeed, for such a v each matrix W; contains the full rank block (B*ex(X;), B*€1(A;))o<k,i<e, -

3.2. Stabilizability of nonlinear parabolic systems

Here, by following the path sketched in [5] we recall how Theorem 1.6 can be used to prove the stabilizability
of nonlinear systems:

Y = Ay + Bu+ N(y,u), (3.8)

where N (-, -) is a nonlinear mapping satisfying adequate Lipschitz properties recalled below. For the following
we denote by F' the bounded stabilizing feedback operator given by Theorem 1.6 and we define the closed loop

operator Ap = A+ BF with domain D(Ar) = {y € H | Ay + BFy € H}. It is well known that the semigroup

generated by Ar is analytic on H (see [5], Prop. 10). Moreover, we define:
Hro = D(—Ap)®) o> 0. (3.9)

Here we assume hypothesis (H4), from which we deduce Hp o = [H, D(AF)]q for a € [0, 1] (see [5] for details).
Next, we suppose that N (-,-) obeys for s € [0, 1]:

INEFO s < €l I€n, o
N FE) = NG F Oy < Ol = Sl (el s + 1€, )
1= Gl s (Vg + 1Ny )- (3.10)
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Finally, to state the stabilization theorems for (3.8) we need to introduce some spaces of Hilbert valued func-
tions of ¢t > 0. For two Hilbert spaces X, ) we denote by L?(0,T;X), L>(0,T;X), H'(0,T;Y) usual Lebesgue
and Sobolev spaces, we set W(0,T;X,Y) = L*(0,T;X) N H'(0,T;Y) and W(X,Y) = W (0, +00; X, ), we

denote by L2 (X), LS (X) the spaces of functions belonging for all T > 0 to L?*(0,7;X), L>(0,T; X) respec-

loc

tively, and for o > 0 we denote by W, (X,)) the space of functions y such that e?()y € W(X,)). Finally, for
s € [0,1] we use the shorter expression:

Wi =W, (Hpep He )

Then the following theorem can be obtained analogously to Theorem 15 of [5].

Theorem 3.3. Assume (H1), (Hs), (Ha), (Hs) and (Hg), for o > 0 assume (UC,) and let F be the finite

rank feedback law given by Theorem 1.6. For s € [0, 1] assume also that N satisfies (3.10) and yo € Hp,s. There

exist p > 0 and p > 0 such that if |yo||m, . < p then system (3.8) with y(0) = yo admits a solution y € W2
2

such that |ly|lws < pllyollm,. » » which is unique within the class of functions in
v '3

fooc(HF,%) N L120c (HF,i,zl) .
Moreover, there exists C' > 0 such that for all t >0
Iyl , < Celgollm, - (3.11)

The main difficulty to apply Theorem 3.3 in concrete examples is that one has to identify Hp , for a € [0,1].
Indeed, assumption (3.10) is usually obtained from boundedness property of N(-,+) in original spaces that are
not related to F'. Moreover, Theorem 3.3 is only valid for yo € Hp s that can be too restrictive, see [1,2].

An alternative to avoid such a difficulty and to obtain an exponential decrease in the norm of Hs is to use a
dynamical control. Consider a control function of the form:

K
u(t) =Y ui(t);, T=(u,...,ug) € CK (3.12)
j=1
where (v;) is an admissible family for (1.1). First, we recall the notation (1.6)
K
Vn e Z Uj B’Uj,
j=1
so that systems (1.1), (3.12) with § = @’ can be rewritten as the extended system:

/
yl _ .|y - aer |AV aer | 0
o) ] o i a2 2Y], v fo] .
In the above system, g plays the role of the control. To study this system, we introduce for 6 € [0, 1] the following
spaces

Ho = {(y,) € H x C¥ |y + (o — A)~'Vu € Hp}.

We verify that H; is the domain of A and that if (A,V) satisfies (H1), (H3), (H5) and (Hg) then (A,V)
satisfies (H1), (H3), (Hs) and (Hg) with v = 0. Moreover, it is easily seen that if (A, V) satisfies (UC) then so
does (A, V), which means that if v is admissible for stabilizability of (A, B) then (3.13) is stabilizable, see [5] for
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details. Then from Theorem 1.6 we have the existence of a linear finite rank operator F : CX x H — CK x CK
such that the solutions of (1.1), (3.12) with @ satisfying

u = F(u,y), (3.14)
obey
ly@®llz + [@®)| < Clly0)|m + [@(0)])e™",
where | - | denotes the euclidian norm of C¥. Note that (3.14) can be written as
K
u o+ Au =y ei(Ely()n (3.15)
j=1
where A is a complex matrix of size K x K representing the first component of F', where {€; € Hy; j=1,...,K}
is a family of kernels functions which represent the second component of F' and where {e;; j = 1,..., K} denotes

a basis of CK.
Finally, we suppose that for s € [0,1]:
(&)l pia

INE Wl < ClIED, 2
IN (& w) = NGl < C(IED = (€ D)oy (16 D g + 1Dl )
166 = (¢ By (1€ D)

Hy + II(C,@)ng))’ (3.16)

where we have used the notations:
K K
u= E ujvg, w(t) = E wvj, T=(u1,...,ux), W= (wi,...,wK).
j=1 j=1

For s € [0,1] we define
s — o(- o(-)=— 2 1 K
We = {(y,u) | (e"Vy,e”Vm) € LA(Hepa) N H (Hsgl x C )}

Then the following theorem can be obtained analogously to Theorem 18 from [5].

Theorem 3.4. Assume that (A, V) satisfies (H1), (Hs), (Ha), (Hs5), (Hs) and (UC,) for o > 0. Let K € N*
be given by Theorem 1.6. For s € [0,1] assume also (3.16) and yo € Hs. There exist p > 0 and p > 0 such
that if Hy0||H% < w then system (3.8)—(3.12)—(3.15) with y(0) = yo and u(0) = 0 admits a solution (y,u) €
W satisfying ||(y, M lws < pllyolla . which is unique within the class of functions in L, (Hy) N LIQOC(H%).
Moreover, there exists C' > 0 such that for all t >0

Iy (0). 70 2, < Ce™ ol -

3.3. Stabilization of real systems

We also have a real version of Theorem 1.6 stated in Theorem 3.5 below. If A and B are real operators
defined on real Hilbert spaces G and W respectively the pair (A, B) is referred as a real pair and the related
definitions of stabilizability introduced in Section 1 are the same as above by replacing the complex spaces H
and U by the real spaces G and W. In such case, a (real) K-dimensional feedback law is of the form

K

Fy(t) =Y _(y(t), %)), (3.17)

j=1
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where ¥; € G, j=1,..., K.
To state a real version of Theorem 1.6, we need to introduce the following subspace of W:

Fo = spang (xk(3) | R > —0, k=1, ),

where family (xx(A;)) is defined by (2.16). The following corollary of Theorem 2.4 holds.

Theorem 3.5. Suppose that A and B are real operators defined from respective real Hilbert spaces G and W,
assume that the complexified of A and B satisfy (H1), (H3), (Hs5) and (Hs) and let K € N* and o > 0. Then
the following results hold.

1. The real pair (A + o, B) is stabilizable if and only if (UC,) holds.

2. The real pair (A + o,B) is stabilizable by a K-dimensional control if and only if (UC,) and (1.15) are

satisfied.

A family v = (vj)j=1... x of WE is admissible for stabilizability of (A+o, B) if and only if (1.16) is satisfied.

4. Assume that (UC,) and (1.15) are true. Then the set of admissible families for stabilizability of (A + o, B)
forms a residual set of WX. Moreover, if v is admissible for stabilizability of (A + o, B) then its orthogonal
projection onto (B*F, )X is admissible for stabilizability of (A + o, B).

@

Remark 3.6. If F is the bounded stabilizing feedback operator (3.17) given by Theorem 3.5 then in a way
similar as for (3.9) we can define G . Then the analogue of Theorems 3.3 and 3.4 hold for the real closed-loop
nonlinear system by replacing the complex spaces CK, Hp,o, Hp s, Hg, etc. by the real spaces RE, Gra, Grs,
Gs, ete.

2

Remark 3.7. Note that in [43] the authors choose the whole family of real and imaginary parts of generalized
eigenvectors as a stabilizing family. However, according to rank criterion (1.16) it is sufficient to choose the family
of real and imaginary parts of proper eigenvectors. The family v given below is admissible for stabilizability of
(A+0,B):

v = (B Xk (Nj)) RN, >~ 0 k=1,....0, -
Indeed, if j € Jy the above matrix contains the full rank block (B*ex();), B*el(j\j))ogc,lgj7 and if j ¢ Jy the
matrix W; contains the ¢;-rank block [R;, I;] where

R; = (B*Rei(N)), B*ei(Nj))o<ki<e, and  Ij = (B*Ser(X;), B ei(A)))o<k, i<, -

This last claim comes from the fact that eigenvectors associated to eigenvalues {\; | ®\; > —o} are pairwise
conjugate.
3.4. Minimal number of actuators for the heat equation in a rectangular domain
Consider the d-dimensional controlled heat equation in a rectangle {2 = H?ZI(O, ¢;) for d > 2:
ye = Ay in (0,7T) x £,

y=1rh on (0,T) x 052, (3.18)
y(0) =yo in £2.

In the above setting, 1 is the characteristic function of a non empty open subset I" C {0} x H?:z (0,¢;) and

h € L?((0,T) x 942) is the control function.
The eigenvalues of the Dirichlet Laplacian are given by

d 2
.
)\a:—’/TQE <C—Z> , a:(al,...,ad)eN*d,
i=1 v
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with related eigenvectors

Hsm( ozzacz), x=(x1,...,24) € 2.

Tt is classical that controlled system (3.18) can be written in the form (1.1) for linear operator A, B satisfying
(H1), (Ha), (Hs3), (H4) and (Hs) with v > 3. For this last, we refer to [34], Chapter 3, Section 3.1, as well as
references therein. Moreover, (UC) reduces to

Ap—Ap =0 in £,

p=0on 00, g
(%

_r _ I

0, 0 on I

which is an easy consequence of Holmgren’s uniqueness Theorem (by using an extension of the domain proce-
dure). As a consequence, (3.18) is approximately controllable and stabilizable by finite dimensional control. A
remaining question is how many actuators are required for approximate controllability or stabilizability?

Suppose that 1/c?, i = 1,...,d are Q-linearly independent. Then a straightforward calculation shows that
the mapping « +— A, is one-to-one and then that the spectrum is simple (note that it is well-known that the
spectrum of the Dirichlet—Laplace operator is generically simple with respect to the domain see [39]). It implies
that (3.18) is approximately controllable, as well as stabilizable for all rate o > 0, with a one dimensional
controller.

Suppose now that ¢; = m/c,i = 1,...,d for ¢ > 0. Then the mapping o — Ao = —(7/¢)?|a|?, o> = Zgzl a?,
is no longer one-to-one. This means that (3.18) is no longer approximately controllable with a one dimensional
controller. In fact, the sequence of geometric multiplicities

md =4{BeN|xsg=A}, aeN*,

is unbounded. This follows from the fact that m% = r4(|a|?) > r2(a? +a2) where 74(n) denotes the total number
of the representation of n as a sum of d square of positive integers, and that for instance r2(5%?) = p + 1 for
p € N*, (see [27], Thm. 278). It means that the geometric multiplicities of the Dirichlet Laplacian in the square
are not bounded and that the approximate controllability with finite dimensional controllers is not possible.

However, for ¢ > 0 one can prove that the maximum of the geometric multiplicities m‘é corresponding to

eigenvalues \, > —o is bounded by (2)((}/;%0 2

S B V0 e =

and then (3.18) is stabilizable for a rate o > 0 by means

of a K?-dimensional control with

where |2] denotes the integer part of z. In order to prove the bound on the maximum of the geometric
multiplicities, we note that r4(n) is also the number of tuples of positive integers which are on the d-sphere of
ray y/n we deduce first that r4(n) is bounded above by the number of tuples of positive integers in the d — 1
ball of ray v/n and thus that ry4(n) is bounded above by the volume occupied by the points of the d — 1 ball of

d—1

ray +/n which have positive coordinates: rqy(n) < #ﬁdl)n = . Then the conclusion follows from:
max mé = max rq(]al?).
Aa>—0 |a|2<0o/c?

Finally, let us underline that the strategy consisting in choosing as many controllers as the number of modes
corresponding to eigenvalues greater than —o (which is the strategy of [43]) would lead to a number of controllers

= L% 2|, and that the ratio KJ/K? behaves as W as o — o0.
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4. STABILIZABILITY OF INCOMPRESSIBLE NAVIER—STOKES TYPE SYSTEMS

In this section, we illustrate the interest of Theorem 3.5 by applying it to some Navier—Stokes type systems.
More precisely, we show how a unique continuation results for stationary Stokes type system yields a result for
the stabilization of a nonlinear Navier—Stokes type system. The case of Navier—Stokes system was obtained
in [5], and here we deal with the feedback stabilizability of a magnetohydrodynamic system and of a micropolar
fluid system. The unique continuation theorems (to check criterion (UC)) are stated in the Appendix.

Notation. In what follows, d = 2 or d = 3 and for a nonempty open subset D of R? we denote L?(D;R),
L3(D;C), HY(D;R), H(D;C), etc. the usual Lebesgue and Sobolev spaces of functions with values in R or C.
For a scalar function 7 or a vector field z = *(z1,...,24) (* denotes the transpose) we consider the classical
notation: Vr = (9, 7,...,0,,7), Vz = (0n,2i)1<i,j<d, 'Vz = (02,%;)1<i,j<a and we also set Dz V2 + V2
and D%z < Vz — 'Vz. We recall that the divergence of z is defined by div z = ijl Oy, z; and the curl of z or
7 is defined by

curlz = 0y, 20 — 0,21 and  curlm = ( 8§27T ) if d =2,
—0p, T

and
823223 - a:103,22
curlz = | 0,21 — O, 23 if d = 3.
83;1Z2 — 83522’1

4.1. Stabilizability of MHD system

Let £2 be a bounded open subset of R? of class C?! and consider a stationary solution (w®,8%,r) of the
following MHD system:

—Aw® + (w® - V)w® — (curl §%) x 65 + VS = 9 in {2,
curl(curl #%) — curl(w® x %) = 0 in £2, (4.1)

divw® = dive® =0 in .

Here w®(z) € R? represents the velocity of the fluid, p®(x) € R is the pressure, §°(x) is the magnetic field,
f%(x) is a given stationary body force, n denotes the unit exterior normal vector field defined on 92 and x
denotes the vector product. Let also underline that in (4.1), usual non-dimensional constants that characterize
the flow (Hartmann number, interaction parameter and magnetic Reynolds number) are supposed to be equal
to one for simplicity. Concerning the well-posedness of system (4.1) we refer to [38]. In the following, w® and 6°
are supposed to be smooth enough: w* € (H?(£2;R))? and 6 € (H?(2;R))3.

Our aim is to stabilize around a given solution of (4.1) by means of a distributed control localized in an open
subset w CC 2. More precisely, for (yo, o) € (L2(£2;R))? x (L?(2;R))? satisfying

divyg =divdg =0 in 2 and yo-n=v-n=0 on 2, (4.2)

consider the following instationary MHD system

wy — Aw + (w - V)w — (curl @) x 0 4+ Vr = f5 4+ 1,u! in Q,
0; + curl(curl ) — curl(w x 0) = 1, P, u? in Q,
divw =divd =0 in Q,
s s (4.3)
w=w>, 0-n=0"-n on X,
(curl @ —w x ) x n = (curl % — w® x 6%) x n on X,
w(0) = w® +yo, 0(0) = 0%+ in £,
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where Q@ = (0,400) x 2 and £ = (0,400) x 8. Here 1,, is the extension operator defined on (L?(w))? by
1,(y)(z) = y(z) if * € w and 1,(y)(x) = 0 else, u = (u!,u?) is a control function in (L?((0,T) x w;R))? x
(L?((0,T) x w;R))? and P, is the classical Helmholtz projector related to w (i.e. the orthogonal projection op-
erator from (L?(w;R))? onto the completion of {v € (C§°(w;R))? | dive = 0 in w} for the norm of (L?(w;R))?).
Note that here 42 = P, u? satisfies (1.19). This guarantees that the right hand side of the magnetic field equation
is divergence free and then that it is compatible with the left hand side. This follows from the fact that the
orthogonal complement of the range of P, is composed with Vp € (L?(w;R))3 for p € H} (w;R) (see [25],
Chap. IIT), which implies

Vp e (Hy(2))? (divi,Pou?, D) (H-1(2)),(HL ()8 = —/ 1,P,u?-Vpde = — / P,u?-Vpdx = 0.
2 w

The idea of using such a type of control for the magnetic field equation is due to [36] for the two dimensional
version of system (4.3). If 2 is supposed to be only bounded in directions 1, z2 and invariant in direction w3,
if all functions only depend on x1, 2 and if each vector field has its third component equal to zero (and then
is identified to its two first components i.e. w(x) = *(wy (21, 22), wa(z1,22),0) = “(wi (w1, 22), Wa (21, 32)) ete.),
then we can identify {2 to its bounded two dimensional section and (4.3) reduces to:

w; — Aw + (w - V)w — (curl )8+ + Vr = f5 + 1,ut in Q,
0; + curl(curl §) + curl(w - ) = 1, P, u> in Q,
divw =dive =0 in Q,
5 5 (4.4)
w=w>,0-n=0"-n on X
curl  + w - 0+ = curl 0% + w? - 5+ on X
w(0) = w® +yo, 6(0) =0 + 1, in 2,

where (yo,¥0) € (L2(£2;R))? x (L?(£2;R))? satisfies (4.2) and u', u? both belong to (L%((0,T) x w;R))?. We
have used the notation (aj,a2)t = *(—ag,a1). In [36] the stabilizability of (4.4) is obtained for a stationary
pair (w®,0%) € (W2°°(02))2 x (W2>(§2))? satisfying homogeneous boundary conditions and for {2 simply
connected. The main step of the proof in [36] consists in checking the approximate controllability criterion (2.3)
related to the linear non stationary adjoint system associated to (4.4).

Here we extend such a stabilizability result to the three dimensional case and for stationary state only H2.
More precisely, we show the existence of finite dimensional control functions u', 2 in feedback form, such that
for all (yo,do) sufficiently small the solution (w,6) of (4.3) (or of (4.4)) satisfies (w(t),0(t)) — (w®,0%) as
t — oo, see Theorem 4.1 below. Note that our proof relies on a uniqueness theorem for a stationary system
which is simpler to handle (we prove (UC) instead of (2.3)). Moreover, we will see that assuming {2 to be simply
connected is essential for the stabilizability of the linear system obtained from (4.3) (or (4.4)) by linearizing
around (w®,60%), see Remark 4.3 below.

Our strategy consists in first rewriting (4.3) in the abstract form (3.8) with A, B, satisfying (H1), (Hs), (H5),
(He); second proving Fattorini’s criterion (UC) by using Corollary A.6 of the Appendix with the fact that (2 is
simply connected; third applying Theorem 3.3 (see Rem. 3.3). Note that is the strategy sketched in [5] for the
Navier—Stokes system and for which (UC) is obtained from the uniqueness result for the Oseen system recalled
in Theorem A.3. For sake of clarity, we only detail the calculations in the three dimensional case. Adaptation
to the 2D case is straightforward and is left to the reader.

Step 1. Abstract reformulation. With the following formulas of vectorial analysis:

(curla) x a = (a-V)a — V(|a|?*/2) and curl(a x b) = (b-V)a — (a- V)b + (div b)a — (div a)b
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we first deduce that (y,9,p) = (w —w®,0 — 05,7 — % 4+ (|6]> — |65]?)/2) obeys

yr — Ay + (w® - V)y + (y- V)w® — (6% - V) — (- VO7) + Vp = (9 - V) — (y- Vy) + Lou' in Q,
V¢ + curl(curl¥) — curl(y x %) — curl(w® x 9) = (9-V)y — (y- V) + 1,P,u*> inQ,
divy =divd =0 in Q,
y(0) =yo, 9(0) =1o in §2,
(4.5)

with boundary conditions
y=0, 9-n=0, (curld—w®xv¥)xn=0 onlX.
Note that with (w® x ) x n = (w¥-n)Y¥ — (¥ - n)w® and J - n = 0, the above boundary conditions become
y=0, ¥-n=0, (curld)xn—(w® n)¥=0 onX. (4.6)
Next, we introduce the (real) spaces
GEVIQ)x VOR) where V2(02)= {yec (L*(2;R)? |divy=0in 2, y-n=0 on d2}. (4.7)

We denote by P the Helmholtz projection operator related to 2 (i.e. the orthogonal projection operator from
(L?(£2;R))3 onto VY (£2)) and we define the following linear operator A : D(A) C G — G by

A M a [P (Ay — (w® - V)y = (y- V)w® + (6% - V)9 + (9 - V)6)
9| —curl(curl¥) 4 curl(w® x 9) + curl(y x 6°)

D(A) = {(y,9) € (H*(;R))® x (H*(£;R))? | divy = dive =0 in £2,
y=0, 9-n=0 and (curlz?xn—(ws-n)ﬁ)zoon{?()}.

Note that P does not appear in the second component of Af[y, 9] because curl(curld — w® x 9 — y x 69)
belongs to V9 (§2). In particular, the fact that its normal component is zero on the boundary comes from
y = (curld — w® x 9) x n = 0 on 2 with the following calculation for all ¢ € H?(2) and a density argument:

/ curl(curlt?—wsxﬁ—yx@s)-nqdoz/ curl(curl® — w® x 9 —y x 6%) - Vgdz
le) Q

:/ (curly — w® x 9 —y x 8%) x n - Vgdo = 0.
o0

Since 2 and (w®,#%) are regular enough, with analogous arguments as in [3,5] we verify that A generates
an analytic semigroup and that it has compact resolvent. It implies that (H1), (H3) and (Hs) are satisfied.
Moreover, we can verify that the adjoint of A is given by:

e {z} _ [P(Az + (D*2)w’ — (Dap)QS)}
p P(Ap — (D*2)60° + (D*p)w®)
D(A*) = {(z,p) € (H*(;R))’ x (H*(£;R))? | divz =divp =0 in {2,
z=00n 812, p-n=(curlp) x n =0 on 92}. (4.8)

Moreover, if we define B : W — G as follows

W (L2(wiR))® x (I3(R)), B H u [

P1,ut
,u/ b

1,P, u?



FATTORINI CRITERION FOR STABILIZABILITY OF PARABOLIC SYSTEMS 945

then (Hs) (for v = 0) is satisfied. Finally, (4.5) and (4.6) can be rewritten in the form (3.8) with:

(] []) = o) a0

Step 2. Verification of Fattorini’s criterion. Since A and B satisfy (H1), (H3), (H5) and (Hg), Theorem 3.5
applies and stabilizability of (A + o, B) for all ¢ > 0 is reduced to (UC), which is to say that for all A € C,
every (z,7, p, k) that satisfies:
Az — Az — (D*2)w® 4 (D%p)0° 4+ V7 =0 in {2,
\p— Ap+ (D*2)0° — (D*p)w® + Vi =0 in £, (4.11)
divz=divp=0 in £2,
with boundary data
2=0, p-n=0, (curlp)xn=0 on 9N, (4.12)

and such that
z2=0, P,p=0 in w, (4.13)

must be identically equal to zero in (2. Note that (4.13) is equivalent to
z=0, p=Vp in w forsomepe H} (w;R). (4.14)

Then (4.14) implies z = curlp = 0 in w and from Corollary A.6 of the Appendix, the fact that {2 is simply
connected guarantees that the above uniqueness result is true.

Step 3. Stabilizing control for linear and nonlinear systems. From Theorem 3.5, for all ¢ > 0, there
exists K > 0 and there exist families

((vj,v9))j=1...k € (B*F,)* cWX and  ((2,0)))j=1,..k € G* (4.15)

and a finite rank feedback operator F': G — W defined by

Flf] - 5 o [esrcna (4.16)

j=1 -7

such that A + BF with domain D(A + BF') = D(A) (since B is bounded) is the infinitesimal generator af an
exponentially stable semigroup on G. Moreover, as it happens for the Navier—Stokes system treated in [2, 5],
Sobolev embeddings guarantee that the nonlinearity A defined by (4.10) satisfies (3.10) only for s € [452,1].
This yields the following stabilization theorem for system (4.3) with feedback control

K
ul(t) = vl w(t) —w®) -2 —0%)-p;)dx
=3 () = 0%) 3+ 00 =0 - ) .
K
u?(t) = va /Q ((w(t) —w®) -2 + (0(t) — 6°) - p;) da. (4.17)

Theorem 4.1. Let s € [%, 1] {%}, let 2 be a bounded and simply-connected open subset of R of class C**,
let (w¥,0%) € (H2(2;R))4 x (H%(§2;R))? satisfy (4.1) and let (yo, Vo) € (HS($2;R))?x (H*(£2;R))? satisfy (4.2).



946 M.I BADRA AND T. TAKAHASHI
For all o > 0 there exists i > 0 such that if

lyoll (s (2myye + 1Poll (s (2myye < Hs
then systems (4.3), (4.17) if d = 3 or systems (4.4), (4.17) if d = 2 admits a solution (w,r,0) in

{(w",75,0%)} 4+ Wo (H*H (5 R)), (7 (@ R))®) x H 7 (L2 (2, RIR) x W, (H (2 R)), (H*~1 (2, R)))
which is unique within the class of function in
{75 05)} 4 Wioe (H* (@ R)), (B2 R) ) x HyoZ (L(2:R)/B) x Wiae((H*H (2 R))*, (H (@ R)").
Moreover, there exists C > 0 such that for all t > 0 the following estimate holds:
|w(t) — wSH(Hg(n;R))d +116(8) = 6%l 71+ (25my)e < Ce™ " (|lyoll zzg (2 + [P0l (rzs (2:m))e)-

Remark 4.2. To extend the above theorem to s = 1/2 the initial datum yo must be chosen in (H&gz((); R))?
where Hééz(ﬂ; R) stands for the subspace of Hé/z(()) composed with y such that [, dist(z, 902) ! |y|* dz < +oc.

Remark 4.3. According to Corollary A.6 the uniqueness result stated in step 2 is true if and only if {2 is
simply connected. When (2 is multiply connected and A = 0, for each nonzero p € Xy (defined by (A.22)
in Appendix) we have that (z,m,p,x) = (0,0, px,0) satisfies (4.11)—(4.13). Then there is a N-dimensional
subspace of eigenvectors related to the zero eigenvalue which is uncontrollable and the linear system obtained
from (4.3) by linearizing around (w®,0) is not stabilizable. A way to obtain a stabilizability result in the
multiply connected case is to impose on vy some zero flux conditions through cuts that joint the connected

components of 942, see [4].

4.2. Stabilizability of micropolar system

The methodology described in the last section can also be used to stabilize the following 3D micropolar
system:

w; — Aw + (w - V)w — curl @ + Vr = 5 in Q,
0, — A0 + (w- V)b — curlw — V(div 0) = ¢g° in Q, (4.18)
divw =0 in Q, '

w(0) =w® +yo, 6(0)=06°+19,  in .

About micropolar systems and related control problems see for instance [20,37] and references therein. Here (2
is a bounded open subset of R? of class C*! (w®,0%) € (H?(£2;R))? x (H%(2;R))? verifies

—Aw® + (w® - V)w® — curl0® + vr¥ = f9 in {2,
—A9% + (wS . V)HS — curlw® — V(div 95) =g° in £2, (4.19)
divw® =0 in £2,
and (yo,J0) € (L3(2R))® x (L?(2;R))? satisfies
divyo=0 in 2 and yo-n=0 on Jf2. (4.20)

We want to find a control function u = (u',u?) such that for all (yo, ) sufficiently small the solution (w, 6)

of (4.18) with nonhomegeneous boundary data of the form

w=w"+mu' and 0=0°+mu® onX¥ (4.21)
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are such that (w(t),0(t)) — (w*,0%) as t — oco. Here, m € C?(942;R) is a non zero cut-off function that allows
to localize the action of the control (u',u?) on a subset of 962 and for all t > 0:

ut(t) e VO (00) = {v € (L*(02;R))? | muv - ndo = 0} . ui(t) € (L2(02;R))3. (4.22)
o0

For that, we follow the same strategy as in Section 4.1: first we rewrite (4.18) in the abstract form (3.8) for A,
B, satistying (H1), (Hs), (Hs), (He); second we prove Fattorini’s criterion (UC) by using Theorem A.7 of the
Appendix; third we apply Theorem 3.4 (see Rem. 3.3).

Step 1. Abstract reformulation. We first werify that (y,9,p) = (w — w®,0 — 0%, — r) obeys

Y — Ay + (w® - V)y+ (y- V)w® —curld + Vp=—(y- V)y in Q,

Vy — A9+ (w® - V)9 + (y - V)% — curly — V(divd) = —(y - V)0 in Q,
divy =0 in @,

y(0) = yo, 9(0) =1o in {2,

(4.23)

with boundary conditions
y=mu' and o =mu®on X.

Next, we introduce the (real) spaces
G=VY(Q) x (L*(2;R))®  where V2(02)= {y e (L*(2;R))? |divy =0in 2, y-n =0 on 9N} (4.24)
and we define the following linear operator A : D(A) C G — G by

A [y] _ [ P(Ay — (w® - V)y — (y - V)w® + curl9)
) A9 — (w® - V) — (y - V)0° + curly + V(div 9)

D(A) = {(y,9) € (H*(;R))* x (H*({;R))? | divy =0 in 2, y =9 =0 on 002}.

Recall that P denotes the orthogonal projection operator from (L2(§2;R))? onto VO (§2). Since 2 and (w?, 8%)
are regular enough, with analogous arguments as in [3,5] we verify that A generates an analytic semigroup and
that it has compact resolvent. It implies that (1), (H3) and (H5) are satisfied. Moreover, we can verify that
the adjoint of A is given by:

a7 = P(Az 4 (D*2)w® + Y(Vp)6° + curl p)
pl | Ap+ (Vp)w® + curl z + V(div p)

D(A*) = {(2,p) € (H*(;R))® x (H*(;R))? |divz =0 in 2,2 = p =0 on 002}. (4.25)
By multiplying the two first equations of (4.23) by (z, p) € D(A*) and integrating by parts we get:
d (Py| |z ~(Ty] [Az+ (D*2)ws + 1(Vp)o% + curlp A y-V)y| |z
at\ |7\, \|[P] [ Ap+ (Vp)w? + curl z + V(div p) o (y-V)I|"|p] )

- /89(mu2)- (% —|—(divp)n> da—/aQ(mul) . %da. (4.26)

Thus, to rewrite (4.26) in the abstract form (3.8) let us first write

Az + (D32)w® + Y(Vp)§° +curlp] 417+ Vr
Ap + (Vp)w® + curl z + V(divp) | — P
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where the pressure function 7 is uniquely determined by

Vr = (I — P)(Az + (D*2)w® + Y(Vp)6° + curl p) m?*rdo = 0. (4.27)
a0

Then an integration by parts gives:
y| [Az + (D*2)w + *(Vp)07 + curl p ([ |Py] .|z 1
( L?} ’ [ Ap + (Vp)w® + curl z + V(div p) o \L? 4 Pl * 00 m(u” ) do, (4.28)

and (4.26) becomes:
(), - (10 D), Lo (- (G omom) o (& o)

- ({Egg;z] ' {;DG (4.29)

which suggests to define the control operator B : W — [D(A*)]" as follows

z] :[ m (mn — 55)

) (4.30)

p

W = V0 (092) x (L*(812;R))?, B*[ m(_(divp)n_g_n) .

Boundedness properties of trace operators ensure that B satisfy (Hs) with v € (%, 1). Note that the normaliza-
tion condition in (4.27) guarantees that the range of B* is included in W. This is due to the fact g—fl is tangential
because z is divergence free and vanishs on the boundary, see formula (4.36) below.

Next, define the lifting mapping Dv = & where £ is solution of

—AE+Vg=0 in §2,
divé =0 in (2, (4.31)
&E=mv  on 082

Then from y — Dul € V2(£2) we get (I — P)y = (I — P)Du! and

o= 1]+ 0™

and the nonlinearity in (4.29) can be rewritten in terms of Py, 9, u as follows:

V() B = G S o).

Finally, (4.29) is reduced to the following abstract formulation of type (3.8):
Py]’ P u Py] [u . .
[ ﬂy} = A [ ﬂy] +B Lf] +N ({ ﬂy} : LQD in [D(A")]. (4.33)

Step 2. Verification of Fattorini’s criterion. Since A and B satisty (H1), (H3), (Hs) and (Hg), Theorem 3.5
applies and stabilizability of (A + o, B) for all ¢ > 0 is reduced to (UC), which is to say (see (4.25) and (4.30))
that for all A € C, every (z,, p, k) satisfying
Nz — Az — (D*2)w® — Y(Vp)#® —curlp+Vr =0 in (2,
Ao — Ap — (Vp)w® —curl 2 + Vi = 0 in £2, (4.34)
dive=0, divp+r=0 in £2.
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with boundary conditions
z=p=0 ondN?

and satisfying moreover

0 0 of
% —m =0 and 8_5 —kn =0 on I' = Supp(m), (4.35)
must be identically equal to zero in (2.
With a classical extension of the domain procedure, such above uniqueness theorem can be obtained from
Theorem A.7 of the Appendix applied in an extended domain. Let us briefly recall the argument. First by

recalling the decomposition formula

0
divz = div,; z; + (divn)z - n + 8_2 -n on [ (4.36)
n

(see for instance [29], Sect. 5.4.3) where div, denotes the tangential divergence operator and z, the tangential

component of z, from z = 0 and divz = 0 on I we get that g—fL is tangential on I'. Then g—fl —mn = 0 yields

m =0, g—fL = 0 and finally Vz = 0 on I'. Similarly, p = 0 on I" implies g—p -n=divp = —k on I'. Since from the

n
second equality in (4.35) we also have g—z -n = k we deduce that x = 0 and then g—z =0on I', and since p =0
on I we get Vp =0 on I'. Finally, we have proved that Vz, Vp, 7, k vanish on I" and we can smoothly extend
(z,m, p, k) by zero in a larger domain containing an outside open set w. Then it suffices to invoke Theorem A.7

for this larger domain.

Step 3. Stabilizing control for linear and nonlinear systems. From Theorem 3.5 we obtain the existence
of families of type (4.15) (where W and G are given by (4.24), (4.30)) and a finite rank feedback operator
F : G — W of the form (4.16) such that A 4+ BF with domain D(A + BF) is the infinitesimal generator of an
exponentially stable semigroup on G. However, because B is now unbounded, D(A + BF') is not equal to D(A)
as it was the case in Section 4.1. More precisely, by following the method considered in [5] it can be proved that
D(A + BF) is composed of (P¢, () where (£,¢) € (H?(£2))? x (H*(£2))? obey

-3

and that for each s € (0,1) the space D((—Ap)3) is a closed subspace of (H*(£2;R))? x (H*(£2;R))? composed
with elements satisfying trace conditions on 92 related to the feedback law F' when s > 1/2. Moreover, as it
happens for the Navier—Stokes system treated in [2, 5], Sobolev embeddings guarantee that the nonlinearity
defined in (4.32) satisfies (3.10) only for s € [452, 1] where d is the space dimension. Then feedback stabilization
of 3D micropolar system (4.23) cannot be obtained unless very specific initial trace compatibility conditions
related to F' are satisfied. However, since when d = 2 inequality (3.10) is satisfied for s € [0,1/2), a relevant sta-
bilization theorem could be obtained from Theorem 3.3 for the two dimensional version of system (4.18)—(4.21)
with feedback control (4.17).

To obtain a 3D stabilization result we have to consider a dynamical control. From (UC) we have the existence
of a complex matrix /A of size K x K and of a family {&; = (€},€7) € V(2) x (L*(£;R)*; j =1,..., K}, such
that dynamical controls:

vl
;1 / (€2 +C-p,)de ond, (4.37)
'Uj 0

B;m :jzl_{:luj(t) E] . T (ug, ... uk)

K
E’—l—AE:Zej/ (B (w—wS) +2 (0 0%)) da
j=1 72

u(0) =0 (4.38)
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stabilize the linear system obtained from (4.33) by linearizing around zero. In the above setting {e;; j =
1,..., K} denotes a basis of RE. The following stabilization theorem can be deduced from Theorem 3.4 with
s = 1 and Remark 3.6.

Theorem 4.4. Let 2 be a bounded and open subset of R of class C*1, let (w¥,0%) € (H?*(;R))? x
(H2(2;R))? satisfy (4.19) and let (yo,Y) € (HE(2;R))? x (HE(2;R))? satisfy (4.20). For all ¢ > 0 there
exists ;> 0 such that if

lyoll e (2imys + 100l (2myys < ms
then systems (4.18), (4.21) and (4.38) admits a solution (w,r,0,7) in

{(w®,7%,6%,0)} + W, (H*(2;R))*, (L*(2;R))?) x L*(H' (2;R)/R)
x Wo (H*(2;R))?, (L2 (% R))%) x H'(R*;R™),
which is unique within the class of function in

{(w®,7%,0%,0)} + Wioc (H?*(2:R))?, (L*(2;R))*) x L, (H' (2;R)/R)
X Wioc((H*(£2;R))*, (L*(12;R))?) x Hjgo (RT3 RY),
Moreover, there exists C > 0 such that for all t > 0 the following estimate holds:

w(t) = w® || mys + 10(8) = 0%l (myys + 1) ||rx
< Ce_”t(HwO — ’U}S”(Hl(_Q;R))S + ||90 — QS”(HI(_Q;R))S).

APPENDIX A. UNIQUENESS THEOREMS FOR COUPLED STOKES TYPE SYSTEMS

In the present appendix, we first provide local Carleman inequalities for the Stokes system that are useful to
prove Fattorini’s criterion (UC) corresponding to Stokes and coupled Stokes like systems. Thus, as a first simple
illustration of such inequalities, we recover in a uniqueness theorem for Oseen equations originally obtained
by Fabre and Lebeau in [17]. Next, we prove two uniqueness theorem for coupled Stokes like system that are
needed in Section 4: one for an adjoint MHD system and one for an adjoint micropolar system.

In what follows we use the notation of Section 4. Moreover, O denotes a nonempty bounded open subset
of R? of class C? and v : O — R is a function satisfying

Y e C*(O;R), >0 and |Vy|>0 on O. (A1)

A.1. Carleman inequalities for the Stokes system
Let us recall a well-known Carleman inequality for the Laplace equation.
Theorem A.1. Let k € {0,1}, Fy € L*(O;C) and Fy, € (L?(0;C))¢. There exist C > 0 and T > 1 such that
for all T > T there exists 3(1) such that for all s > 3(7) and for all u € H}(O;C) solution of
—Au=Fy+divF, in O

the following inequality holds:
/ (e(k—l)ﬂl}|vu|2 + 32T2€(k+1)7—w|u‘2) e2se7"”dx < C/ (SekT¢|F1|2 + 8_17_2€(k_2)Tw‘F0|2) e2se7"”dx. (AQ)
1] 1]

Inequality (A.2) for k = 1 can be obtained for instance from ([32], Thm. A.1) and (A.2) for k¥ = 0 is obtained
by applying (A.2) with & = 1 to the equation satisfied by e~%%u. Note that the proof of (A.2) proposed in the
above quoted work is performed for a R-valued function wu, but it is easily checked that it can be done in the
same way for a C-valued function wu.

From Theorem A.1, we deduce the following Carleman inequalities for the Stokes system.
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Corollary A.2. Let o € R\{—1}. There exist C > 0 and T > 1 such that for all T > T there exists (1) such
that for all s > 3(7) and for all (z,7) € (H2(O;C))? x HL(O;C) the following inequalities hold:

/ (V2] + s> 727 |2|?) 2™ dy < C/ (se™|div z + ar|? + 73|V — Az\2)625‘37wdw, (A.3)
o o

T

/ st2e™ (Jeurl z|* + |div z — 7[?) e**¢" " da < C/ [V — Az|262‘qewdx. (A4)
o o

Proof. Set f = —Az+ Vr and g = div z. From —Az = curl (curl z) — V(div z) we get:

— Az = 1 _’1_ - (curl (curlz) = V(g + an) +af) in O, (A.5)
—Acurlz) =curl f in O, (A.6)
—A(r—g)=—divf in O. (A.7)

Then (A.4) is obtained by applying (A.2) for & = 0 to (A.6) and to (A.7). Finally, (A.3) is obtained by first
applying (A.2) for kK =1 to (A.5) and next using the estimate of curl z given by (A.4). d

A.2. Uniqueness theorem for the Oseen system

Here we give a first illustration of an application of Corollary A.2 that allows to recover in an easy way a
uniqueness theorem for the Oseen equations. It also provides a sketch of the method of proof which is used in the
next section to obtain uniqueness theorems for coupled Stokes type systems. For A € C and w® € (L2, (2;R))4
consider the following eigenvalue problem:

Ao — Az — (D*2)w® +Vr =0 in £,
dive=0 in {2 (A.8)

Let us prove that every z € (HL _(£2;C))? solution of (A.8) which vanishes in a non empty open subset w CC 2
must be identically zero in {2. Such a distributed observability theorem has been first proved by Fabre and Lebeau
in [17] for Stokes equations with bounded potential. When w has a smooth C? boundary and w® € (H?(§2;R))4
the result has been obtained in [49]. Such a uniqueness theorem implies Fattorini’s criterion (UC) corresponding
to the linearized Navier—Stokes equations and permits to construct a feedback or a dynamical control stabilizing
the Navier—Stokes equations around a given stationary state w®, see [5] for details.

More precisely, we prove the following theorem.

Theorem A.3. Let 2 be a connected open subset of R? with d =2 or d =3, A € C and w® € (L2, (2;R))%.
Suppose that (z,m) € (HL (2;C))? x LE (£2;C) satisfies (A.8) and that z vanishes on a non empty open subset

loc loc
of £2. Then z is identically equal to zero in §2 and the function w is constant.

Proof. The proof consists in three steps.

Step 1. A local Carleman inequality. Let O CC {2 and ¢ satisfying (A.1). From (A.3) and (A.4) with
a = 0 we get that every (z,7) € (H3(0;C))? x HE(O;C) satisfies:

/ (IVz]? + 2727 |2|* + s72e™ |m — divz[?) e dz <
o
C’/ (se™|div z|*> 4+ |A\z — Az — (D*2)w® + Vﬂ'\Q)ezsewdx. (A.9)
o

Indeed, it suffices to choose 7 in (A.3) large enough so that the first order term (D*z)w® is absorbed by the left
side of the inequality (since w® € (L>°(O;R))?), and thus to choose s large enough so that the zero order term
Az is absorbed by the left hand side of the inequality. Thus, we combine the resulting inequality with (A.4).
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Next, suppose that (z,7) € (HL (£2;C))? x L% (£2;C) is a solution of (A.8). Let O; and O* be two open
subsets of R? satisfying

O, ccO and O*=0\0, (A.10)
and let x : O — R a cut-off function such that

X€CX(O;R), x=1in O;CCO and 0<x<1 in O (A.11)

From (A.8) and regularity results for Stokes equations we get that (xz, x7) € (HZ(0O;C))4 x H}(0O;C) satisfies:

Mxz) — Alxz) — (D*(x2))w® + V(x7) = —[A+ (w® - V) + (w® - 'V),x]z+ [V,x]t in £
div (xz) = [div,x]z in £, (A.12)

where [-, -] denote commutators. Then applying (A.9) to (xz, x7) and using the fact that commutators in (A.12)
are supported in O* we deduce that solutions of (A.8) obey:

/ e2se”/’ (
O1

Step 2. A local uniqueness theorem. Now let us use inequality (A.13) to prove that if z vanishes in
a relatively compact ball of {2 then z is necessarily zero in a neighborhood of such a ball. More precisely,
let 2o € R? and R > 0, denote by B(wxg, R) the open ball centered at xy with radius R and suppose that
B(zg,R) CC 2 and z = 0 in B(xg, R). Since dB(zo, R) is compact, to prove that z vanishes in an open
neighborhood of B(xg, R) it suffices to prove that for each z1 € 0B(zo, R) there is a ball B(z1,¢), € > 0, in
which z vanishes.

For 71 € B(z¢, R) choose O = B(x1,7), O1 = B(x1,7/2), 0* = O\O; with 0 < r < R/2 small enough such
that B(zo, R) UO C {2 and set

TP

22+ |V22 4 |7|*)da. (A.13)

(

z\z + \7r|2)dm < CX,T@/ e2se
O*

1
P(z) = Co — |z — xo|* — 5\1‘—331|27

where Cp > 0 is large enough so that ¢» > 0 in O. Moreover, we verify that |V > 0 and then (A.1) is
satisfied. Thus, set V = O_\B(mo, R), V. = B(z1,¢) \ B(xo, R) for € > 0 and V* = O*\ B(xo, R). Since we have
Y(x) < (xq) for all z € V*, by continuity we get for € > 0 small enough:

H\I}%X’L/J Yt < = rr\l}in . (A.14)

From (A.8) and z = 0 in B(zg, R) we get that Vr is zero in B(zg, R) and then 7 = 7T € R is constant in
B(zg, R). Then we apply (A.13) to (z,m — 7) (which satisfies (A.8)) and since z and = — 7 vanish in B(zo, R)
we obtain
[z 4 1m =)o < 70y 1 [ (3 4 (92 + ) da
e V=
Inequality (A.14) implies that the right side of the above inequality tends to zero as s goes to infinity, which
yields z =0 and # =7 in V..

Step 3. A connectivity argument. Suppose that z is a non zero solution of (A.8) which is vanishing in
an open subset of (2, that is to say Supp(z) # 2 and Supp(z) # 0. Because (2 is connected and Supp(z)
is a closed subset of {2 we have that Supp(z) is not an open subset of 2. As a consequence, there exists
z* € Supp(z) and R* > 0 small enough such that B(z*, R*) N (£2\Supp(z)) # 0 and B(z*, R*) C 2. Then we
can choose zg € 2\ Supp(z) and Ry > 0 such that B(zg, Rg) C B(z*, R*) and z* € B(xzg, Ro) (for instance,
for 2§ € B(z*, R*) N (£2\Supp(z)) choose zg = z* + 1 (zf — *) and Ry = Z|zf — 2*|). To summerize, we have:

xo € 2\ Supp(z), B(zo,Ro) C 2 and B(wo, Ry) N Supp(z) # 0. (A.15)
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Next, because £2\Supp(z) is open in R, there exists 7o € (0, Ro) such that B(zg,r) C £2\Supp(z), and we can
introduce the value R € [rg, Ro) defined by

E dof sup{R >0 | B(l’o,R) C Q\SUPP(Z)}‘

Since 2\Supp(z) is open the above infimum is a maximum and B(xo,ﬁ) C £2\Supp(z). Moreover, recall
that (A.15) guarantees B(xo, E) C B(xo, Ro) C 2 and R < Ry which implies B(xo, ]?i) CC (2. Then according
to Step 2 above there exists € > 0 such that B(zo, R+ €) C 2\ Supp(z) which contradicts the definition of R.
In conclusion, Supp(z) = @ or Supp(z) = {2, which is to say that a non zero solution z of (A.8) cannot vanish
on an open subset of {2. O

Remark A.4. Note that the key argument in the proof of Theorem A.3 is to obtain the local Carleman
inequality (A.9) related to Oseen system. Steps 2 and 3 of the proof are standard and have been recalled for
readability convenience, see for instance [35] or ([50], Appendix IV).

A.3. Uniqueness theorem for adjoint MHD system

Corollary A.2 also permits to prove a distributed observability theorem for coupled Oseen systems. Here we
prove a uniqueness theorem related to the stabilizability of a MHD system (see Sect. 4.1).
For w® € (L2, (2;R))? and 69 € (L2, (12;R))? consider the following adjoint linearized MHD system:

Az — Az — (D*2)w® + (Dp)0° + Vr =0 in (2,
Ao — Ap+ (D*2)0° — (D*p)w® + VK =0 in £, (A.16)
divz=divp=0 in £2.

Theorem A.5. Let 2 be a connected open subset of R? withd =2 ord =3, A€ C, w® € (Lﬁfc(Q;R))d and
05 € (L2.(92;R))4. Suppose that (z,7) € (HL.(2;C)? x L2 _(£2;C) and (p,r) € (HL.(2;C))* x L2 (£2;C)

satisfy (A.16) and that z and curl p vanish on a non empty open subset w CC {2. Then z and curl p are identically
equal to zero in (2, the function 7 is constant and Vk = —\p.

Proof. The point is to use Corollary A.2 to get an inequality for (A.16) analogue to (A.13). Then the result will
follow from a local uniqueness theorem and a connectivity argument completely analogous to Steps 2 and 3 of
the proof of Theorem A.3.
First, set ¢ = curl p, apply the operator curl to the second equality in (A.16) to get
Az — Az — (D*2)w® + S(H°)¢C+Vr =0 in (2,
A — AC + curl ((D*2)0° — S(w®)¢) =0 in 2, (A.17)
divz=0 in £2.

To obtain (A.17) we have used the relation (D%p)b = S(b)curl p where

b 0 by —bo
S(b) = ( 1)12) ifd=2 and S(b)=|-bs 0 b if d=3.
bo —bi 0

Next, let O CC 2 and ¥ : O — R satisfying (A.1), suppose for the moment that (z,(,7) € (HZ(O;C))? x
(H2(0;C))%473 x H}(O;C) and let us prove that such (z,¢, ) obeys

/ (S2T262T¢)|Z|2 + 5727V (|1 — div 2> + |C\2)) 2™ dg
o

T

<c / (se™ [div 2 + |L1(2, ¢, )2 + [La(z, Q) 2)e> ™ da, (A.18)
O
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where
L1(z,¢,m) € Az — Az — (D*2)w® 4+ S(0°)¢ + V,
L2(2,¢) = A — AC + curl (D*2)0° — S(w)() . (A.19)
For that, first apply (A.2) to ¢ (with £ = 0) and obtain

/ sT2e™|([2e2 " dz < C / (572772 |La(2,¢) = A2 +|(D*2)8° — S(w®)¢[?) 2™ da. (A.20)
O O

Thus, apply (A.3) (with a = 0) and (A.4) to (z,7), add the resulting inequality to (A.20) and choose 7 and s
large enough so that the first order terms (D*z)w®, (D*2)#° and the zero order terms S(0%)¢, S(w¥)¢, Az, AC
are absorbed by the left hand side of the inequality.

Finally, let O; and O* two open subsets of R? satisfying (A.10) and let xy : O — R a cut-off function
satisfying (A.11). If (2,¢,7) € (HL (£2;C)? x (HL.(2;C))%73 x L2 _(£2;C) satisfies (A.17) then by elliptic

and Stokes regularity we get that (xz, x¢, xm) € (HZ(O;C))? x (HZ(0;C))??1=3 x H}(O;C) and (A.18) applied
to (x2, x¢, x7) yields:

/ ereT’J’(
Oy

Then we conclude with a local uniqueness theorem and a connectivity argument as for Theorem A.3.
Note that the facts that 7 is constant and that Vk = —\p are direct consequences of the equations (A.16)
with z =0 and curl p = 0 in {2 (since div p = 0 implies —Ap = curlcurl p). d

T

(122 + V2> + |7* + [¢[*)da. (A.21)

2P+ 1P 4 [CP)dz < Cym /
O*

Now assume that §2 is a bounded domain of R% with a Lipschitz-continuous boundary, denote by n the unit
exterior normal vector field defined on 9f2 and introduce the following N-dimensional space:

Xy = {y e (L*(2;0) |divy=0in 2, curly=0in 2, y-n=0on dN}. (A.22)

The fact that the above space is finite dimensional is well-known, see for instance [15], Chapter IX, for a detailed
characterization of X . We only recall that if 2 is simply-connected we have N = 0 and Xy reduces to {0}
and if {2 is multiply-connected then N > 1 is the number of cuts required to make {2 simply-connected. Note
that if d = 2 then N + 1 is exactly to the number of connected components of 02.

The following straightforward consequence of Theorem A.5 holds.

Corollary A.6. In addition to the hypotheses of Theorem A.5, assume that £2 is a bounded domain of R® with
a Lipschitz-continuous boundary and suppose that

p-n=0 on OS2 (A.23)
Then the following results hold.

1. If X # 0 then z and p are identically equal to zero and the functions m and K are constant in (2.
2. If X =0 then z is identically equal to zero in 2 and p € Xn. Moreover, the functions m and k are constant
in 2. In particular, if 2 is simply-connected then p is identically equal to zero in (2.

A.4. Uniqueness theorem for adjoint micropolar system

Corollary A.2 also provides a distributed observability theorem related to stabilizability of a micropolar system
(see Sect. 4.2).

Theorem A.7. Let 2 be a connected open subset of R? withd =2 ord =3, A€ C, w® € (Lﬁfc(Q;R))d and
6% € (L%C(Q;R))d, Suppose that (z,7) € (HL.(2;C))* x L2 _(£2;C) and (p,r) € (HL.(2;C))% x L2 (£2;C)

satisfy (4.34) and that z and p vanish on a non empty open subset w CC §2. Then z and p are identically equal
to zero in {2 and the functions m and Kk are constant.
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Proof. Let us first consider two pairs (z,m) and (p, k) of (HZ(O;C))? x H}(O;C). By applying (A.3), (A.4) to
(z,7) with & = 0 and (A.3), (A.4) to (p, k) with « = 1, and choosing 7 and s large enough to absorb the zero
and first order terms in z, p we get:

/ (87227 (|22 + |p[?) + s7%e7¥ (| — div 2| + |5 — div p|?)) €27 dz
O
=C / (se™ (|div 2 + |div p + £]2) + (|L1(z, p. 7) 2 + |La(z, p, ) [2)) e da, (A.24)
O
where

Li(z,p,7) = Az — Az — (D*2)w® — Y(Vp)f° — curlp + Vr,
Lo(z,p, k) = Ao — Ap — (Vp)w® — curl z + V.

Thus, let O; and O* two open subsets of R? satisfying (A.10) and let y : ©@ — R a cut-off function satisfy-
ing (A.11). For (z,7, p, k) satisfying (4.34) we apply inequality (A.24) to (xz, xm, xp, xx) and obtain

/ e2se’”’(
Oy

Then we conclude with a local uniqueness theorem and a connectivity argument as for Theorem A.3. O

o+ V2P + w2 + o + [VpP + [n2)de. (A.25)

2P+ I+ [l + 18Pz < Cyr / Q27
O*

REFERENCES

[1] M. Badra, Feedback stabilization of the 2-D and 3-D Navier-Stokes equations based on an extended system. ESAIM: COCV
15 (2009) 934-968.

[2] M. Badra, Lyapunov function and local feedback boundary stabilization of the Navier-Stokes equations. SIAM J. Control
Optim. 48 (2009) 1797-1830.

[3] M. Badra, Abstract settings for stabilization of nonlinear parabolic system with a Riccati-based strategy. Application to
Navier-Stokes and Boussinesq equations with Neumann or Dirichlet control. Discrete Contin. Dyn. Syst. — Series A 32 (2011)
1169-1208.

[4] M. Badra, Local controllability to trajectories of the magnetohydrodynamic equations. J. Math. Fluid Mech. (Sumitted).

[5] M. Badra and T. Takahashi, Stabilization of parabolic nonlinear systems with finite dimensional feedback or dynamical
controllers. Application to the Navier-Stokes system. SIAM J. Control Optim. 49 (2011) 420-463.

[6] M. Badra and T. Takahashi, Feedback stabilization of a fluid-rigid body interaction system. preprint.

[7] M. Badra and T. Takahashi, Feedback stabilization of a simplified 1d fluid — particle system. Ann. Inst. Henri Poincaré Anal.
Non Linéaire (Sumitted).

[8] V. Barbu and R.L Triggiani, Internal stabilization of Navier-Stokes equations with finite-dimensional controllers. Indiana Univ.
Math. J. 53 (2004) 1443-1494.

[9] V. Barbu, I. Lasiecka and R. Triggiani. Abstract settings for tangential boundary stabilization of Navier-Stokes equations by
high- and low-gain feedback controllers. Nonlinear Anal. 64 (2006) 2704-2746.

[10] V. Barbu, I. Lasiecka and R. Triggiani, Tangential boundary stabilization of Navier-Stokes equations. Mem. Amer. Math. Soc.
181 (2006) 128.

[11] V. Barbu, I. Lasiecka and R. Triggiani, Local exponential stabilization strategies of the Navier-Stokes equations, d = 2, 3, via
feedback stabilization of its linearization, in Control of coupled partial differential equations, vol. 155. Int. Ser. Numer. Math.
Birkhauser, Basel (2007) 13-46.

[12] A. Bensoussan, G. Da Prato, M.C. Delfour and S.K. Mitter, Representation and control of infinite dimensional systems.
Systems € Control: Foundations € Applications. 2nd edition. Birkhauser Boston Inc., Boston, MA (2007).

[13] J.-M. Coron and E. Trélat, Global steady-state controllability of one-dimensional semilinear heat equations. SIAM J. Control
Optim. 43 (2004) 549-569.

[14] R.F. Curtain and H. Zwart, An introduction to infinite-dimensional linear systems theory, vol. 21. Texts Appl. Math.. Springer-
Verlag, New York (1995).

[15] R. Dautray and J.-L. Lions, Analyse mathématique et calcul numérique pour les sciences et les techniques. Vol. 5. Spectre
des opérateurs. [The operator spectrum|, With the collaboration of Michel Artola, Michel Cessenat, Jean Michel Combes and
Bruno Scheurer, Reprinted from the 1984 edition. INSTN: Collection Enseignement. [INSTN: Teaching Collection]. Masson,
Paris (1988).

[16] E.B. Davies, Pseudo-spectra, the harmonic oscillator and complex resonances. R. Soc. London Proc. Ser. A Math. Phys. Eng.
Sci. 455 (1999) 585-599.



956 M.I BADRA AND T. TAKAHASHI

[17] C. Fabre and G. Lebeau, Prolongement unique des solutions de ’equation de Stokes. Commun. Partial Differ. Eqs. 21 (1996)
573-596.

[18] H.O. Fattorini, Some remarks on complete controllability. STAM J. Control 4 (1966) 686—694.

[19] H.O. Fattorini, On complete controllability of linear systems. J. Differ. Egs. 3 (1967) 391-402.

[20] E. Ferndndez-Cara and S. Guerrero, Local exact controllability of micropolar fluids. J. Math. Fluid Mech. 9 (2007) 419-453.

[21] E. Ferndndez-Cara, S. Guerrero, O. Yu. Imanuvilov and J.-P. Puel, Local exact controllability of the Navier-Stokes system. J.
Math. Pures Appl. 83 (2004) 1501-1542.

[22] A.V. Fursikov, Stabilizability of a quasilinear parabolic equation by means of boundary feedback control. Mat. Sb. 192 (2001)
115-160.

[23] A.V. Fursikov, Stabilizability of two-dimensional Navier-Stokes equations with help of a boundary feedback control. J. Math.
Fluid Mech. 3 (2001) 259-301.

[24] A.V. Fursikov, Stabilization for the 3D Navier-Stokes system by feedback boundary control. Partial differential equations and
applications. Discrete Contin. Dyn. Syst. 10 (2004) 289-314.

[25] G.P. Galdi, An introduction to the mathematical theory of the Navier-Stokes equations. Vol. I. Linearized steady problems,
vol. 38. Springer Tracts in Natural Philosophy. Springer-Verlag, New York (1994).

[26] I.C. Gohberg and M.G. Krein, Introduction to the theory of linear nonselfadjoint operators. Translated from the Russian by
A. Feinstein. Vol. 18. Translations of Mathematical Monographs. Amer. Math. Soc., Providence, R.I. (1969).

[27] G.H. Hardy and E.M. Wright, An introduction to the theory of numbers. Oxford University Press, Oxford, 6th edition (2008).
Revised by D.R. Heath-Brown and J. H. Silverman, With a foreword by Andrew Wiles.

[28] M.L.J. Hautus, Controllability and observability conditions of linear autonomous systems. Nederl. Akad. Wetensch. Proc. Ser.
A. Vol. 31 of Indag. Math. (1969) 443-448.

[29] A. Henrot and M. Pierre, Variation et optimisation de formes, Une analyse géométrique (A geometric analysis). Vol. 48.
Mathématiques & Applications [Mathematics & Applications]. Springer, Berlin (2005).

[30] L. Hérmander, The analysis of linear partial differential operators I. Classics in Mathematics. Springer-Verlag, Berlin (2003).
Distribution theory and Fourier analysis, Reprint of the 2nd edition (1990) [Springer, Berlin; MR1065993 (91m:35001a)].

[31] O.Yu. Imanuvilov. Remarks on exact controllability for the Navier-Stokes equations. ESAIM: COCV 6 (2001) 39-72.

[32] O.Y. Imanuvilov and J.-P. Puel, Global Carleman estimates for weak solutions of elliptic nonhomogeneous Dirichlet problems.
Int. Math. Res. Not. 16 (2003) 883-913.

[33] T. Kato, Perturbation theory for linear operators. Classics in Mathematics. Springer-Verlag, Berlin (1995). Reprint of the
1980 edition.

[34] I. Lasiecka and R. Triggiani, Control theory for partial differential equations: continuous and approximation theories. I, Abstract
parabolic systems. Vol. 74. Encyclopedia of Mathematics and its Applications. Cambridge University Press, Cambridge (2000).

[35] J. Le Rousseau and G. Lebeau, On Carleman estimates for elliptic and parabolic operators. applications to unique continuation
and control of parabolic equations. ESAIM: COCV 18 (2012) 712-747.

[36] C.-G. Lefter, On a unique continuation property related to the boundary stabilization of magnetohydrodynamic equations.
An. Stiint. Univ. Al I. Cuza Iasi. Mat. (N.S.) 56 (2010) 1-15.

[37] G. Lukaszewicz, Micropolar fluids. Theory and applications. Modeling and Simulation in Science, Engineering and Technology.
Birkhduser Boston Inc., Boston, MA (1999).

[38] A.J. Meir, The equations of stationary, incompressible magnetohydrodynamics with mixed boundary conditions. Comput.
Math. Appl. 25 (1993) 13-29.

[39] A.M. Micheletti, Perturbazione dello spettro dell’operatore di Laplace, in relazione ad una variazione del campo. Ann. Scuola
Norm. Sup. Pisa 26 (1972) 151-1609.

[40] S. Micu and E. Zuazua, On the controllability of a fractional order parabolic equation. SIAM J. Control Optim. 44 (2006)
1950-1972.

[41] A. Pazy, Semigroups of linear operators and applications to partial differential equations, vol. 44. Appl. Math. Sci. Springer-
Verlag, New York (1983).

[42] J.-P. Raymond, Feedback boundary stabilization of the two-dimensional Navier-Stokes equations. SIAM J. Control Optim. 45
(2006) 790-828.

[43] J.-P. Raymond and T. Thevenet, Boundary feedback stabilization of the two dimensional Navier-Stokes equations with finite
dimensional controllers. Issue in Discrete and Continuous Dynamical Systems A 27 (2010) 1159-1187.

[44] D.L. Russell and G. Weiss, A general necessary condition for exact observability. STAM J. Control Optim. 32 (1994) 1-23.

[45] H. Triebel, Interpolation theory, function spaces, differential operators, 2nd edition. Johann Ambrosius Barth, Heidelberg
(1995).

[46] R. Triggiani, On the stabilizability problem in Banach space. J. Math. Anal. Appl. 52 (1975) 383-403,.

[47] R. Triggiani, Extensions of rank conditions for controllability and observability to Banach spaces and unbounded operators.
SIAM J. Control Optim. 14 (1976) 313-338.

[48] R. Triggiani, Boundary feedback stabilizability of parabolic equations. Appl. Math. Optim. 6 (1980) 201-220.

[49] R. Triggiani, Unique continuation from an arbitrary interior subdomain of the variable-coefficient Oseen equation. Nonlinear
Anal. 71 (2009) 4967-4976.

[50] M. Tucsnak and G. Weiss, Observation and control for operator semigroups. Birkhauser Advanced Texts: Basler Lehrbiicher.
[Birkhduser Advanced Texts: Basel Textbooks]. Birkhauser Verlag, Basel (2009).



	Introduction
	Approximate controllability
	Proof of Theorem 1.3
	Remarks on Theorem 1.3 and on the hypotheses (H1)--(H5)
	Approximate controllability of real systems
	Approximate controllability of some coupled heat equations

	Stabilizability of parabolic systems
	Proof of Theorem 1.6
	Stabilizability of nonlinear parabolic systems
	Stabilization of real systems
	Minimal number of actuators for the heat equation in a rectangular domain

	Stabilizability of incompressible Navier-Stokes type systems
	Notation.
	Stabilizability of MHD system
	Stabilizability of micropolar system

	Appendix A. Uniqueness theorems for coupled Stokes type systems
	Carleman inequalities for the Stokes system
	Uniqueness theorem for the Oseen system
	Uniqueness theorem for adjoint MHD system
	Uniqueness theorem for adjoint micropolar system

	References

