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#### Abstract

We study geometric conditions for integrand $f$ to define lower semicontinuous functional of the form $I_{f}(u)=\int_{\Omega} f(u) \mathrm{d} x$, where $u$ satisfies certain conservation law. Of our particular interest is tetrahedral convexity condition introduced by the first author in 2003, which is the variant of maximum principle expressed on tetrahedrons, and the new condition which we call tetrahedral polyconvexity. We prove that second condition is sufficient but it is not necessary for lower semicontinuity of $I_{f}$, tetrahedral polyconvexity condition is non-local and both conditions are not equivalent. Problems we discuss are strongly connected with the rank-one conjecture of Morrey known in the multidimensional calculus of variations.
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## 1. Introduction

One of the most challenging problems in the modern multidimensional calculus of variations is the so-called rank-one conjecture of Morrey which reads as follows. Let us consider the classical functional of the calculus of variations:

$$
I_{f}(u)=\int_{\Omega} f(D u) \mathrm{d} x
$$

where $\Omega \subseteq \mathbb{R}^{n}, u: \Omega \rightarrow \mathbb{R}^{m}, u=\left(u_{1}, \ldots, u_{m}\right), u_{i} \in W^{1, \infty}(\Omega), i=1, \ldots, m, D u=\left(\nabla u_{1}, \ldots, \nabla u_{m}\right) \in$ $\mathbb{R}^{n \times m}$. One asks about the characterization of the space of admitted functions $f$ such that the functional $I_{f}$ is sequentially lower semicontinuous with respect to the sequential weak-* convergence of its arguments (gradients) in $L^{\infty}\left(\Omega, \mathbb{R}^{n \times m}\right)$ (to abbreviate let us call this property shortly $s w *-l s c$ ). In the paper [30] Morrey proved

[^0]that $I_{f}$ is $s w^{*}-l s c$ if and only if it satisfies the following condition called the quasiconvexity condition:
\[

$$
\begin{equation*}
\frac{1}{|Q|} \int_{Q} f(A+D \phi) \mathrm{d} x \geq f(A) \tag{1.1}
\end{equation*}
$$

\]

whenever $\phi \in C_{0}^{\infty}\left(\Omega, \mathbb{R}^{m}\right), A \in \mathbb{R}^{n \times m}$ is an arbitrary matrix and $Q$ is an arbitrary cube in $\mathbb{R}^{n}$. The quasiconvexity condition seems to be impossible to be verified in practice. Therefore it is natural to ask if there are some geometric conditions which are equivalent to the quasiconvexity condition (1.1). It was proven by Morrey in 1952 [30] that every quasiconvex function is convex in the directions of rank-one matrices and this property is called nowadays rank-one property. He conjectured (to be more precise he had expressed his doubts) that rank-one property is equivalent to the quasiconvexity condition. Since that time this conjecture is called rank one conjecture of Morrey. It required 40 years when this conjecture was disproved by Šverák [44] in cases $m \geq 3, n \geq 2$, while up to nowadays the conjecture is open in the remaining cases, which reduce to $m=n=2$.

Many authors contributed further to that challenging question. We refer to e.g. $[1,4-6,8,11-15,18,26-$ $28,30,31,33-35,37-39,41-44,48,49]$. Iwaniec in [19] has pointed out the strong relation between Morrey's conjecture and some important open problems in the theory of quasiconformal mappings (see also the paper by Astala [3]). Šverák has shown in [45] that quasiconvexity is strongly related to compactness properties of approximate solutions of the system $D u \in K$.

We are interested in geometric conditions which could be helpful for better understanding the quasiconvexity condition.

For this, we consider the case $m=n=2$ and the special subset in the space of gradients, namely

$$
\begin{aligned}
u(z) & =\xi_{1} R\left(\xi_{1} \cdot z\right)+\xi_{2} S\left(\xi_{2} \cdot z\right)+\xi_{3} T\left(\xi_{3} \cdot z\right)=: u_{1}(z)+u_{2}(z)+u_{3}(z), \text { where } \\
\xi_{1} & =(1,0), \xi_{2}=(0,1), \xi_{3}=(1,1)
\end{aligned}
$$

and $R, S, T: \mathbb{R} \rightarrow \mathbb{R}$ are Lipschitz functions, $R^{\prime}=r, S^{\prime}=s, T^{\prime}=t$. We observe that

$$
\begin{aligned}
D u & =\sum_{i=1}^{3} D u_{i}=r(x)\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right]+s(y)\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right]+t(x+y)\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right] \\
& \sim(r(x), s(y), t(x+y))
\end{aligned}
$$

This way the function $f$ defined on $2 \times 2$ symmetric matrices can be identified with the function $\tilde{f}$ defined on $\mathbb{R}^{3}$ and our original functional reduces to the simpler one

$$
\begin{equation*}
I_{\tilde{f}}(v)=\int_{Q} \tilde{f}\left(v_{1}(x), v_{2}(y), v_{3}(x+y)\right) \mathrm{d} x \mathrm{~d} y \tag{1.2}
\end{equation*}
$$

(here $v_{1}=r, v_{2}=s, v_{3}=t$ ). Note that the function $v(x, y)=\left(v_{1}(x), v_{2}(y), v_{3}(x+y)\right)$ belongs to the kernel of differential operator $P=\left(P_{1}, P_{2}, P_{3}\right)$, i.e. $P v=0$, where

$$
\begin{equation*}
P_{1} v=\frac{\partial v_{1}}{\partial y}, P_{2} v=\frac{\partial v_{2}}{\partial x}, P_{3} v=\frac{\partial v_{3}}{\partial x}-\frac{\partial v_{3}}{\partial y} \tag{1.3}
\end{equation*}
$$

In particular this reduction step links the problem of quasiconvexity with the problem in the compensated compactness theory (originated by the pioneering works [32, 46], see also [47]), where one investigates the $s w *-l s c$-property of functionals defined on functions which lie in the kernel of the given differential operator $P$. In the special case when $P$ is the rotation operator one deals with gradients. The rather well understood case is the case when operator $P$ satisfies the so-called constant rank condition $[7,16,17]$. For the cases when the constant rank condition might not be satisfied we refer to [20,21] and their further extensions (involving many applications), as well to first author's works [22,23]. For recent works in this direction we refer also to [2, 40]
and to references enclosed therein. We emphasize that our operator $P$ given by (1.3) does not satisfy constant rank condition, i.e. it deals with the case which is less understood.

Let us skip this general approach and concentrate on the very special functional given by (1.2) which will be called the functional of the type $(2,3)$. Integrands which define $s w *-l s c$ functional will be called $(2,3)$ quasiconvex.

As there are no constraints on the involved functions $v_{1}, v_{2}, v_{3}$ in (1.2), we thought that similarly as in the case of the classical unconstrained functional, one could expect that the $s w *-l s c$ property of this functional can be expressed by the purely geometric constraints. The candidate for such geometric condition was found by first author in the paper [24] (Thm. 3.1, see also [10,36] for the related issues). The condition has to be verified on three dimensional oriented simplex'es (oriented tetrahedrons) by the purely geometric means. To be more precise, in Theorem 3.1 in [24] it was shown that if $\tilde{f}$ defines the functional (1.2) with the $s w *-l s c$ property then it necessarily must satisfy the two conditions and one of the conditions has purely geometric interpretation. We omit the formulation of the second one, which is not that directly geometric, and focus on first one only. It says the following. Having given an arbitrary tetrahedron $D \subseteq \mathbb{R}^{3}$ with three edges paralel to the axis and the polynomial $P_{\tilde{f}}$ from seven dimensional space of polynomials $\mathcal{A}=\operatorname{span}\left\{1, x_{1}, x_{2}, x_{3}, x_{1} x_{2}, x_{1} x_{3}, x_{2} x_{3}\right\}$ such that $\tilde{f}=P_{\tilde{f}}$ in every corner of $D$ and its three neighbours (we omit their definition, such $P_{\tilde{f}}$ is defined uniquely), one has

$$
\tilde{f} \leq P_{\tilde{f}} \text { inside } D
$$

This property serves as the version of the maximum principle for $\tilde{f}$. We will call this condition weak tetrahedral convexity condition.

We address the following questions:
Question A. Is the weak tetrahedral convexity condition equivalent to the $(2,3)$ quasiconvexity condition, i.e. lower semicontinuity of the related functional?
Question B. Are there some other simple geometric conditions which guarantee $s w *-l s c$ property of the related functional $(1.2)$, i.e. $(2,3)$ quasiconvexity?

In this paper we try to approach them. We did not succeed in answering Question A. However, when looking for some other simple geometric conditions, we have introduced another geometric condition called tetrahedral polyconvexity condition, similarly as one deals with polyconvexity condition in the calculus of variations [5]. Trying to approach both questions, we have shown that tetrahedral polyconvexity condition is not equivalent to $(2,3)$ quasiconvexity. For this we use the tool known in the calculus of variations, namely fourth order polynomial constructed by Alibert and Dacorogna in [1] and embedding of our special functions $v$ in (1.2) into the space of gradients. Main statement in this direction, where we compared several convexity type conditions useful for understanding Question A, is formulated in Theorem 3.3. Moreover, we have shown that weak tetrahedral polyconvexity condition is the non-local one, i.e. it cannot be expressed by conditions which hold in an arbitrary small neighbourhoods of points. This is done by adapting to our setting the technique of Kristensen from [26], which is known in the calculus of variations, showing that polyconvexity is not the local condition. The adaptation required perhaps not so automatic modification of the Carathéodory Theorem (Thm. 4.4). Main statement about the non-locality is formulated as Theorem 5.2.

We hope that the presented issue will contribute to the discussion of the quasiconvexity condition in the calculus of variations, as well as will indicate on some new interesting questions in pure geometry.

## 2. Preliminaries and basic notation

### 2.1. Functions of the type $(2,3)$

In this section we will be dealing with the following set of functions.

Definition 2.1 (Function of the type (2,3)). Let $\Omega$ be an arbitrary open subset of $\mathbb{R}^{n}$. Function $u: \Omega \rightarrow \mathbb{R}^{3}$ having the form

$$
u(z)=\left(r\left(z \cdot \xi_{1}\right), s\left(z \cdot \xi_{2}\right), t\left(z \cdot \xi_{3}\right)\right)
$$

where $\left(\xi_{i}\right)_{i=1}^{3}$ is a triple of vectors from $\mathbb{R}^{n}$ which is pairwise independent, but dependent as a triple, $a \cdot b$ stays for scalar product of the vectors $a, b$ and $r, s, t$ are scalar functions of one variable, will be called function of the type $(2,3)$ defined on $\Omega$.

Justification of this notion comes from the fact that we deal with two variables ( $z$ may be here a vector from $\mathbb{R}^{n}$, however a function is dependent only on its projection to a two dimensional plane: span $\left\{\xi_{1}, \xi_{2}, \xi_{3}\right\}$ ) and three functions. As an example of such function we may consider function

$$
v(x, y)=(r(x), s(y), t(x+y)), \text { where }(x, y) \in \Omega \subseteq \mathbb{R}^{2}
$$

Functions of the form $v(x, y)=(r(x), s(y), t(x+y))$ and $\Omega \subseteq \mathbb{R}^{2}$ will be called a special (2,3) functions.
However not defined so far, functions of that type appear in several papers in calculus of variations as a tool to investigate quasiconvexity condition $[10,37]$.

In our considerations we will use the fact that functions of the type $(2,3)$ can be canonically embedded into the space of symmetric gradients. Let us explain how it is done.

For this we will use the convention:

$$
D v=\left(\begin{array}{ccc}
\frac{\partial v_{1}}{\partial x_{1}} & \cdots & \frac{\partial v_{1}}{\partial x_{n}} \\
\vdots & \ddots & \vdots \\
\frac{\partial v_{m}}{\partial x_{1}} & \cdots & \frac{\partial v_{m}}{\partial x_{n}}
\end{array}\right)
$$

where $v=\left(v_{1}, \ldots, v_{m}\right): \Omega \rightarrow \mathbb{R}^{m}$ is vector-valued function and $\Omega \subseteq \mathbb{R}^{n}$.
Let $r, s, t: \mathbb{R} \rightarrow \mathbb{R}$ be given scalar one-variable bounded functions and $R, S, T$ be their absolutely continuous primitives (so Lipschitz), i.e. $R^{\prime}=r, S^{\prime}=s, T^{\prime}=t$. Consider $u: \Omega \rightarrow \mathbb{R}^{n}$ such that for any $z \in \Omega$

$$
u(z)=\xi_{1} R\left(\xi_{1} \cdot z\right)+\xi_{2} S\left(\xi_{2} \cdot z\right)+\xi_{3} T\left(\xi_{3} \cdot z\right)=: u_{1}(z)+u_{2}(z)+u_{3}(z)
$$

Then we obtain

$$
\begin{equation*}
D u(z)=\xi_{1} \otimes \xi_{1} r\left(\xi_{1} \cdot z\right)+\xi_{2} \otimes \xi_{2} s\left(\xi_{2} \cdot z\right)+\xi_{3} \otimes \xi_{3} t\left(\xi_{3} \cdot z\right)=\sum_{i=1}^{3} D u_{i}(z) \tag{2.1}
\end{equation*}
$$

Taking $n=2$ and

$$
\xi_{1}=(1,0), \xi_{2}=(0,1), \xi_{3}=(1,1)
$$

we may consider the special subsets in the space of gradients:

$$
\left.\begin{array}{c}
D u=D u_{1}+D u_{2}+D u_{3}, \text { where } \\
u_{1}(x, y):=(R(x), 0), u_{2}(x, y):=(0, S(y)), u_{3}(x, y):=(T(x+y), T(x+y)), \\
D u
\end{array}\right)=r(x)\left[\begin{array}{ll}
1 & 0  \tag{2.3}\\
0 & 0
\end{array}\right]+s(y)\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right]+t(x+y)\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right] .
$$

In particular, function of the type $(2,3)$ is embedded into the space of symmetric gradients. We arrive at a following observation.

Proposition 2.2. Any special function of the type $(2,3)$ may be uniquely identified with a gradient of a certain function $u: \Omega \rightarrow \mathbb{R}^{3}, u=u_{1}+u_{2}+u_{3}$ defined by (2.2) via expression (2.3).

We will consider $r, s, t \in L^{\infty}(\mathbb{R})$, so that $R, S, T$ are Lipschitz. In fact, for the definition of a function of a type $(2,3)$ we only need to know the values on projections of $\Omega$ into three lines along $\xi_{1}, \xi_{2}, \xi_{3}$ respectively. Note that any Lipschitz function defined on a closed subset may be extended to a Lipschitz function on whole $\mathbb{R}^{N}$ with no change of Lipschitz constant by the Kirszbraun theorem.

### 2.2. Functionals of the type $(2,3)$

We start with recalling the definition of special functionals from [24].
Definition 2.3 (Functional of the type $(2,3))$. Let $\Omega$ be an open subset of $\mathbb{R}^{n}, \xi=\left(\xi_{i}\right)_{i=1}^{3}$ be a triple of vectors belonging to $\mathbb{R}^{n}$ which are linearly dependent and pairwise independent. Let

$$
v(z)=\left(r\left(z \cdot \xi_{1}\right), s\left(z \cdot \xi_{2}\right), t\left(z \cdot \xi_{3}\right)\right) \text { be given function of the type }(2,3)
$$

A functional of the form

$$
I_{f}(v, \xi)=\int_{\Omega} f\left(r\left(z \cdot \xi_{1}\right), s\left(z \cdot \xi_{2}\right), t\left(z \cdot \xi_{3}\right)\right) \mathrm{d} z
$$

will be called a functional of the type $(2,3)$, while a functional of the form

$$
I_{f}(v)=\int_{\Omega} f(r(x), s(y), t(x+y)) \mathrm{d} x \mathrm{~d} y, \text { where }(x, y) \in \Omega \subseteq \mathbb{R}^{2}
$$

will be called the special functional of the type $(2,3)$.
A crucial problem for us is the investigation of lower semicontinuity property of such functionals with respect to weak-* convergence of $v^{\prime} s$ in $L^{\infty}\left(\Omega, \mathbb{R}^{3}\right)$. For this we use the following definition.
Definition 2.4 (weak-* lower semicontinuity, weak-* continuity).
(i) A functional of the type $(2,3)$ is lower semicontinuous with respect to the sequential weak-* convergence in $L^{\infty}\left(\Omega, \mathbb{R}^{3}\right)$ whenever for any sequence $v^{\nu} \stackrel{*}{\rightharpoonup} v\left(i . e . v^{\nu}\right.$ weak-* converges to $v$ in $\left.L^{\infty}\left(\Omega, \mathbb{R}^{3}\right)\right)$ of the functions of the type $(2,3)$ we have

$$
\liminf _{\nu \rightarrow+\infty} I_{f}\left(v^{\nu}, \xi\right) \geq I_{f}(v, \xi)
$$

To abbreviate we will call this condition the ( 2,3 ) LSC property. Those integrands which define functionals having the $(2,3)$ LSC property will be called $(2,3)$ quasiconvex.
(ii) If $\liminf _{\nu \rightarrow+\infty} I_{f}\left(v^{\nu}, \xi\right)=I_{f}(v, \xi)$ whenever $v^{\nu} \stackrel{*}{\rightharpoonup} v$, we say that $I_{f}$ is weakly* continuous with respect to the sequential weak-* convergence in $L^{\infty}\left(\Omega, \mathbb{R}^{3}\right)$ of the functions of the type $(2,3)$. Integrands defining such functionals will be called ( 2,3 ) quasiaffine.

The weak-* convergence of the $v^{\nu}$ 's is equivalent to convergence of functions building their coordinates: $r^{\nu}, s^{\nu}, t^{\nu}$ with respect to weak-* convergence in $L^{\infty}$ on the respective projections of set $\Omega$ onto the lines. Moreover, the limiting function $v$ is also of the type $(2,3)$.

Let us note that the non-abstract description of set of $(2,3)$ quasiconvex functions has not been systematically investigated.

From the following fact stated below, it follows that the lower semicontinuity of any functional of the type $(2,3)$ reduces to the case of $\Omega=[0,1]^{2}$ and $\xi_{1}=(1,0), \xi_{2}=(0,1), \xi_{3}=(1,1)$.

Fact 2.5 (Lem. 2.2 in [24]). Let $f$ be a continuous function $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$. The following conditions are equivalent.
(i) For $Q=[0,1]^{2}$ the special functional

$$
\begin{equation*}
I_{f}(v)=\int_{Q} f(r(x), s(y), t(x+y)) \mathrm{d} x \mathrm{~d} y \tag{2.4}
\end{equation*}
$$

is lower semicontinuous with respect to weak-* convergence of $r, s, t$ in $L^{\infty}(\mathbb{R})$.
(ii) For any domain $\Omega \subset \mathbb{R}^{N}$ and arbitrary triple of vectors $\xi=\left(\xi_{i}\right)_{i=1}^{3}$ which are pairwise independent, but linearly dependent as a triple, the functional $I_{f}(v, \xi)$ is lower semicontinuous with respect to weak-* convergence of $r, s, t$ in $L^{\infty}(\mathbb{R})$.

In formulation of part (i) Lemma 2.2 in [24] one dealt with certain cube, however easy translation and dilation argument shows that this is equivalent to the statement above.

According to Proposition 2.2 an arbitrary special functional of the type $(2,3)$ can be uniquely identified with certain functional defined on the subset of gradients given by (2.3):

$$
I_{f}(v)=\int_{\Omega} f(r(x), s(y), t(x+y)) \mathrm{d} x \mathrm{~d} y=\int_{\Omega} \tilde{f}\left(D u_{1}+D u_{2}+D u_{3}\right)
$$

where the $u_{i}$ 's were defined in (2.2) and

$$
\begin{align*}
& f(r, s, t)=\tilde{f}\left(r\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right]+s\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right]+t\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right]\right) \stackrel{\text { def }}{=} \tilde{f}\left(\left[\begin{array}{cc}
r+t & t \\
t & s+t
\end{array}\right]\right) \\
& \tilde{f} \text { is defined on span }\left\{\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right],\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right],\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right]\right\}=M_{s y m}^{2 \times 2} \tag{2.5}
\end{align*}
$$

and we use the standard notation $M^{2 \times 2} \cong \mathbb{R}^{4}$ to denote $2 \times 2$ matrices and $M_{s y m}^{2 \times 2}$ to denote symmetric $2 \times 2$ matrices.

### 2.3. Convexity-type conditions

It is not obvious whether there is a geometric interpretation of $(2,3)$ quasiconvex functions. To understand it better we discuss here several convexity-type conditions of geometric type for functions $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$.

For this we will start with introducing some geometric and algebraic objects we will deal with.
Definition 2.6 (Regular symplex). Let $p$ be a point in $\mathbb{R}^{3}$ and $\left\{t_{i}\right\}_{i=1}^{3}$ be nonzero real numbers and $\left(e_{i}\right)_{i=1}^{3}$ the standard $\mathbb{R}^{3}$ basis. We will call a symplex $D$ regular, whenever $D$ is the convex hull of four points: $p,\left\{p+t_{i} e_{i}\right\}_{i=1}^{3}$, for some $p,\left\{t_{i}\right\}_{i=1}^{3}$.

Such a $D$ is obviously a tetrahedron with vertices $p,\left\{p+t_{i} e_{i}\right\}_{i=1}^{3}$, in particular having three edges parallel to the axis.

Every regular symplex $D$ defines a cuboid, which has eight vertices, i.e. $p,\left\{p+t_{i} e_{i}\right\}_{i=1}^{3},\left\{p+t_{i} e_{i}+t_{j} e_{j}\right\}_{i \neq j}, p+$ $\sum t_{i} e_{i}$. For any vertex $q$ of that cuboid let us define the neighbours of $q$ - that is those vertices which are linked with $q$ by a single edge.

We introduce the subspace of polynomials

$$
\mathcal{A} \stackrel{\text { def }}{=} \operatorname{span}\{1, r, s, t, r s, r t, s t\} .
$$

Folowing [24], having given regular symplex $D$, we define the projection operator $P_{D}: C\left(\mathbb{R}^{3}\right) \rightarrow \mathcal{A}$ by choosing for any continuous function $f$ such $P_{D} f \in \mathcal{A}$ that the equality

$$
P_{D} f(r, s, t)=f(r, s, t)
$$

holds in every vertex in $D$ and all its neighbours.

Note that vertices $p,\left\{p+t_{i} e_{i}\right\}_{i=1}^{3}$ and their neighbours $\left\{p+t_{i} e_{i}+t_{j} e_{j}\right\}_{i \neq j}$ form a set of seven points - vertices of the cuboid defined by $D$ apart from $p+\sum_{i=1}^{3} t_{i} e_{i}$. As $\mathcal{A}$ is seven-dimensional and those seven points are affinely independent, Kronecker-Capelli theorem shows that $P_{D} f$ is uniquely defined.

We will deal with the following convexity-type conditions, which contribute to the understanding of $(2,3)$ quasiconvexity condition.

Definition 2.7 (Convexity-type conditions). The function $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$ will be called
(i) tetraaffine, whenever $f$ is a polynomial belonging to the linear space $\mathcal{A}$;
(ii) weakly tetrahedrally convex, whenever the inequality

$$
f(r, s, t) \leq P_{D} f(r, s, t)
$$

holds for every point $(r, s, t) \in D$ and any regular symplex $D$.
(iii) tetrahedrally polyconvex if there exists convex function $g: \mathbb{R}^{6} \rightarrow \mathbb{R}$ such that

$$
f\left(\left(x_{1}, x_{2}, x_{3}\right)\right)=g \circ e\left(\left(x_{1}, x_{2}, x_{3}\right)\right)
$$

where $e: \mathbb{R}^{3} \rightarrow \mathbb{R}^{6}$ is an embedding given by

$$
e\left(\left(x_{1}, x_{2}, x_{3}\right)\right)=\left(x_{1}, x_{2}, x_{3}, x_{1} x_{2}, x_{1} x_{3}, x_{2} x_{3}\right)
$$

(iv) reduced polyconvex if there exists convex function $g: \mathbb{R}^{4} \rightarrow \mathbb{R}$ such that

$$
f\left(\left(x_{1}, x_{2}, x_{3}\right)\right)=g \circ i\left(\left(x_{1}, x_{2}, x_{3}\right)\right)
$$

where $i: \mathbb{R}^{3} \rightarrow \mathbb{R}^{4}$ is an embedding given by

$$
i\left(\left(x_{1}, x_{2}, x_{3}\right)\right)=\left(x_{1}, x_{2}, x_{3}, \operatorname{det}\left[\begin{array}{cc}
x_{1}+x_{3} & x_{3} \\
x_{3} & x_{2}+x_{3}
\end{array}\right]\right)
$$

For any convexity type condition $\mathcal{C}$ a class of $\mathcal{C}$-affine functions is understood as functions $f$ such that both $f$ and $-f$ satisfy $\mathcal{C}$. This way we will deal with weakly tetrahedrally affine, tetrahedrally polyaffine and reduced polyaffine functions, respectively.

The following remark is in order.

## Remark 2.8.

(i) Tetraaffine functions have appeared in the paper [24]. The following Proposition has been obtained there.

Proposition 2.9 (Cor. 3.4). The function $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$ is tetraaffine if and only if it is $(2,3)$ quasiaffine.
(ii) The weak tetrahedral convexity was one of the two conditions established in [24], which together were called "tetrahedral convexity". That is the motivation of adding the word "weak" in the above definition. The following statement follows from Theorem 3.2 obtained in [24]. In the formulation we omit the second condition obtained there.

Proposition 2.10. If $f$ is $(2,3)$ quasiconvex then $f$ is weakly tetrahedrally convex.
(iii) The notions of tetrahedral polyconvexity and reduced polyconvexity are related to the classical notion of polyconvexity condition due to Ball [5]. In case of functions defined on $2 \times 2$ matrices, function $F$ is called polyconvex, if there exist the convex function $G: M^{2 \times 2} \times \mathbb{R} \rightarrow \mathbb{R}$ such that $F=G \circ E$ and $E(X)=(X, \operatorname{det} X)$ for any matrix $X \in M^{2 \times 2}$.

Define $I: \mathbb{R}^{3} \rightarrow M_{\text {sym }}^{2 \times 2}$ be the isomorphism given by

$$
I\left(x_{1}, x_{2}, x_{3}\right)=\left(x_{1}\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right]+x_{2}\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right]+x_{3}\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right]\right)=\left[\begin{array}{cc}
x_{1}+x_{3} & x_{3} \\
x_{3} & x_{2}+x_{3}
\end{array}\right]
$$

Let us now define another isomorphism $J: M_{\text {sym }}^{2 \times 2} \times \mathbb{R} \rightarrow \mathbb{R}^{4}$ by

$$
J\left(\left[\begin{array}{cc}
r+t & t \\
t & s+t
\end{array}\right], x\right)=(r, s, t, x)
$$

For any symmetric matrix $M$ and real number $x$ we have

$$
J(M, x)=\left(I^{-1}(M), x\right) \text { and } J \circ E \circ I(r, s, t)=i(r, s, t)
$$

Therefore, when $f$ is reduced polyconvex, we have $f(r, s, t)=$

$$
g \circ i(r, s, t)=(g \circ J) \circ E \circ(I(r, s, t))=G \circ E(I(r, s, t))=F \circ I(r, s, t)
$$

involving convex function $g$, where $G=g \circ J$ is convex and $F=G \circ E$ is polyconvex in the classical sense. As $I$ was a linear isomorphism between $\mathbb{R}^{3}$ and $M_{s y m}^{2 \times 2}, f$ is identified through $I$ with the classical polyconvex function reduced to the space of symmetric matrices.
(iv) The equality

$$
\operatorname{det}\left[\begin{array}{cc}
r+t & t  \tag{2.6}\\
t & s+t
\end{array}\right]=r s+r t+s t
$$

shows that detoI is a tetraaffine function. It is also a reduced polyaffine function, i.e. such function $f$ that both $f$ and $-f$ are reduced polyconvex.

The following proposition characterises tetrahedrally polyconvex functions as supremas of tetraaffine polynomials. Its rather standard proof is left to the reader.

Proposition 2.11. Function $f$ is tetrahedrally polyconvex if and only if it is equal to supremum of some family of tetraaffine functions.

Our next statement compares the introduced convexity conditions.

Lemma 2.12. Let $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$ be the given continuous function. Then the following implications hold:
$f$ is reduced polyconvex $\stackrel{(1)}{\Rightarrow} f$ is tetrahedrally polyconvex $\stackrel{(2)}{\Rightarrow} f$ is $(2,3)$ quasiconvex $\stackrel{(3)}{\Rightarrow} f$ is weakly tetrahedrally convex $\stackrel{(4)}{\Rightarrow} f$ is convex along the axis.

Moreover, the inverse implications to (1) and (4) do not hold.

In the following section we will show that the inverse implication to (2) also does not hold.

## Proof.

" $\stackrel{(1)}{\Rightarrow}$ " Assume there exists a convex function $G: M_{s y m}^{2 \times 2} \times \mathbb{R} \rightarrow \mathbb{R}$ such that, under the notation from Remark 2.8 we have

$$
G(A, \operatorname{det} A)=G \circ E(A)=F(A) \text { and } f=F \circ I .
$$

We construct the projection $\pi: \mathbb{R}^{3} \times \mathbb{R}^{3} \rightarrow M_{s y m}^{2 \times 2} \times \mathbb{R}$ by

$$
\pi([r, s, t],[x, y, z]) \stackrel{\text { def }}{=}\left(\left[\begin{array}{cc}
r+t & t \\
t & s+t
\end{array}\right], x+y+z\right)
$$

Function $\pi$ is affine and $\pi \circ e(r, s, t)=$

$$
\pi(r, s, t, r s, r t, s t)=\left(\left[\begin{array}{cc}
r+t & t \\
t & s+t
\end{array}\right], \operatorname{det}\left[\begin{array}{cc}
r+t & t \\
t & s+t
\end{array}\right]\right)=E \circ I(r, s, t)
$$

because of (2.6). Thus $g:=G \circ \pi$ is a convex function and

$$
g \circ e=G \circ \pi \circ e=G \circ E \circ I=F \circ I=f,
$$

as required for tetrahedral polyconvexity.
Let $f(r, s, t)=r s$. To verify tetrahedral polyconvexity condition for $f$ it is sufficient to consider $g(r, s, t, x, y, z):=x$. Then $g$ is convex and $g \circ e(r, s, t)=r s=f(r, s, t)$. However $f$ is not reduced polyconvex. We will proceed with a contradiction. Assume there exists a convex function $G: \mathbb{R}^{4} \rightarrow \mathbb{R}$ such that $G \circ E=f$. Therefore $G(r, s, t, r s+r t+s t)=r s$. As $G$ is convex, it is bounded from below by an affine function $h: \mathbb{R}^{4} \rightarrow \mathbb{R}$,

$$
h(r, s, t, x)=h_{0}+h_{1} r+h_{2} s+h_{3} t+h_{4} x .
$$

We have then for every $r, s, t$, that

$$
h \circ E(r, s, t)=h(r, s, t, r s+r t+s t) \leq r s=G \circ E(r, s, t)=f(r, s, t) .
$$

in particular we have that $h(r, 0, t, r t)=h_{0}+h_{1} r+h_{3} t+h_{4} r t \leq r s$. Taking $r=0$, from arbitrariness of $t$ it follows that $h_{0} \leq 0, h_{3}=0$. Furthermore, $h(r, s, 0, r s)=h_{0}+h_{1} r+h_{2} s+h_{4} r s \leq r s$. Taking $s=0$ shows that $h_{1}=0$. Analogously taking $r=0$ shows that $h_{2}=0$. We obtain now that $h_{0}+h_{4} r s \leq r s$ for any $r, s$ and thus $h_{4}=1$. So, if there exists such a function $h$, it is $h(r, s, t, x)=h_{0}+x$ for some nonpositive $h_{0}$. Thus

$$
h \circ E(r, s, t)=h_{0}+r s+r t+s t \leq r s
$$

for any $r, s, t$. Taking now however $r=s=t$ we obtain $h_{0}+3 r^{2} \leq r^{2}$ which obviously doesn't hold for any $h_{0}$.
It's easy to check that if $\left\{f_{j}\right\}_{j \in J}$ is a family $(2,3)$ quasiconvex functions, then $\sup _{j \in J} f_{j}$ is also $(2,3)$ quasiconvex. From Proposition 2.11 any tetrahedrally polyconvex is a supremum of some family $\left\{p_{j}\right\}_{j \in J}$ of tetraaffine functions. As any tetraaffine function $p_{j}$ is $(2,3)$ quasiconvex, the proof is done.
This implication is just Proposition 2.10.
"(4)" For simplicity let us show the convexity of weakly tetrahedrally convex function $f$ along the axis $e_{1}$. Let $p_{1}=\left(r_{1}, s, t\right), p_{2}=\left(r_{2}, s, t\right)$ be two point spanning the line parallel to $e_{1}$ axis. Let us prescribe any regular symplex $D$ on the segment connecting points $p_{i}$. Now we obtain $f \leq P_{D} f$ in $D$, so also on the segment. As $P_{D} f$ is affine along every axis, we have shown that $f$ is subaffine along $e_{1}$.
(4)
$" \nLeftarrow "$ Note that the function $f(r, s, t)=r s t$ is indeed convex along every axis. It is not however weakly tetrahedrally convex. To prove that, take simplex $D$ with vertices $(0,0,0),(1,0,0),(0,1,0)$ and $(0,0,1)$ and note that $P_{D} f \equiv 0$, however $p=\left(\frac{1}{4}, \frac{1}{4}, \frac{1}{4}\right) \in D$ and $f(p)=\frac{1}{64}>0$.

More precise statement holds for respective affinity conditions.
Theorem 2.13. Let $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$ be the given continuous function. Then the following implications hold:
$f$ is reduced polyaffine $\stackrel{(1)}{\Rightarrow} f$ is tetrahedrally polyaffine $\stackrel{(2)}{\Longleftrightarrow} f$ is $(2,3)$ quasiaffine $\stackrel{(3)}{\Longleftrightarrow} f$ is weakly tetrahedrally affine $\stackrel{(4)}{\Rightarrow} f$ is affine along the axis.

Moreover, the inverse implications to (1) and (4) do not hold.
Remark 2.14. Theorem 2.13 shows that the classes of tetrahedrally polyaffine, $(2,3)$ quasiaffine and weakly tetrahedrally affine functions are the same and equal to the class of tetraaffine functions.

Proof of Theorem 2.13. Implications to the right are already proven in Lemma 2.12. Also the inverse to (1) is contradicted. Let us here remind that the class of $(2,3)$ quasiaffine functions coincide with the class of tetraaffine functions (see Prop. 2.9). We will prove the following implications.
"(2)" Tetraaffine functions are tetrahedrally polyaffine because any $p \in \mathcal{A}$ satisfies $p=g \circ e$ for certain affine $g$.
" $\stackrel{(3)}{\Leftarrow}$ " We will prove that a weakly tetrahedrally affine function $f$ must be equal to certain tetraaffine $p$ on every regular symplex $D$. This is the case indeed, because on such $D$ we have $f \leq P_{D} f$ and $-f \leq-P_{D} f$. This however finishes the proof because two tetraaffine functions equal on any open set are equal in every point.
" $\neq "$ Consider $f(r, s, t)=r s t$. It is affine in the directions of the axis and not tetraaffine.

## 3. Tetrahedral polyconvexity condition is not equivalent to $(2,3)$ QUASICONVEXITY

In our analysis we are interested in functions defined on $\mathbb{R}^{3}$ and the respective integrands, which define functionals of the type $(2,3)$. We are now to prove that the inverse implication to (2) in Lemma 2.12 does not hold. For that we benefit from the well-known result in calculus of variations due to Alibert and Dacorogna [1] (see also [4] for related results). This is possible due to the canonical embedding of functions of the type $(2,3)$ into the special subspace of gradients (see Prop. 2.2).

The authors of [1] have introduced the following function $\tilde{f}_{\gamma}: M^{2 \times 2} \rightarrow \mathbb{R}$, defined by

$$
\begin{equation*}
\tilde{f}_{\gamma}(A)=|A|^{2}\left(|A|^{2}-2 \gamma \operatorname{det} A\right) \tag{3.1}
\end{equation*}
$$

where $|A|$ stays for the Euclidean norm of $A$, i.e. $\left|\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]\right|^{2}=a^{2}+b^{2}+c^{2}+d^{2}$.
The following theorem holds.
Theorem 3.1 (Alibert, Dacorogna [1]). The following statements hold.
(a) Function $\tilde{f}_{\gamma}$ defined in (3.1) is convex $\Longleftrightarrow|\gamma| \leq \frac{2}{3} \sqrt{2}$.
(b) Function $\tilde{f}_{\gamma}$ defined in (3.1) is polyconvex $\Longleftrightarrow|\gamma| \leq 1$ (see Rem. 2.8 point (iii)).
(c) Function $\tilde{f}_{\gamma}$ defined in (3.1) is rank-one convex (i.e. the function $t \mapsto \tilde{f}_{\gamma}(A+t B)$ is convex for any matrix $A$ and any rank-one matrix $B) \Longleftrightarrow|\gamma| \leq \frac{2}{\sqrt{3}}$.
(d) There exists $\varepsilon>0$ such that $I_{\tilde{f}_{\gamma}}$ is lower semicontinuous with respect to the sequential weak-* convergence of gradients of Lipschitz functions in $L^{\infty}\left(\Omega, \mathbb{R}^{2}\right)$ (i.e. it has the property: when $\left\{u^{\nu}\right\} \subseteq W^{1, \infty}\left(\Omega, \mathbb{R}^{2}\right)$ is a bounded sequence and $D u^{\nu} \stackrel{*}{\rightharpoonup} D u$ in $L^{\infty}\left(\Omega, M^{2 \times 2}\right)$, $u^{\nu} \rightarrow u$ in $L^{1}\left(\Omega, \mathbb{R}^{2}\right)$ then $\left.\liminf _{\nu \rightarrow+\infty} I_{\tilde{f}_{\gamma}}\left(D u^{\nu}\right) \geq I_{\tilde{f}_{\gamma}}(D u)\right)$ $\Longleftrightarrow|\gamma| \leq 1+\varepsilon$.

Defining $A(r, s, t)=\left[\begin{array}{cc}r+t & t \\ t & s+t\end{array}\right]$ and using identification (2.5) and (3.1) we obtain

$$
f_{\gamma}(r, s, t):=\tilde{f}_{\gamma}(A(r, s, t))=\left(r^{2}+s^{2}+4 t^{2}+2(r+s) t\right)\left(r^{2}+s^{2}+4 t^{2}+2(r+s) t-2 \gamma(r s+r t+s t)\right)
$$

We will investigate tetrahedral polyconvexity condition for function $f_{\gamma}: \mathbb{R}^{3} \rightarrow \mathbb{R}$.
Theorem 3.2. Function $f_{\gamma}(r, s, t)$, is tetrahedrally polyconvex if and only if $|\gamma| \leq 1$.
Proof.
$" \Leftarrow$ " At first we note that $f_{\gamma}$ is reduced polyconvex for $|\gamma| \leq 1$ as we have $\tilde{f}_{\gamma}=G \circ E$ under the notation of Remark 2.8 point (iii), where $G$ is convex. We have then that

$$
f_{\gamma}=G \circ E \circ I=G \circ J^{-1} \circ J \circ E \circ I=\left(G \circ J^{-1}\right) \circ i=: \tilde{G} \circ i,
$$

where $\tilde{G}$ is convex. As reduced polyconvexity implies tetrahedral polyconvexity (see Lem. 2.12) the proof is done.
$" \Rightarrow$ " Assume on the contrary that there exists $\gamma$ such that $|\gamma|>1$ and $f_{\gamma}$ is tetrahedrally polyconvex. Then there exists an affine function $p: \mathbb{R}^{6} \rightarrow \mathbb{R}$,

$$
p(r, s, t, x, y, z):=p_{0}+v \cdot(r, s, t, x, y, z)
$$

where $\left(v_{1}, v_{2}, v_{3}, v_{4}, v_{5}, v_{6}\right) \in \mathbb{R}^{6}$ is a constant vector and $p$ is such that $f_{\gamma}(r, s, t) \geq p \circ e(r, s, t)$ for any $r, s, t$. We compute that

$$
\begin{aligned}
f_{\gamma}(r, c r, 0) & =r^{4}\left(1+2 c^{2}+c^{4}-2 \gamma\left(c+c^{3}\right)\right), \\
p\left(r, c r, 0, c r^{2}, 0,0\right) & =p_{0}+v_{1} r+c v_{2} r+c v_{4} r^{2}
\end{aligned}
$$

This implies the inequality

$$
r^{4}\left(1+2 c^{2}+c^{4}-2 \gamma\left(c+c^{3}\right)\right) \geq p_{0}+\left(v_{1}+c v_{2}\right) r+c v_{4} r^{2}
$$

holding for every $r, c \in \mathbb{R}$. We obviously need a coefficient $\kappa_{\gamma}(c):=\left(1+2 c^{2}+c^{4}-2 \gamma\left(c+c^{3}\right)\right)$ to be nonegative for every $c$. For $\gamma>1$ we obtain that $\kappa_{\gamma}(1)=4-4 \gamma<0$, for $\gamma<-1$ we get $\kappa_{\gamma}(-1)=4+4 \gamma<0$. Therefore $f_{\gamma}$ cannot be tetrahedrally polyconvex.

We end up with the following statement, which is one of our main results.
Theorem 3.3. Let $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$ be the given continuous function. Then the following implications hold:
$f$ is reduced polyconvex $\stackrel{(1)}{\Rightarrow} f$ is tetrahedrally polyconvex $\stackrel{(2)}{\Rightarrow} f$ is $(2,3)$ quasiconvex
$\stackrel{(3)}{\Rightarrow} f$ is weakly tetrahedrally convex $\stackrel{(4)}{\Rightarrow} f$ is convex along the axis.
Moreover, the inverse implications to (1), (2), (4) do not hold.

Proof. Implications $\stackrel{(1)}{\Rightarrow} \stackrel{(2)}{\Rightarrow} \stackrel{(3)}{\Rightarrow} \stackrel{(4)}{\Rightarrow}$, as well as $\stackrel{(1)}{\nLeftarrow}$ and $\stackrel{(4)}{\nLeftarrow}$ have been already established in Lemma 2.12. For the
(2)
proof of the property $\nLeftarrow$ we have to show that there exists a $(2,3)$ quasiconvex function that is not tetrahedrally polyconvex. Let $\gamma=1+\varepsilon$ as in point d) of Theorem 3.1. Now $f_{\gamma}$ is $(2,3)$ quasiconvex due to embedding (2.3). Theorem 3.2 shows however, that $f_{\gamma}$ is not tetrahedrally polyconvex.

We address the following problem.
Open problem 3.4. We do not know whether the inverse implication to (3) holds.
However the problem is open, let us note that the case is much simpler with bilinear forms.
Fact 3.5. A bilinear form $P$ is convex along each axis if and only if $P$ is tetrahedrally polyconvex.
Proof. Of course we only need to prove to prove the implication " $\Rightarrow$ ". Let $x=\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}$ and $P(x)=$ $\sum_{i=1}^{3} a_{i} x_{i}^{2}+\sum_{i<j} a_{i j} x_{i} x_{j}=: Q+T$ be convex along the axis. As $T$ is affine along the axis, it follows that $Q$ must be convex along the axis. It shows that $a_{i} \geq 0$ for any $1 \leq i \leq 3$. Thus $P$ is equal to the sum of tetrahedrally polyaffine form $T$ and convex form $Q$. It is obvious that any convex function is tetrahedrally polyconvex and thus $P$ is tetrahedrally polyconvex.

## 4. CARATHÉODORY TYPE THEOREM FOR THE CLASS OF TETRAHEDRALLY POLYCONVEX FUNCTIONS

Our goal now is to obtain a variant of Carathéodory theorem for tetrahedrally polyconvex functions. This statement will be needed later to discus the locality properties of tetrahedral polyconvexity condition. For our analysis we have to define and investigate the tetrahedral polyconvex envelope of the given function $f$.

Let us start by recalling the definitions of convex hulls of sets, as well as the classical Carathéodory theorem.
Definition 4.1 (Convex hull, convex envelope). For any subset $X$ of a linear space $\mathcal{V}$ we define convex hull of $X$ as

$$
C H X \stackrel{\text { def }}{=} \bigcap\{C \mid C \text { is convex and } X \subseteq C\}
$$

For any function $f: \mathcal{V} \rightarrow \mathbb{R} \cup\{+\infty\}$ we define convex envelope of $f$ as

$$
C f \stackrel{\text { def }}{=} \sup \{g(x) \mid g \text { is convex and } g \leq f\}
$$

We use the convention that $\sup \emptyset=-\infty$.
Theorem 4.2 (Carathéodory theorem, 1911, [9]). Let $X$ be a subset of $\mathbb{R}^{n}$ and $f: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{+\infty\}$. Then
(i) $C H X=\left\{x \in \mathbb{R}^{n} \mid x=\sum_{i=1}^{n+1} \lambda_{i} x_{i}, x_{i} \in X, \sum_{i=1}^{n+1} \lambda_{i}=1, \lambda_{i} \in[0,1]\right\}$,
(ii) $C f(x)=\inf \left\{\sum_{i=1}^{n+1} \lambda_{i} f\left(x_{i}\right) \mid \sum_{i=1}^{n+1} \lambda_{i} x_{i}=x, \sum_{i=1}^{n+1} \lambda_{i}=1, \lambda_{i} \in[0,1]\right\}$.

To proceed further we require the following definition.
Definition 4.3 (Tetrahedral polyconvex envelope). For function $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$ the tetrahedral polyconvex envelope is defined by

$$
T P E f(r, s, t) \stackrel{\text { def }}{=} \sup \{g(r, s, t) \mid g \text { is tetrahedrally polyconvex and } g \leq f\}
$$

It is clear that if $T P E f \neq-\infty$, it is then a tetrahedrally polyconvex function. This is because at the same time $\operatorname{TPEf}(\cdot, \cdot, \cdot)$ is a supremum of tetraaffine functions.

We are now to prove the variant of part (ii) in Carathéodory theorem dealing with tetrahedral polyconvex envelopes of functions. Our arguments are based on variants of Carathéodory Theorem similar as presented in [12], Chapter 5. For readers convenience we present the proof in detail, as it contains not so trivial arguments.

Theorem 4.4 (Carathéodory theorem with tetrahedrally polyconvex envelope). Let $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$ be a given function. Then the following statements hold.
(i) The function $g^{f}: \mathbb{R}^{6} \rightarrow \mathbb{R} \cup\{-\infty\}$ given by

$$
\begin{array}{r}
g^{f}(r, s, t, x, y, z) \stackrel{\text { def }}{=} \inf \left\{\sum_{i=1}^{7} \lambda_{i} f\left(r_{i}, s_{i}, t_{i}\right) \mid \sum_{i=1}^{7} \lambda_{i} e\left(r_{i}, s_{i}, t_{i}\right)=(r, s, t, x, y, z)\right. \\
\text { where } \left.\left\{\lambda_{i}\right\}_{i=1}^{7}: \text { such that } \sum_{i=1}^{7} \lambda_{i}=1, \lambda_{i} \in[0,1]\right\}
\end{array}
$$

is well defined and convex.
(ii) If $f$ is tetrahedrally polyconvex, then

$$
f(r, s, t)=g^{f}(e(r, s, t)) \text { for any }(r, s, t) \in \mathbb{R}^{3}
$$

Moreover, for any $f$ we have

$$
g^{f} \circ e(r, s, t)=g^{f}(r, s, t, r s, r t, s t)=T P E f
$$

Proof. Part (i):
We begin with constructing desired convex function $g^{f}$. For integers $N \geq 7$ we define

$$
\begin{gathered}
g_{N}^{f}(r, s, t, x, y, z) \stackrel{\text { def }}{=} \inf S_{N}(r, s, t, x, y, z), \text { where we set } \\
S_{N}=\left\{\sum_{i=1}^{N} \lambda_{i} f\left(r_{i}, s_{i}, t_{i}\right) \mid \sum_{i=1}^{N} \lambda_{i} e\left(r_{i}, s_{i}, t_{i}\right)=(r, s, t, x, y, z), \lambda_{i} \in[0,1], \sum_{i=1}^{N} \lambda_{i}=1\right\} .
\end{gathered}
$$

We divide the proof into steps.
Step 1. We show that

$$
C H e\left(\mathbb{R}^{3}\right)=\mathbb{R}^{6}
$$

Step 2. We prove that $g_{7}^{f}$ is well defined (and thus also $g_{N}^{f}$ whenever $N \geq 7$ ) and for any $N \geq 7$ we have $g_{N}^{f}=g_{7}^{f} \stackrel{\text { def }}{=} g^{f}$.
Step 3. We prove that $g^{f}$ is convex.
Proof of Step 1: Assume than $C H e\left(\mathbb{R}^{3}\right) \neq \mathbb{R}^{6}$. Thus $C H e\left(\mathbb{R}^{3}\right)$, as a convex set, lies in some halfspace of the form

$$
\mathcal{H}=\left\{v \in \mathbb{R}^{6} \mid \alpha \cdot v<\beta\right\}
$$

for some nonzero $\alpha \in\left(\mathbb{R}^{6}\right)^{*} \cong \mathbb{R}^{6}$ and real $\beta$. Now $e\left(\mathbb{R}^{3}\right) \subseteq C H e\left(\mathbb{R}^{3}\right) \subseteq \mathcal{H}$. To show a contradiction we will find a triple $(r, s, t)$ such that $\alpha \cdot(r, s, t, r s, r t, s t)$ is not less then $\beta$. Let $\alpha=\left(\alpha_{i}\right)_{i=1}^{6}$ and $i_{0}$ be the smallest index $i$ such that $\alpha_{i} \neq 0$. Assume first that $i_{0} \leq 3$. Let then $(\bar{r}, \bar{s}, \bar{t})$ be equal to the $i_{0}^{t h}$ vector of the standard basis of $\mathbb{R}^{3}$. Now $e(\bar{r}, \bar{s}, \bar{t})=\left(e_{i_{0}}, 0,0,0\right)$ (which is the $i_{0}$ th vector of the standard basis of $\left.\mathbb{R}^{6}\right)$ and for $(r, s, t)=\left(\frac{\beta}{\alpha_{i_{0}}}(\bar{r}, \bar{s}, \bar{t})\right)$ we arrive at

$$
\alpha \cdot e(r, s, t)=\beta
$$

which contradicts the inclusion $e\left(\mathbb{R}^{3}\right) \subseteq \mathcal{H}$. For the case where $i_{0}=4$ take $(r, s, t)=\frac{\beta}{\alpha_{4}}(1,1,0)$ (so that $\alpha$ and $e(r, s, t)$ meet only in fourth place). Similar reasoning holds for $i_{0}=5,6$, which finishes the proof of Step 1 .

Proof of Step 2: To begin let us note that from Carathéodory theorem (Thm. 4.2) and Step 1 we see that

$$
C H e\left(\mathbb{R}^{3}\right)=\left\{\sum_{i=1}^{7} \lambda_{i} e\left(r_{i}, s_{i}, t_{i}\right), \sum_{i=1}^{7} \lambda_{i}=1, \lambda_{i} \in[0,1]\right\}=\mathbb{R}^{6}
$$

and thus $g_{7}^{f}$ is well defined, that is $S_{7} \neq \emptyset$.
Now let us introduce two substeps.
Substep 2A: We prove that for $N \geq 8$ we have $S_{N}=S_{8}$.
Let us recall the definition of the epigraph of a function $f$ :

$$
e p i f \stackrel{\text { def }}{=}\left\{(r, s, t, x) \in \mathbb{R}^{4} \mid f(r, s, t) \leq x\right\}
$$

and define

$$
\hat{e}(e p i f) \stackrel{\text { def }}{=}\{(e(r, s, t), x) \mid f(r, s, t) \leq x\} \subseteq \mathbb{R}^{7}
$$

Note that $(e(r, s, t), f(r, s, t)) \in \hat{e}(e p i f)$, therefore any convex combination of such points belongs to $C H \hat{e}(e p i f)$.
As $\hat{e}($ epif $) \subseteq \mathbb{R}^{7}$, from Carathéodory theorem (Thm. 4.2) it follows that

$$
C H \hat{e}(e p i f)=\left\{\sum_{i=1}^{8} \lambda_{i}\left(e\left(r_{i}, s_{i}, t_{i}\right), f\left(r_{i}, s_{i}, t_{i}\right) \mid \lambda_{i} \in[0,1], \sum_{i=1}^{8} \lambda_{i}=1\right\}\right.
$$

It implies that $S_{N} \subseteq S_{8}$. Indeed, let $\bar{f}=\sum_{i=1}^{N} \lambda_{i} f\left(r_{i}, s_{i}, t_{i}\right) \in S_{N}(r, s, t, x, y, z)$ i.e. $\sum_{i=1}^{N} \lambda_{i} e\left(r_{i}, s_{i}, t_{i}\right)=$ $(r, s, t, x, y, z), \lambda_{i} \in[0,1], \sum_{i=1}^{N} \lambda_{i}=1$. Hence

$$
\sum_{i=1}^{N} \lambda_{i}\left(e\left(r_{i}, s_{i}, t_{i}\right), f\left(r_{i}, s_{i}, t_{i}\right)\right) \in C H \hat{e}(e p i f)
$$

Therefore there exist $\left\{\bar{\lambda}_{i}\right\}_{i=1}^{8}$ and $\left\{\left(\bar{r}_{i}, \bar{s}_{i}, \bar{t}_{i}\right)\right\}_{i=1}^{8}$ such that

$$
\sum_{i=1}^{8} \bar{\lambda}_{i}\left(e\left(\bar{r}_{i}, \bar{s}_{i}, \bar{t}_{i}\right), f\left(\bar{r}_{i}, \bar{s}_{i}, \bar{t}_{i}\right)\right)=\sum_{i=1}^{N} \lambda_{i}\left(e\left(r_{i}, s_{i}, t_{i}\right), f\left(r_{i}, s_{i}, t_{i}\right)\right)
$$

We obtain $\bar{f} \in S_{8}$. As sequence of sets $S_{N}$ is nondecreasing, we see that for $N \geq 8$ we have $S_{N}=S_{8}$. As $g_{N}^{f}(r, s, t, x, y, z)=\inf S_{N}(r, s, t, x, y, z)$, we establish $g_{N}^{f}=g_{8}^{f}$ for any $N \geq 8$.
Substep 2B: We show that $g^{f}=g_{7}^{f}=g_{8}^{f}$. It suffices to prove $g_{7}^{f} \leq g_{8}^{f}$.
Take any $v \in \mathbb{R}^{6}=C H e\left(\mathbb{R}^{3}\right)$, a sequence $\left\{\alpha_{i}\right\}_{i=1}^{8}$ satisfying $\alpha_{i} \in[0,1], \sum_{i=1}^{8} \alpha_{i}=1$ and points $\left\{\left(r_{i}, s_{i}, t_{i}\right)\right\}_{i=1}^{8}$ such that

$$
\sum_{i=1}^{8} \alpha_{i} e\left(r_{i}, s_{i}, t_{i}\right)=v
$$

From Carathéodory theorem (Thm. 4.2) applied to the set $\left\{\left(r_{i}, s_{i}, t_{i}\right)\right\}_{i=1}^{8}$, there exists a sequence $\left\{\beta_{i}\right\}_{i=1}^{8}$ satisfying $\beta_{i} \in[0,1], \sum_{i=1}^{8} \beta_{i}=1$ such that at least one of $\beta_{i}$ vanishes and

$$
\sum_{i=1}^{8} \beta_{i} e\left(r_{i}, s_{i}, t_{i}\right)=v
$$

To finish the proof of this substep it suffices to show that

$$
\begin{equation*}
\sum_{i=1}^{8} \alpha_{i} f\left(r_{i}, s_{i}, t_{i}\right) \geq \sum_{i=1}^{8} \beta_{i} f\left(r_{i}, s_{i}, t_{i}\right) \tag{4.1}
\end{equation*}
$$

We may assume that all $\alpha_{i} s$ are positive, as otherwise we could take $\left\{\beta_{i}\right\}_{i=1}^{8}=\left\{\alpha_{i}\right\}_{i=1}^{8}$. Assume that this inequality does not hold, i.e.

$$
\begin{equation*}
\sum_{i=1}^{8} \alpha_{i} f\left(r_{i}, s_{i}, t_{i}\right)<\sum_{i=1}^{8} \beta_{i} f\left(r_{i}, s_{i}, t_{i}\right) . \tag{4.2}
\end{equation*}
$$

In particular the set $C:=\left\{i \in\{1,2, \ldots, 8\} \mid \beta_{i}>\alpha_{i}\right\}$ is nonempty, because $\left\{\alpha_{i}\right\}$ and $\left\{\beta_{i}\right\}$ are two different sequences with equal sum of coefficients. Set now

$$
\gamma \stackrel{\text { def }}{=} \min _{i \in C}\left\{\frac{\alpha_{i}}{\beta_{i}-\alpha_{i}}\right\}
$$

Note that $\gamma$ is positive from the definition of $C$. Moreover, let

$$
\lambda_{i} \stackrel{\text { def }}{=} \alpha_{i}+\gamma\left(\alpha_{i}-\beta_{i}\right) .
$$

We have now

$$
\sum_{i=1}^{8} \lambda_{i}=\sum_{i=1}^{8} \alpha_{i}+\gamma \sum_{i=1}^{8}\left(\alpha_{i}-\beta_{i}\right)=1
$$

and from the definition of $\gamma$ we have $\lambda_{i} \geq 0$ for every $i$. It follows that every $\lambda_{i} \leq 1$ for every $i \in\{1, \ldots, 8\}$. From the definition of $\gamma$ it also follows that there exists $i$ such that $\lambda_{i}=0$ - this is exactly index $i$ on which we obtain a minimum in the definition of $\gamma$. Furthermore,

$$
\sum_{i=1}^{8} \lambda_{i} e\left(r_{i}, s_{i}, t_{i}\right)=(1+\gamma) v-\gamma v=v
$$

and

$$
\sum_{i=1}^{8} \lambda_{i} f\left(r_{i}, s_{i}, t_{i}\right)=\sum_{i=1}^{8} \alpha_{i} f\left(r_{i}, s_{i}, t_{i}\right)+\gamma\left(\sum_{i=1}^{8}\left(\alpha_{i}-\beta_{i}\right) f\left(r_{i}, s_{i}, t_{i}\right)\right) \stackrel{(4.2)}{<} \sum_{i=1}^{8} \alpha_{i} f\left(r_{i}, s_{i}, t_{i}\right)
$$

because we assumed $\sum\left(\alpha_{i}-\beta_{i}\right) f\left(r_{i}, s_{i}, t_{i}\right)<0$ and dealt positive $\gamma$. We have shown that when the inequality (4.1) did not hold with coefficients $\left\{\beta_{i}\right\}$, it holds with coefficient $\left\{\lambda_{i}\right\}$. This finishes Step 2.
Proof of Step 3: From Step 2 we already know $g^{f}=g_{7}^{f}$. We are now to show that for $\lambda \in[0,1]$ and any vectors $v, w \in \mathbb{R}^{6}$ we have inequality

$$
\lambda g^{f}(v)+(1-\lambda) g^{f}(w) \geq g^{f}(\lambda v+(1-\lambda) w) .
$$

From the definition of $g^{f}$ we have that for any $\varepsilon>0$ there exist $\left(\mu_{i}\right)_{i=1}^{7},\left(\nu_{i}\right)_{i=1}^{7}$ satisfying $\mu_{i}, \nu_{i} \in[0,1], \sum_{i=1}^{7} \mu_{i}=$ $\sum_{i=1}^{7} \nu_{i}=1$ and $\left(r_{i}, s_{i}, t_{i}\right)_{i=1}^{7},\left(\overline{r_{i}}, \bar{s}_{i}, \bar{t}_{i}\right)_{i=1}^{7}$ such that

$$
\sum_{i=1}^{7} \mu_{i} e\left(r_{i}, s_{i}, t_{i}\right)=v, \sum_{i=1}^{7} \nu_{i} e\left(\bar{r}_{i}, \bar{s}_{i}, \bar{t}_{i}\right)=w
$$

and

$$
\lambda g^{f}(v)+(1-\lambda) g^{f}(w)+\varepsilon \geq \lambda \sum_{i=1}^{7} \mu_{i} f\left(r_{i}, s_{i}, t_{i}\right)+(1-\lambda) \sum_{i=1}^{7} \nu_{i} f\left(\overline{r_{i}}, \overline{s_{i}}, \bar{t}_{i}\right) .
$$

Defining new sequence as

$$
\lambda_{i} \stackrel{\text { def }}{=} \lambda \mu_{i}, \lambda_{7+i} \stackrel{\text { def }}{=}(1-\lambda) \nu_{i},
$$

and new points as

$$
\left(r_{i}, s_{i}, t_{i}\right) \stackrel{\text { def }}{=}\left(r_{i}, s_{i}, t_{i}\right),\left(r_{7+i}, s_{7+i}, t_{7+i}\right) \stackrel{\text { def }}{=}\left(\overline{r_{i}}, \overline{s_{i}}, \overline{t_{i}}\right), \text { where } i=1, \ldots, 7
$$

we arrive at

$$
\begin{aligned}
\lambda g^{f}(v)+(1-\lambda) g^{f}(w)+\varepsilon & \geq \sum_{i=1}^{14} \lambda_{i} f\left(r_{i}, s_{i}, t_{i}\right), \text { where } \\
\sum_{i=1}^{14} \lambda_{i} e\left(r_{i}, s_{i}, t_{i}\right) & =\lambda v+(1-\lambda) w
\end{aligned}
$$

Using the definition of $g^{f}$ and the fact that $g^{f}=g_{14}^{f}$ we get

$$
\lambda g^{f}(v)+(1-\lambda) g^{f}(w)+\varepsilon \geq g^{f}(\lambda v+(1-\lambda) w)
$$

and arbitrariness of $\varepsilon$ finishes the proof of Step 3 and of Part (i).
Part (ii):
At first we will show that if $f$ is tetrahedrally polyconvex, then $f=g^{f} \circ e$.
For this let us consider a convex function $g: \mathbb{R}^{6} \rightarrow \mathbb{R}$ such that $g \circ e=f$. As $g$ is convex we have that for any choice of points $v_{i} \in \mathbb{R}^{6}$

$$
\sum_{i=1}^{7} \lambda_{i} g\left(v_{i}\right) \geq g\left(\sum_{i=1}^{7} \lambda_{i} v_{i}\right)
$$

where $\lambda_{i} \in[0,1]$ and $\sum_{i=1}^{7} \lambda_{i}=1$. Taking $\left\{\lambda_{i}\right\}_{i=1}^{7}$ and $\left\{\left(r_{i}, s_{i}, t_{i}\right)\right\}_{i=1}^{7}$ such that

$$
\begin{equation*}
\sum_{i=1}^{7} \lambda_{i} e\left(r_{i}, s_{i}, t_{i}\right)=e\left(\sum_{i=1}^{7} \lambda_{i}\left(r_{i}, s_{i}, t_{i}\right)\right)=e(r, s, t) \tag{4.3}
\end{equation*}
$$

shows that

$$
\begin{equation*}
\sum_{i=1}^{7} \lambda_{i} f\left(r_{i}, s_{i}, t_{i}\right) \geq f\left(\sum_{i=1}^{7} \lambda_{i}\left(r_{i}, s_{i}, t_{i}\right)\right)=f(r, s, t) \tag{4.4}
\end{equation*}
$$

Taking infimum over all possible coefficients $\left\{\lambda_{i}\right\}_{i=1}^{7}$ and points $\left\{\left(r_{i}, s_{i}, t_{i}\right)\right\}_{i=1}^{7}$ satisfying (4.3), (4.4) and using the definition of $g^{f}$ we obtain $g^{f}(e(r, s, t)) \geq f(r, s, t)$. As we obviously have $g^{f}(e(r, s, t)) \leq f(r, s, t)$, we obtain $g^{f} \circ e=f$.

To prove the second statement note that $g^{f} \circ e$ is tetrahedrally polyconvex, because $g^{f}$ is convex. What is left is to establish that $g^{f}=T P E f$. From the definition of TPEf and tetrahedral polyconvexity of $g^{f} \circ e$, we have that $g^{f} \circ e \leq T P E f$, because $g^{f} \circ e \leq f$. Observe that the following monotonicity property holds: when $h \leq f$ we have $g^{h} \leq g^{f}$. Moreover, from the already established first statement in this part, $h \mapsto g^{h} \circ e$ is a projection onto tetrahedrally polyconvex functions. Therefore we have $h=g^{h} \circ e \leq g^{f} \circ e$, whenever $h \leq f$ and $h$ is tetrahedrally polyconvex. Taking $h=T P E f$ finishes the proof.

We end this section with the following characterisation of tetrahedrally polyconvex functions, which is the consequence of the Theorem 4.4.

Corollary 4.5. Let $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$ be the given function. The following conditions are equivalent:
(a) $f$ is tetrahedrally polyconvex;
(b) for any $(r, s, t) \in \mathbb{R}^{3}$, any coefficients $\left\{\lambda_{i}\right\}_{i=1}^{7}$ such that $\sum_{i=1}^{7} \lambda_{i}=1, \lambda_{i} \in[0,1]$ and any triples of real numbers $\left\{\left(r_{i}, s_{i}, t_{i}\right)\right\}_{i=1}^{7}$ such that $\sum_{i=1}^{7} \lambda_{i} e\left(r_{i}, s_{i}, t_{i}\right)=e(r, s, t)$ the following Jensen-type inequality holds:

$$
f(r, s, t) \leq \sum_{i=1}^{7} \lambda_{i} f\left(r_{i}, s_{i}, t_{i}\right)
$$

Proof.
"(a) $\Rightarrow(\mathrm{b})$ " We proceed exactly like in the proof of Part (ii) of Theorem 4.4.
" $(\mathrm{a}) \Leftarrow(\mathrm{b})$ " Having a function $f$ satisfying (b), from the definition of the $g^{f}$ in Theorem 4.4, Part (i), we see that $g^{f} \circ e=f$ (while we always have $g^{f} \circ e \leq f$ and the converse inequality follows from (b)). As a function $g^{f}$ is convex (see Thm. 4.4, Part (i), Step 3) the proof is done.

## 5. NON-LOCALITY OF TETRAHEDRAL POLYCONVEXITY

In this section we are going to prove, that there exist no local condition for tetrahedral polyconvexity. We proceed in a similar way to Kristensen in [26]. We begin with some definitions, useful in the reasoning.

For $f$ - a function of class $C^{2}\left(\mathbb{R}^{3} ; \mathbb{R}\right)$ recall the Taylor formula

$$
f(z+w)=f(z)+D f(z) w+\frac{1}{2} D^{2} f(z)(w ; w)+\rho(z, w)
$$

where $\rho(z, w)$ is given by

$$
\rho(z, w)=\int_{0}^{1}(1-t)\left(D^{2} f(z+t w)(w ; w)-D^{2} f(z)(w ; w)\right) \mathrm{d} t
$$

We also define function

$$
\begin{equation*}
\Lambda(r, s)=\sup \left\{\left|D^{2} f(z+w)-D^{2} f(z)\right|:|z| \leq r,|w| \leq s\right\} \tag{5.1}
\end{equation*}
$$

The function $\Lambda$ is defined in such a way that we obtain an obvious estimate, for $|z| \leq r$ and any $w$ we have

$$
\begin{equation*}
|\rho(z, w)| \leq \frac{1}{2} \Lambda(r,|w|)|w|^{2} \tag{5.2}
\end{equation*}
$$

We start with the following result.
Lemma 5.1. Let $f$ be any function of class $C^{2}\left(\mathbb{R}^{3} ; \mathbb{R}\right)$ such that $D^{2} f(z)(w ; w) \geq 0$ for any $z$, w such that $|z| \leq r$ and $w$ is parallel to one of the axis. Take any $\epsilon>0$ and define $\delta \stackrel{\text { def }}{=} \frac{1}{2} \sup \{t \in(0, r): \epsilon \geq \Lambda(r, t)\}$. Then there exists a tetrahedrally polyconvex function $g$ such that

$$
g(z)=f(z)+\epsilon|z|^{2} \text { for }|z|<\delta
$$

Proof. Define

$$
f_{\epsilon}(z)=f(z)+\epsilon|z|^{2}
$$

$$
G(z):=\left\{\begin{array}{l}
f_{\epsilon}(z) \text { for }|z| \leq \delta \\
\sup _{|w|<\delta}\left(f_{\epsilon}(w)+D f_{\epsilon}(w)(z-w)+\frac{1}{2} D^{2} f_{\epsilon}(w)(z-w ; z-w)\right) \text { for }|z|>\delta
\end{array}\right.
$$

and $g=T P E(G)$. It's now obvious that $g$ is tetrahedrally polyconvex and that $g \leq f_{\epsilon}$ for $|z|<\delta$. To check that $g=f_{\epsilon}$ for $|z|<\delta$ take any $z$ such that $|z| \leq \delta$. By Theorem 4.4 for any $\sigma$ we may choose a convex combination $\left\{\lambda_{j} z_{j}\right\}_{i=1}^{7}$ of $z$ such that

$$
\begin{equation*}
e(z)=\sum \lambda_{j} e\left(z_{j}\right) \tag{5.3}
\end{equation*}
$$

and

$$
g(z)+\sigma>\sum_{j=1}^{7} \lambda_{j} G\left(z_{j}\right)
$$

From the definition of $G$ it follows that

$$
\begin{aligned}
g(z)+\sigma & >\sum_{\left|z_{j}\right| \leq \delta} \lambda_{j} f_{\epsilon}\left(z_{j}\right)+\sum_{\left|z_{j}\right|>\delta} \lambda_{j}\left(f_{\epsilon}(z)+D f_{\epsilon}(z)\left(z_{j}-z\right)+\frac{1}{2} D^{2} f_{\epsilon}(z)\left(z_{j}-z ; z_{j}-z\right)\right) \\
& =\sum_{\left|z_{j}\right| \leq \delta} \ldots+\sum_{\left|z_{j}\right|>\delta} \ldots=: A+B
\end{aligned}
$$

Applying Taylor's formula to $f_{\epsilon}\left(z_{j}\right)$ in $A$ yields

$$
A=\sum_{\left|z_{j}\right| \leq \delta} \lambda_{j} f_{\epsilon}(z)+\sum_{\left|z_{j}\right| \leq \delta} \lambda_{j} D f_{\epsilon}(z)\left(z_{j}-z\right)+\frac{1}{2} \sum_{\left|z_{j}\right| \leq \delta} \lambda_{j} D^{2} f_{\epsilon}(z)\left(z_{j}-z ; z_{j}-z\right)+\sum_{\left|z_{j}\right| \leq \delta} \lambda_{j} \rho\left(z, z_{j}-z\right)
$$

hence

$$
g(z)+\sigma>\sum_{\left|z_{j}\right| \leq \delta} \lambda_{j} \rho\left(z, z_{j}-z\right)+\sum_{j} \lambda_{j}\left(f_{\epsilon}(z)+D f_{\epsilon}(z)\left(z_{j}-z\right)+\frac{1}{2} D^{2} f_{\epsilon}(z)\left(z_{j}-z ; z_{j}-z\right)\right)
$$

From linearity of $D f(z)$ and the fact that $z=\sum \lambda_{j} z_{j}$ we obtain

$$
\begin{align*}
g(z)+\sigma & >\sum_{\left|z_{j}\right| \leq \delta} \lambda_{j} \rho\left(z, z_{j}-z\right)+f_{\epsilon}(z)+\sum_{j} \lambda_{j}\left(\frac{1}{2} D^{2} f_{\epsilon}(z)\left(z_{j}-z ; z_{j}-z\right)\right) \\
& =\sum_{\left|z_{j}\right| \leq \delta} \ldots+f_{\epsilon}(z)+\sum_{j} \ldots=: C+f_{\epsilon}(z)+D \tag{5.4}
\end{align*}
$$

Having in mind (5.2) we have

$$
\left|\rho\left(z ; z_{j}-z\right)\right| \leq \frac{1}{2} \Lambda\left(r,\left|z_{j}-z\right|\right)\left|z_{j}-z\right|^{2}
$$

Note that for $\left|z_{j}\right| \leq \delta$

$$
\left|z_{j}-z\right| \leq|z|+\left|z_{j}\right| \stackrel{|z|<\delta}{<} 2 \delta=\sup \{t \in(0, r): \epsilon \geq \Lambda(r, t)\}
$$

and therefore $\left|z_{j}-z\right| \in\{t \in(0, r): \epsilon \geq \Lambda(r, t)\}$. Consequently $\Lambda\left(r,\left|z_{j}-z\right|\right) \leq \epsilon$ and $\rho\left(z ;\left|z_{j}-z\right|\right) \geq-\frac{1}{2} \epsilon\left|z_{j}-z\right|^{2}$. It follows that

$$
C \geq-\frac{\epsilon}{2} \sum_{\left|z_{j}\right| \leq \delta} \lambda_{j}\left|z_{j}-z\right|^{2} \geq-\frac{\epsilon}{2} \sum_{j} \lambda_{j}\left|z_{j}-z\right|^{2}
$$

We also notice that $D^{2} f_{\epsilon}(z)=D^{2} f(z)+2 \epsilon I d$ and so

$$
D=\sum_{j} \lambda_{j}\left(\frac{1}{2} D^{2} f(z)\left(z_{j}-z ; z_{j}-z\right)\right)+\epsilon \sum_{j} \lambda_{j}\left|z_{j}-z\right|^{2}
$$

Therefore

$$
C+D \geq \sum_{j} \lambda_{j}\left(\frac{1}{2} D^{2} f(z)\left(z_{j}-z ; z_{j}-z\right)\right)+\frac{\epsilon}{2} \sum_{j} \lambda_{j}\left|z_{j}-z\right|^{2}
$$

What we need is to show that $C+D \geq 0$, so that from (5.4) we get

$$
g(z)+\sigma>f_{\epsilon}(z)
$$

Take now any bilinear symmetric form $P$ and note that $P(x-y ; x-y)=P(x ; x)+P(y ; y)-2 P(x ; y)$. This shows however that

$$
\begin{aligned}
\sum_{j} \lambda_{j}\left(\frac{1}{2} D^{2} f(z)\left(z_{j}-z ; z_{j}-z\right)\right)= & \sum_{j} \lambda_{j}\left(\frac{1}{2} D^{2} f(z)\left(z_{j} ; z_{j}\right)\right) \\
& +\sum_{j} \lambda_{j}\left(\frac{1}{2} D^{2} f(z)(z ; z)\right)-2 \sum_{j} \lambda_{j}\left(\frac{1}{2} D^{2} f(z)\left(z_{j} ; z\right)\right) \\
= & \sum_{j} \lambda_{j}\left(\frac{1}{2} D^{2} f(z)\left(z_{j} ; z_{j}\right)\right)+\frac{1}{2} D^{2} f(z)(z ; z)-D^{2} f(z)(z ; z) \\
= & \sum_{j} \lambda_{j}\left(\frac{1}{2} D^{2} f(z)\left(z_{j} ; z_{j}\right)\right)-\frac{1}{2} D^{2} f(z)(z ; z)
\end{aligned}
$$

From our assumptions $P(v)=D^{2} f(z)(v ; v)$ is the bilinear form convex along each axis. Therefore, from the Fact 3.5 , it is tetrahedrally polyconvex. According to Corollary 4.5 and (5.3) we get the following Jensen-type inequality

$$
\sum_{j} \lambda_{j}\left(D^{2} f(z)\left(z_{j} ; z_{j}\right)\right)=\sum_{j} \lambda_{j} P\left(z_{j}\right) \geq P\left(\sum_{j} \lambda_{j} z_{j}\right)=P(z)=D^{2} f(z)(z ; z)
$$

which concludes the proof.
We end this section with the following result.
Theorem 5.2. There exists a function that is not tetrahedrally polyconvex such that its restriction to any ball of radius one may be extended to a tetrahedrally polyconvex function.

Proof. Let $h(r, s, t)=-r s t: \mathbb{R}^{3} \rightarrow \mathbb{R}$. We note that $h$ is not tetrahedrally polyconvex, but convex in the direction of each axis (see Lem. 2.12). Take now two functions $\alpha, \beta:[0, \infty) \rightarrow \mathbb{R}, \alpha, \beta \in C^{1}(0, \infty)$ such that

$$
\begin{aligned}
& \alpha(t)= \begin{cases}1 & \text { for } t<4, \\
\cos ^{2}\left((t-4) \frac{\pi}{2}\right) & \text { for } t \in[4,5] \\
0 & \text { for } t>5,\end{cases} \\
& \beta(t)= \begin{cases}0 & \text { for } t<3,5 \\
\left(t-\frac{7}{2}\right)^{2} & \text { for } t \geq 3,5\end{cases}
\end{aligned}
$$

We consider trunk function $\varphi_{\delta}(t)=\delta^{-1} \varphi\left(\frac{t}{\delta}\right)$, where $\varphi \in C_{0}^{\infty}(\mathbb{R}), 0 \leq \varphi \leq 1, \int \varphi=1, \varphi \equiv 1$ in some neighbourhood of 0 and $\operatorname{supp} \varphi \subseteq[-1,1]$. Then we set $\alpha_{\delta}:=\alpha * \varphi_{\delta}, \beta_{\delta}:=\beta * \varphi_{\delta}$.

It is easy to check that there exist $k>0, \delta \in\left(0, \frac{1}{2}\right)$ such that the function $g$ given by

$$
g(z) \stackrel{\text { def }}{=} h(z) \alpha_{\delta}(|z|)+k \beta_{\delta}(|z|)
$$

is smooth and convex in the direction of each axis. It is not tetrahedrally polyconvex. To confirm that, we use the argument from paper by Šverák [44] and substitute the sequence $u^{\nu}(x, y)=(\cos (2 \pi x \nu), \cos (2 \pi y \nu), \cos (2 \pi(x+$ $y) \nu)$ ), $\Omega=[0,1]^{2}$. Applying the Riemann-Lebesgue Lemma (see [12], Thm. 1.5) we see immediately that $u^{\nu} \rightharpoonup u=0$ weakly-* in $L^{\infty}\left(\Omega, \mathbb{R}^{3}\right)$. However, a direct computation shows that

$$
\begin{equation*}
\liminf _{\nu \rightarrow \infty} I_{g}\left(u^{\nu}\right)=-\frac{1}{4}<I_{g}(u)=0 \tag{5.5}
\end{equation*}
$$

which shows that $h$ is not $(2,3)$ quasiconvex and consequently it is not tetrahedrally polyconvex as well. Furthermore, we may find $\epsilon>0$ such that

$$
g_{\epsilon}(z)=g(z)+\epsilon|z|^{2}
$$

is not tetrahedrally polyconvex because of minor modification of (5.5). Take now $\Lambda$ defined in (5.1) for function $f=g_{\epsilon}$. As $g_{\epsilon}$ is smooth and its third derivative has a compact support, we get that

$$
\left|\frac{\partial^{2}}{\partial z_{i} \partial z_{j}} g_{\epsilon}(z+w)-\frac{\partial^{2}}{\partial z_{i} \partial z_{j}} g_{\epsilon}(z)\right|=\left|\int_{0}^{1} \nabla \frac{\partial^{2}}{\partial z_{i} \partial z_{j}} g_{\epsilon}(z+\theta w) \cdot w \mathrm{~d} \theta\right| \leq \| \nabla^{3} g_{\epsilon}| | \infty|w|
$$

and it follows that there exists a constant $C$ such that $\Lambda(r, t) \leq C t$, where $C$ is independent on $r$. In particular, $\epsilon \geq \Lambda\left(r, \frac{\epsilon}{C}\right)$ and so for any $r$

$$
\frac{\epsilon}{2 C} \leq \frac{1}{2} \sup \{t \in(0, r): \epsilon \geq \Lambda(r, t)\}
$$

We claim that for fixed $z_{0}$ there exists a tetrahedrally polyconvex extension of $g_{\epsilon}$ from a ball with center in $z_{0}$ and of radius $\frac{\epsilon}{2 C}$. Note that the radius does not depend on $z_{0}$. The existence of such extension follows from Lemma 5.1, when we substitute $g_{\epsilon}$ by a shifted function

$$
g_{\epsilon}^{z_{0}}(z) \stackrel{\text { def }}{=} g_{\epsilon}\left(z_{0}+z\right),
$$

so that we extend the function $g_{\epsilon}^{z_{0}}$ from the ball centred at 0 . Defining now

$$
f(z) \stackrel{\text { def }}{=} g_{\epsilon}^{z_{0}}\left(\frac{2 C}{\epsilon} z\right)
$$

provides the radius 1 in the extension property and finishes the proof of existence of the function which is not tetrahedrally polyconvex, having however a tetrahedrally polyconvex extension from any ball of radius 1 .

Acknowledgements. We would like to thank the anonymous referee for letting us know about the gap in the proof of $\stackrel{(4)}{\&}$ in Lemma 2.12 and enlighting us with the very transparent argument which has been used in the final version of the paper.

## References

[1] J.-J. Alibert and B. Dacorogna, An example of a quasiconvex function that is not polyconvex in two dimensions. Arch. Ration. Mech. Anal. 117 (1992) 155-166.
[2] N. Antonić and M. Lazar, Parabolic H-measures. J. Funct. Anal. 265 (2013) 1190-1239.
[3] K. Astala, Analytic aspects of quasiconformality, Vol. II of Proceedings of the International Congress of Mathematicians. Berlin (1998) 617-626.
[4] K. Astala, T. Iwaniec, I. Prause and E. Saksman, Burkholder integrals, Morrey's problem and quasiconformal mappings. J. Amer. Math. Soc. 25 (2012) 507-531.
[5] J.M. Ball, Convexity conditions and existence theorems in nonlinear elasticity. Arch. Ration. Mech. Anal. 63 (1978) 337-403.
[6] J.M. Ball and F. Murat, Remarks on rank-one convexity and quasiconvexity. Ordinary and Partial Differential Equations, edited by B.D. Sleeman and R.J. Jarvis, Vol. III. Vol. 254 of Pitman Research Notes in Mathematics Series. Longman, New York (1991) 25-37.
[7] A. Braides, I. Fonseca and G. Leoni, A-quasiconvexity: relaxation and homogenization. ESAIM: COCV 5 (2000) 539-577.
[8] E. Casadio-Tarabusi, An algebraic characterization of quasiconvex functions. Riserche Mat. 42 (1993) 11-24.
[9] C. Carathéodory, Über den Variabilitätsbereich der Fourierschen Konstanten von positiven harmonischen Funktionen. Rend. Circ. Mat. Palermo 32 (1911) 193-217.
[10] K. Chełmiński and A. Kałamajska, New convexity conditions in the calculus of variations and compensated compactness theory. ESAIM: COCV 12 (2006) 64-92.
[11] B. Dacorogna, Weak Continuity and Weak Lower Semicontinuity for Nonlinear Functionals. Vol. 922 of Lect. Notes Math. Springer (1982).
[12] B. Dacorogna, Direct Methods in the Calculus of Variations. Springer-Verlag, Berlin/Heidelberg (1989).
[13] B. Dacorogna and J.-P. Haeberly, Some numerical methods for the study of the convexity notions arising in the calculus of variations. ESAIM: M2AN 32 (1998) 153-175.
[14] B. Dacorogna, J. Douchet, W. Gangbo and J.Rappaz, Some examples of rank-one convex functions in dimension two. Proc. R. Soc. Edinb. A 114 (1990) 135-150.
[15] D. Faraco and X. Zhong, Quasiconvex functions and Hessian equations. Arch. Ration. Mech. Anal. 168 (2003) $245-252$.
[16] I. Fonseca and M. Kružík, Oscillations and concentrations generated by A-free mappings and weak lower semicontinuity of integral functionals. ESAIM: COCV 16 (2010) 472-502.
[17] I. Fonseca and S. Müller, A-quasiconvexity, lower semicontinuity, and Young measures. SIAM J. Math. Anal. 30 (1999) 1355-1390.
[18] S. Heinz, Quasiconvex functions can be approximated by quasiconvex polynomials. ESAIM: COCV 14 (2008) $795-801$.
[19] T. Iwaniec, Nonlinear Cauchy-Riemann operators in $\mathbb{R}^{n}$. Trans. Amer. Math. Soc. 354 (2002) 1961-1995.
[20] J.-L. Joly, G. Métivier and J. Rauch, Trilinear compensated compactness and nonlinear geometric optics. Ann. Math. 142 (1995) 121-169.
[21] J.-L. Joly, G. Métivier and J. Rauch, Diffractive nonlinear geometric optics with rectification. Indiana Univ. Math. J. 47 (1998) 1167-1241.
[22] A. Kałamajska, On the condition of $\Lambda$-convexity in some problems of weak continuity and weak lower semicontinuity. Colloq. Math. 89 (2001), 43-78.
[23] A. Kałamajska, On $\Lambda$-convexity conditions in the theory of lower semicontinuous functionals. J. Convex. Anal. 10 (2003) 419-436.
[24] A. Kałamajska, On new geometric conditions for some weakly lower semicontinuous functionals with applications to the rank-one conjecture of Morrey. Proc. R. Soc. Edinb. A 133 (2003) 1361-1377.
[25] C.-F. Kreiner and J. Zimmer, Topology and geometry of nontrivial rank-one convex hulls for two-by-two matrices. ESAIM: COCV 12 (2006) 253-270.
[26] J. Kristensen, On condition for polyconvexity. Proc. Amer. Math. Soc. 128 (2000) 1793-1797.
[27] M. Kružík, On the composition of quasiconvex functions and the transposition. J. Convex. Anal. 6 (1999) $207-213$.
[28] P. Marcellini, Quasiconvex quadratic forms in two dimensions. Appl. Math. Optim. 11 (1984) 183-189.
[29] A. Mielke, Necessary and sufficient conditions for polyconvexity of isotropic functions. J. Convex Anal. 12 (2005) $291-314$.
[30] C.B. Morrey, Quasi-convexity and the lower semicontinuity of multiple integrals. Pac. J. Math. 2 (1952) 25-53.
[31] C.B. Morrey, Multiple integrals in the Calculus of Variations. Springer-Verlag, Berlin (1966).
[32] F. Murat, A survey on compensated compactness, Contributions to modern calculus of variations, edited by L. Cesari, Vol. 148 of Pitman Research Notes in Mathematics Series. Longman, Harlow (1987) 145-183.
[33] S. Müller, Variational models for microstructure and phase transitions, Collection: Calculus of variations and geometric evolution problems (Cetraro 1996). Lect. Notes Math. Springer, Berlin (1999) 85-210.
[34] S. Müller, Rank-one convexity implies quasiconvexity on diagonal matrices. Int. Math. Res. Not. 20 (1999) $1087-1095$.
[35] G.P. Parry, On the planar rank-one convexity condition. Proc. R. Soc. Edinb. A 125 (1995) 247-264.
[36] P. Pedregal, Weak continuity and weak lower semicontinuity for some compensation operators. Proc. R. Soc. Edinb. A 113 (1989) 267-279.
[37] P. Pedregal, Some remarks on quasiconvexity and rank-one convexity. Proc. R. Soc. Edinb. A 126 (1996) $1055-1065$.
[38] P. Pedregal, Parametrized Measures and Variational Principles. Birkhäuser (1997).
[39] P. Pedregal and V. Šverák, A note on Quasiconvexity and rank-one Convexity for $2 \times 2$ Matrices. J. Convex. Anal. 5 (1998) 107-117.
[40] F. Rindler, Directional oscillations, concentrations, and compensated compactness via microlocal compactness forms. Arch. Ration. Mech. Anal. 215 (2015) 1-63.
[41] J. Sivaloganathan, Implications of rank one convexity. Ann. Inst. Henri Poincaré, Anal. Non Linéaire 5 (1988) 99-118.
[42] V. Šverák, Examples of rank-one convex functions. Proc. R. Soc. Edinb. A 114 (1990) 237-242.
[43] V. Šverák, Quasiconvex functions with subquadratic growth. Proc. R. Soc. London Ser. A 433 (1991) $723-725$.
[44] V. Šverák, rank-one property does not imply quasiconvexity. Proc. R. Soc. Edinb. A 120 (1992) 185-189.
[45] V. Šverák, Lower semicontinuity of variational integrals and compensated compactness, Proceedings of the International Congress of Mathematicians, Zürich, Switzerland 1994. Birkhäuser Verlag, Basel, Switzerland (1995) 1153-1158.
[46] L. Tartar, The Compensated Compactness Method Applied to Systems of Conservation Laws. In Systems of Nonlinear Partial Differential Equations, edited by J.M. Ball. D. Riedel Publ. Company (1983) 263-285.
[47] L. Tartar, Mathematical tools for studying oscillations and concentrations: From Young measures to H-measures and their variants, in Multiscale problems in science and technology, Challenges to mathematical analysis and perspectives, edited by N. Antonič, C.J. Van Duijin and W. Jager. Proceedings of the conference on multiscale problems in science and technology, held in Dubrovnik, Croatia, September 3-9, 2000. Springer, Berlin (2002).
[48] B. Yan, On rank-one convex and polyconvex conformal energy functions with slow growth. Proc. R. Soc. Edinb. A 127 (1997) 651-663.
[49] K.W. Zhang, A construction of quasiconvex function with linear growth at infinity. Ann. Sc. Norm. Super. Pisa Cl. Sci. Serie IV XIX (1992) 313-326.


[^0]:    Keywords and phrases. Quasiconvexity, compensated compactness, calculus of variations.

    * Supported by Warsaw Center of Mathematics and Computer Science (KNOW), http://wcmcs.edu.pl/. AK at IMPAN: Institute of Mathematics, Polish Academy of Sciences, PK at MIMUW: Faculty of Mathematics, Informatics and Mechanics, University of Warsaw.
    ${ }^{1}$ Institute of Mathematics, University of Warsaw, ul. Banacha 2, 02-097 Warszawa, Poland
    ${ }^{2}$ Institute of Mathematics Polish Academy of Sciences, ul. Śniadeckich 8, P.O. Box 21, 00-956 Warszawa, Poland. kalamajs@mimuw.edu.pl
    ${ }^{3}$ Institute of Mathematics and Cryptology, Military University of Technology, ul. gen. Sylwestra Kaliskiego 2, 00-908 Warszawa, Poland. piotr.kozarzewski@wat.edu.pl

