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REDUCED BASIS APPROXIMATION OF LARGE SCALE PARAMETRIC
ALGEBRAIC RICCATI EQUATIONS

ANDREAS SCHMIDT! AND BERNARD HAASDONK!

Abstract. The algebraic Riccati equation (ARE) is a matrix valued quadratic equation with many
important applications in the field of control theory, such as feedback control, state estimation or
Hoo-robust control. However, solving the ARE can get very expensive in applications that arise from
semi-discretized partial differential equations. A further level of computational complexity is introduced
by parameter dependent systems and the wish to obtain solutions rapidly for varying parameters.
We thus propose the application of the reduced basis (RB) methodology to the parametric ARE by
exploiting the well known low-rank structure of the solution matrices. We discuss a basis generation
procedure and analyze the induced error by deriving a rigorous a posteriori error bound. We study the
computational complexity of the whole procedure and give numerical examples that prove the efficiency
of the approach in the context of linear quadratic (LQ) control.
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1. INTRODUCTION

The solution of many problems in the field of control theory lead to so-called algebraic Riccati equations
(ARE), see for example [1] or [39]. A popular example where the ARE arises, is in the solution of feedback
control problems for linear and time invariant (LTI) systems with quadratic cost functional — the so called linear
quadratic regulator (LQR), see e.g. [37]. Other applications, like the optimal sensor placement, linear quadratic
Gaussian balanced truncation, optimal state estimation and certain robust control problems also require the
solution of AREs, see [26,32,33,42,66].

Many physical, biological or technical phenomena are modeled in terms of partial differential equations
(PDEs). Often they depend on one or more parameters describing for instance material coefficients, geometric
properties or quantifying uncertainties. For computational purposes one usually semi-discretizes the PDE in
space in the first place, which typically results in large discrete systems. Formulating the AREs for those
systems leads to quadratic matrix equations with the same dimension as the underlying discrete system. Hence,
solving this equation can be a very challenging task, especially in multi-query scenarios like in real-time contexts,
statistical analyses or on small computing devices such as micro controllers. Although in the recent decades
many very efficient solvers for the ARE have been developed, the above mentioned scenarios can usually not
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be tackled, due to the very large dimension of the semi-discretized systems. We refer to [7] for a review of the
state-of-the-art solvers. All large scale solvers are based on the assumption, that the solutions to the ARE are
of low (numerical) rank, such that a so called low-rank factorization can be used to efficiently represent the
solution. This assumption is also the key ingredient for the model reduction technique, which is developed in
this paper.

The focus of this work is to apply parametric model reduction techniques to the ARE in order to obtain
approximate solutions rapidly and with reliable error bounds. One reduction technique that has proved to work
very well for parametric partial differential equations is the Reduced Basis (RB) method, cf. [14, 17,20, 45].
Extensions to the open loop optimal control of PDEs have been carried out in [34] or [43], and a recent work [506]
shows an application of the RB-technique for parametric Lyapunov equations, which is a special case of the
parametric ARE.

The overall goal in RB methods is to divide the computation in an expensive offline step and a rapid and
cheap online calculation. In the offline part of the procedure, a problem adapted low dimensional solution space
is constructed from high dimensional solutions for suitably selected parameter values. The original problem
is then projected onto this low dimensional space, which results in a small system of equations that can be
solved rapidly online for different parameters. The expensive procedure pays off during the online phase where
solutions to the problem can be obtained rapidly with a complexity ideally completely independent of the high
dimension. A crucial ingredient in all certified RB methods are a posteriori error estimators that can be cheaply
evaluated along with the reduced solution. Such error estimators are used in the online step for the verification
of the approximation quality as well as in the offline step for choosing the worst approximated element in a
greedy loop, c¢f. [14,16]. Although we are not directly dealing with partial differential equations, we adopt the
basic RB methodology for the parametric ARE scenario (RB-ARE).

This paper is organized as follows: we describe the basic setup and establish the notation used throughout
this paper in Section 2. In Section 3 the reduction technique is explained and a new algorithm for the basis
generation is presented, followed by a discussion of approximation error statements in Section 4, where we focus
on a new a posteriori error estimator between the true and the approximated solution of the ARE. Furthermore,
we discuss the calculation of the constants involved in the error estimation procedure. In particular, we show
in Section 5 how the whole procedure can be decomposed in an offline/online scheme. Numerical examples in
Section 6 show the performance of our approach. We conclude in Section 7 with final remarks.

2. PROBLEM SETTING

Throughout this article we are considering the parametric Algebraic Riccati Equation for the unknown
solution P(p) € R™*":

A(p)" P()E(p) + E(w)" P(n)A(p) — E(u)" P(0)B(p) R(1) ' B()" P(0) E(p) + C(p)" Q(1)C(p) =(0- |
2.1

The matrices E(p), A(pn) € R™*™, B(p) € R™*™ C(p) € RP*™ Q(p) € RP*P and R(u) € R™*™ with E(p)
invertible are given data matrices and the solution matrix P(p) € R™ " is sought. We furthermore require
that Q(u) is symmetric positive semidefinite and R(p) is symmetric positive definite, which in addition implies
the invertibility of R(u). We allow parameter dependency on all data matrices, where the parameter vector p
stems from a bounded parameter set P C R?. Due to the direct link of the data matrices in Equation (2.1) to
dynamical systems, we call n the state dimension, m the number of inputs and p the number of outputs, see also
Example 2.2 below. Throughout this paper, we will always consider the full parametric case, but for improved
readability and sake of brevity we will often omit the explicit dependence of the matrices on the parameter p
from now on.

The solvability of equation (2.1) is not clear unless additional assumptions and requirements on the data
matrices are posed. Indeed, the equation can have none or multiple solutions. Among all possible solutions,



REDUCED BASIS APPROXIMATION OF LARGE SCALE PARAMETRIC ALGEBRAIC RICCATI EQUATIONS 131

we are interested in the so called stabilizing solution, which is characterized by the following conditions:
P=P" P»0, (E,A—BR 'BTPE) is stable. (2.2)

Here, P7 is the transpose of P, the expression P > 0 denotes positive semidefiniteness of the matrix P and a
matrix pair (E,Y) is called stable when all real parts of all eigenvalues A\;(E,Y") of the generalized eigenvalue
problem Yo = AEz are strictly less than zero. Note that in this case, the matrix pair (E,Y) is also called
Hurwitz. One possible assumption that guarantees the existence of a unique stabilizing solution to (2.1) is
to require stabilizability and detectability of the matrices E, A, B, C: stabilizability of (E, A, B) means that
rk[A — AE, B] = n for all A € C with R(X\) > 0, where rk denotes the rank of a matrix and $(-) is the real part
of a complex number. Detectability of (E, 4, C) is equivalent to stabilizability of (ET, AT, CT). As proven for
example in [39], the stabilizability and detectability assumption guarantee the existence of a unique stabilizing
solution P € R™*™.

Remark 2.1. We will assume that the problems under consideration are stable, i.e. (E, A) is a stable matrix
pair. Unstable systems can be preprocessed by finding a suitable matrix H such that (E, A — BH) is stable and
by replacing A with A — BH in the remainder of this article. This is always possible due to the stabilizability
assumption. We refer to [4] for an example of this procedure.

If not otherwise stated, we will denote by | - || = || - ||2 the Euclidean 2-norm for vectors and induced operator
norm of an operator. Further, for a matrix A = (a1 ... an) = (ai;)7;—; € R™*" with column vectors a; € R",
we define the Frobenius norm ||A||p := /tr (AT A), where tr(A) := Y"1 | a;; is the trace function. We denote
by colspan(A4) = span({a1,...,a,}) the column span of the matrix A. By ||, we denote the number of elements
of a set.

Another important property for matrices is the logarithmic norm, cf. [11], which is defined as v[4] :=
limy, o+ W for any induced norm | - || and which can be calculated as v[A] = max; \;(3(A + AT)) for

the Euclidean norm. The logarithmic norm of a matrix has the property, that it is directly related to the decay
of the norm of the matrix exponential e??, i.e. it holds

et < e At t>0. (2.3)

A proof for this well known inequality can for example be found in [22]. We will make use of this property in
Section 4.2, for proving the stability of the reduced controller in the full dimensional LTI system. A matrix A
with v[A] < 0 is called dissipative, since it is related to the energy loss in the physical system. Usually we consider
systems with mass matrices E. The logarithmic norm for those systems is defined as vg[A] := v[E~!A]. For
symmetric F one can employ the Cholesky factorization to show that the calculation of vg[A] can be equivalently
performed by finding the eigenvalue of the generalized eigenvalue problem %(A + ATz = AEx with the largest
real part, see also [44].

One of the main application for the ARE, which is also our main interest, is the feedback stabilization of
linear and time-invariant (LTI) control systems.

Example 2.2. Consider the following linear quadratic regulator (LQR) problem:

min [0 Qule) + ul Ru(o)ar (2.4)
Ei(t) = Az(t) + Bu(t),
s.t y(t) = Cz(t) (2.5)
z(0) = zo

As explained before, the matrices are given as E, A € R"*", B € R™™ and C € RP*"™, where F is invertible.
Systems of this form typically arise after the spatial discretization of time dependent linear partial differential
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equations, see for example [15,31]. The function w(t) is called “control” of the system and serves as an input
variable that can be chosen to alter the dynamics in a specific way. The function y(¢) is called “output” and can
model measurements of interest. As explained for the ARE, the weighting matrices Q € RP*P and R € R™*™
in the cost functional are symmetric and @) must be positive semidefinite, whereas R must be positive definite.
The minimization of the cost functional finds the control input of minimum energy, which steers the system
to the origin « = 0. It can be shown (see for example [39]), that the problem of minimizing (2.4) with respect
to (2.5) is solved by setting u(t) = —R~!BT PEz(t) where P is the unique symmetric and positive semidefinite
solution to the ARE

ATPE+E"PA - ETPBR'BTPE +CTQC = 0. (2.6)

As mentioned above P is also the stabilizing solution under the stabilizability and detectability assumptions.
This reveals the close relation between AREs and feedback control problems: since the optimal control is given
in the form u(t) = F(x(t)), state information is fed back to the controller. This specific structure has the big
advantage over classical open-loop control, that the feedback structure makes the closed-loop more robust to a
priori unknown disturbances. Since spatial discretizations like the finite element method for linear PDEs lead
to large LTI systems and hence to large AREs, a fast and reliable approximation of (2.6) is the key ingredient
for solving parametric feedback control problems in real-time or multi-query scenarios.

Remark 2.3. Note that we are discussing the ARE in its generalized form (2.1), i.e. with explicit dependence
on the mass matrix E. Since we assume invertibility of E we can substitute P = E~TPE~! in equation (2.1),
which results in

ATP+PA—-PBR'BTP+C"QC =0, (2.7)

with A := E~1'A and B := E~!'B. Many solvers for AREs in the generalized form (2.6) internally transform the
system to the standard form (2.7), and avoid the multiplication of A with E~! by employing a LU-factorization
and forward and backward substitutions, since the inversion would destroy important properties like sparsity
or symmetry. We refer to the overview article [7] and the thesis [50] for further information.

3. REDUCTION APPROACH

In cases where the number of inputs m and the number of outputs p is small compared to the number of
degrees of freedom n of the underlying system, the solution matrix P to the ARE (2.1) often can be approximated
by a low rank factorization of the form P ~ ZZ7 with Z € R"** and k < n. This is possible due to a fast
decay in the singular values of P, which means that P is of low numerical rank. In the contributions [3,40,47,60]
theoretical justifications for this observation are carried out, especially for the Lyapunov equation with low rank
right hand side. In [8], an upper bound for the decay of the singular values of P is presented, which can be used
to explain the desired low-rank structure.

We further assume that the manifold that consists of the low-rank factors Z under parameter variation, can
be approximated by linear spaces of much lower dimension than the original system dimension n. Hence, a
projection of equation (2.1) on the relevant subspace might lead to a much smaller problem that can easily be
solved by standard techniques. Projection-based methods for approximating matrix equations are not new: large
scale Lyapunov equations can be solved numerically by projecting the equation on Krylov subspaces, see for
example [28,49,53]. Extensions of those projection methods for the ARE can be found for instance in [24,29,30].
Very recently, for parametric problems, in [56] an RB method for large and sparse Lyapunov equations has been
presented, whereas no previous work for the parametric ARE is known to the authors.

3.1. Projection based approximation of the ARE

A general class of projections can be described by a pair of biorthogonal matrices V, W € R™* with WTV =
Iy (or WIEV = Iy) and N < n. The columns of W span the N dimensional subspace W := colspan(W) C R".



REDUCED BASIS APPROXIMATION OF LARGE SCALE PARAMETRIC ALGEBRAIC RICCATI EQUATIONS 133

We will approximate the ARE in the space of all matrices, whose columns stem from the space W: For that
purpose, we first note that any matrix P e R with colspan(I:’) C W can be written as WG for some matrix
G € RNY*"_ Since the stabilizing solution matrices of the ARE are always symmetric, one has the additional
requirement P = WG = GTWT = PT. Hence, the matrix P can also be written as P = WGW7 for a symmetric
matrix G € RV*V . In the following, we will write Py := G, since this will be the N dimensional target quantity
for our RB scheme. Substituting the solution P by its approximation

P~P:=WPyWwT (3.1)
in the left hand side of equation (2.1), we arrive at
RWPNWT) .= ATWPNWTE + E"WPyWTA - ETWPN\WTBR'BTWPy\WTE + CTQC,

where we introduced the matrix-valued residual R(-) of the ARE. Requiring a so called Galerkin condition?
VIR(P)V =0 leads to

AL PNEn + ELPvAy — ELPyByR'BYPvEN +CHQCN =0, (3.2)
where the reduced matrices are defined as
Ey=WTEV, Ay :=WTAV, By=WTB, Cy=CV. (3.3)

Equation (3.2) is again an ARE, but now of much lower dimension N x N and can thus be easily solved by
using standard methods like a Hamiltonian approach, which is implemented in the function care in MATLAB.

The projection-based factorization naturally defines a low rank approximation for the full dimensional solution
matrix: we can calculate the low rank factor Z of the approximation P by employing an eigenvalue decomposition
of the small matrix Py = UNSNUN and by setting

7= WUNSY? e RN, (3.4)

which yields P = ZZ7, since ZZ7 = WUNS}V/QS}V/QU}\;WT = WPyWT. Instead of forming the whole and
usually dense n x n matrix P through (3.1), the low rank factor (3.4) is used in places where the full matrix is
required.

Remark 3.1. We want to briefly compare the presented RB-ARE reduction approach to the classical projection
based model reduction techniques for dynamical systems such as Krylov-subspace methods, balanced truncation
or proper orthogonal decomposition, cf. [2]. We will again consider LTI systems of the form (2.5). All these
model reduction approaches are based on the projection of the state to a subspace, whose basis is defined
by the columns of a projection matrix V € R™ V. If we now introduce a reduced state xx(t) € RY and
approximate z(t) = Vzy(t), we can substitute the high dimensional state in the system (2.5). Restricting the
residual to be orthogonal to another test space, defined by a basis matrix W € R"*¥ | e.g. after introducing a
Petrov-Galerkin condition, we end up with the reduced system

{ WTEViy(t) = WTAVzy () + W Bu(t) 55)

yn(t) =CVay.

Abbreviating Ey := WTEV, Ay := WTAV, By = WTB and Cy := CV as in (3.3) reveals the link to the
reduced ARE (3.2): if we define the minimization target

min /0 h (yn ()T Qun (t) + u(®) Ru(t)) dt, (3.6)

2See for example [49].
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we see that equation (3.2) solves the reduced LQR problem (3.6), (3.5) when we set u(t) = —R™1BL Py Enx(t).
Although the reduced closed loop system Eniny = (Ay — BNR_lB}\}PNEN)J;N is optimally controlled by
choosing Py as the stabilizing solution to the reduced ARE (3.2), the reconstruction P = WPyWT must
not necessarily yield a good approximation to the solution P of the full dimensional ARE (2.1), if one of the
above mentioned classical model order reduction techniques is used, as those reduced spaces are only capable of
representing the state well, but not the closed-loop feedback structure of the system, see for example [9,51]. The
procedure presented in this article is able to fill this gap and to allow the efficient approximation of closed-loop
controllers in the LQR framework.

We finish this section with a useful property that allows verifying zero error whenever the projection matrix
contains the whole (low rank) solution space of the ARE.

Proposition 3.2 (Reproduction of Solutions). Let V,W & R"*N be given. Let the symmetric and positive
semidefinite matric P € R™™ be the unique stabilizing solution to the ARE (2.1) and assume colspan(P) C
colspan(W). We assume that (En, An, Bn) is stabilizable and (En, An,Cn) from (3.3) is detectable. Then it
follows

P=WPyWT =P

where Py solves the reduced ARE (3.2).

Proof. Due to symmetry of P and the assumption that colspan(P) C colspan(W), there exists a unique sym-
metric and positive semidefinite matrix G € R¥*Y with P = WGW?. Using the definition of the ARE, we
get

ATWGWTE + ETWGWTA -~ ETWGWTBR'BTWGWTE + CcTQC = 0.
Multiplying this equation with V7 from left and V from right yields
ATGEN + EXGANy — ELGBNyR'BLGEN + CLQCN = 0, (3.7)

where the reduced matrices are defined as in (3.3). Due to the assumption of stabilizability and detectability of
the reduced matrices, the reduced ARE (3.7) has a unique positive semidefinite and symmetric solution G. As
by construction P = WGWT is a symmetric and positive semidefinite solution to the full dimensional ARE, we
can conclude due to the uniqueness of the stabilizing solution that P = P and thus G = Py, see [39]. O

3.2. Low rank factor greedy

Besides biorthogonality WV = Iy (or WTEV = Iy) we have not yet made any further assumptions on
the matrices W, V. There are many possible ways how a basis can be constructed. In a parametric scenario, the
reduced basis (RB) approach has proven to work well for the approximation of partial differential equations,
see for example [14,45,48,61]. The goal in all RB methods is to split the calculation in an offline/online scheme,
where the online computation ideally does not depend on the high dimension n. This is achieved by accepting a
possibly expensive offline phase, where a problem adapted solution space is constructed which then allows the
fast solution in the online phase. Rigorous error bounds that are likewise fast to evaluate are the key ingredient
for justifying the approach online.

The standard approach for constructing the reduced basis works in a greedy fashion as it has been introduced
for RB methods in [61]. The greedy procedure is an iterative algorithm that tries to uniformly minimize the
approximation error on a finite, but possibly large, training set Piain C P by subsequently adding vectors
constructed from the worst approximated element to the basis. A crucial ingredient in all greedy approximations
is the choice of a suitable error indicator for selecting the worst approximated element. There are several
possible choices, each with its own advantages and disadvantages. One possibility would certainly be the true
approximation error. However, this is often not possible, since the evaluation in each iteration would be too
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expensive as the true solution for all training parameters would be required. A better approach makes use of
error indicators that are cheaply computable for all parameters in the training set Piain-

In this paper, we propose a new algorithm for the construction of a subspace for the RB-ARE method,
which we denote Low-Rank Factor Greedy (LRFG) procedure. The pseudocode is listed in Algorithm 1. The
basic structure of the algorithm follows the greedy-principle: in a loop the error indicator is evaluated for all
elements p in the training set Pirain C P and for the current reduced basis, that is spanned by the columns
of W. If the algorithm determines a maximum error indicator value beneath a given desired tolerance e, the
loop terminates and the basis construction for W is complete. The biorthogonal counterpart V' can simply be
chosen as V := W, but also an orthogonalization with respect to the mass matrix is possible, such that V is
chosen such that WTEV = Iy. If the tolerance is not yet reached, the parameter pu* € Pirain of the worst
approximated solution for the current basis is selected by finding the parameter pu* that maximizes the error
indicator A(W, u). The next step requires an expensive calculation of the low rank factor Z(u*) for the solution
of the ARE P(p*). The next step consists in finding the relevant information in the low rank factor Z(p*). As
a preprocessing step, only the part which is not yet captured in the current basis Z, := (I, —- WW7T)Z(u*) is
considered. Afterwards the remaining information in the column space of Z; is compressed and added to the
basis. This essentially is similar to the POD-Greedy procedure for parametric and time-dependent problems,
where the low-rank factors Z(p*) replace the solution trajectories, see [19)].

For the compression we propose to use the proper orthogonal decomposition-technique (POD), which essen-
tially is the principal component analysis. This has been successfully applied in the basis building procedure for
time-dependent problems, see e.g. [21,62]. The idea behind POD is to find orthogonal vectors z1,...,%Z € R"
that capture the essential information in the columns of (21,...,2;) = Z, € R™*¥, Mathematically speaking,
we seek the solution of the following constrained maximization problem:

Ik
~\|2 . ~ o~ .o

., max ;; [{zj, Zi)|*, subject to (%, Z;) = 0;5, fori,7=1,...,1 (3.8)
where (-,-) denotes the standard inner product in R™. Problem (3.8) can be solved by setting z; = u; for
i =1,...,1, where u; € R" are the first columns of the matrix U; in the thin singular value decomposition
Z = U, SUY, with S = diag(oy,...,0r) € R¥*F and U; € R™** with orthogonal columns. In the following we
will call Z; POD modes. A natural approach would be to add the most dominant POD-mode in each greedy-
iteration, but this can lead to large offline times as in (almost) each iteration an ARE has to be solved, see
also the numerical examples in Section 6. A different approach is to add more elements by describing an inner
tolerance tol; € [0, 1], which correlates to the amount of information that should be captured from the low rank
factor Z, . To quantify this amount, we use the indicator function

l
&) == % ro=r1k(Z.). (3.9)

We find the smallest number [ > 1, such that (1) > tol; for all | > l~, meaning that we capture at least the
fraction tol; of all information. We abbreviate this POD-procedure by (%1,...,%;) = Z = POD(Z,tol;) and
refer to [62] for more information on POD in the context of model reduction. The add-one strategy described
above, as well as a full inclusion of the low rank factor in the basis, is captured by this procedure by setting
tol; = 0 and tol; = 1, respectively. There is a trade-off between the resulting basis size and the number of offline
solves of the ARE. We refer to Section 6 for a numerical example.

In practice, the algorithm must certainly be extended at some points. For example it must be ensured
that the algorithm terminates with a reasonably sized basis. This can be achieved by prescribing a maximum
number of basis elements or by using techniques such as adaptive basis enrichment or P-partitioning, cf. [18].
Furthermore, the calculated snapshots should be cached, since the same parameter could be chosen during
the greedy-iterations. This is due to the fact that incluision of few modes does not necessarily imply exact
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approximation of a given matrix snapshot. A similar phenomenon can be observed in RB approximation for
unsteady problems, see [19].

Algorithm 1: Low-Rank Factor Greedy Algorithm (LRFG) for the basis generation.

Data: Initial basis matrix Wy, training set Pirain C P, tolerance e, inner tolerance tol; € [0, 1], error indicator
AW, p)
Set W := Wo.
while max,ep,,., AW, ) > ¢ do
p = argmax, cp AW, p)
Solve the full dimensional ARE for the low rank factor Z(p™)
Set Zy = (In — WW™)Z(u*)
7 = POD(ZJ_,tOli) 5
Extend the current basis matrix W = (W, Z)

Set V := W (or choose V such that WX EV = I,,)
Return V, W.

4. ERROR ESTIMATION

A crucial ingredient in certified RB methods is the validation of the procedure by means of error bounds.
They should be rigorous and cheaply computable, which means that in the ideal case the evaluation complexity
of the bound is independent of the high dimension n. The main result in this section is a computable a posteriori
error bound for the error between the approximated and the true solution (potentially non low-rank) to the
ARE. The application of the bound however requires the knowledge of several constants that are very expensive
to calculate. As a remedy we state bounds for those constants and show how different techniques can be
used to achieve fast (but possibly nonrigorous) approximations to those constants. A complete offline/online
decomposition of the procedure allows the calculation of the approximation and the corresponding bounds in a
complexity independent of the high dimension n and thus ensures a good online performance.

4.1. A posteriori error estimator for the parametrized ARE

In this section we present a new residual based error estimator for approximations to the generalized
ARE (2.1). We recall the definition of the residual of the ARE for P € R™*™:

R(P):= ATPE+ ETPA—- ET"PBR™'BTPE + CTQC. (4.1)

The ARE can be seen as a nonlinear problem defined on the Banach space R™*™. We make use of a generic
theorem that can be found in [10], and which can be used to derive a posteriori residual based error bounds for
nonlinear problems. We begin with a rigorous statement and later relax the assumptions to allow online efficient
computations.

Theorem 4.1 (Residual Based Error Bound). Let P € R™" be an approzimate solution to the ARE (2.1).
Abbreviate Y (P) := A— BR™'BT PE and define the linear operator Ly := DR|p, i.e. Lp(N) =Y (P)'NE +
ETNY (P). Assume Lp is invertible and define

Vi85 = s €5 )] o= RO L= 2B BR BT,

Then: If the validity criterion

dy%el < 1 (4.2)
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holds true, there exists a unique solution P* € Bay.(P) := {X € R™"|||X — P|| < 2ye} to the ARE, i.e.
R(P*) =0, and the following upper bound holds

. 1
|P* = P|| < Ap := %—L(1 — /1 —442L¢). (4.3)

Proof. The proof is performed in two steps: We first prove the existence of the solution P* by applying Banach’s
fixed-point theorem. This follows in large parts the proof of Theorem 2.1 in [10]. The second part shows how
the bound (4.3) can be established.

Since the residual (4.1) is quadratic in P it is Fréchet differentiable with derivative DR|p = Lp. In the
sequel we need the following Lipschitz-property of the derivative with respect to the evaluation argument: let
S, P € R then

|(2p = £p)(S)| = |(BR'BT(P - P)E)TSE + ETS(BR™'BT(P - P)E)
< 2| E|*|BR'BT|||P — P||S| = LIIP — P|| | S|
= |lcp - e < | PP (4.4)
Next, we define the mapping H : R"*" — R"*™ by H(P) := P — /.Z_l’R( ). Then it clearly holds H(P) =
P < R(P) = 0. We next prove the existence of a fixed-point of H, by showing that H is a contraction and
self-mapping in a closed ball B, := B, (P) = {P € R™"||P — P|| < a} around the approximate solution P.

We first show that H is a contractlon in the set B,, whenever the radius « is small enough. For this purpose
we calculate with P, P’ € B,,

|H(P) = HP)| = [P = P' = £5'(R(P) = R(P)|| = | [£5(P = P) = (R(P) = R(P)] | (45)

Using the fundamental theorem of calculus, we obtain the representation
1
R(P) — R(P') = / Lorsupp(P — Pt (4.6)
0

which can be combined with (4.5) to get the bound

17(P) = HP) = ()™ [ (£p = Lorsupp)(P = P

€Bq

(4.1) !
vlsup ||Lp—Lp|JIIP—P'| < vLa||P-P'|<7||P—P'|, with7<1.  (4.7)
PcB,

Whenever the last inequality is satisfied, H is a contraction on B,. For proving the self-mapping property, we
find a condition on « such that ||H(P) — P|| < «, since then H(P) € B,. Let P € B,, then

~ !
<NLp=Lpyp_pyllP =Pl +7e <va®L+ye < a. (4.8)

HH(P) . PH - Hz:};l [zﬁ(p ~P)— (R(P) - R(P))] . z;ln(P)H

(4.6)

1
25 [ 2o = Lppuipp) (P = Pt = L' R(P)
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We first choose o = 2ye =: &. Then from (4.7) we have ||H(P)— H(P')|| < 2v*Le||P — P'|| < 1||[P— P'||, where
we made use of the validity criterion (4.2). Furthermore, from (4.8) we obtain y4y2e? L +ve = ve(4y%cL) + e <
2ve = &. Thus the mapping H is a contraction and a self-mapping in By := BQA,E(P) and we can apply the
Banach fixed-point theorem to prove the existence of P* € B, with R(P*) = 0. Note that this already gives an
a posteriori error bound || P — P*|| < 2ve. However this bound can be sharpened by rechecking the bounds (4.7),
(4.8): the contraction property is valid for a < &. Furthermore by explicitly solving the inequality yLa?+ve < «

for the interval [a_, a4] yields
1
— 5 (1= VI—4y%L).
ax 2vL ( e
Hence H is a self-mapping of B, for all values o € [, @] and ||[P* — P|| < . Choosing @ = o yields the
desired bound. O

Remark 4.2 (Comparison to existing bounds). We want to provide a short comparison of existing error bounds
for the ARE and want to highlight the difference to the bound stated in Proposition 4.1. Articles devoted to
residual based error bounds for the ARE can for example be found in [13,35,36,59]. All existing error bounds
are formulated for the case where E = I,,, hence our bound generalizes the existing work. More importantly,
the theorem can be used to a posteriori characterize the existence of a full solution in the neighborhood to
the reduced solution, whereas all other bounds must assume the existence. Furthermore, it also works for
non-stabilizing solutions of the ARE, as long as L is an invertible operator.

Remark 4.3. The assumption of invertibility of £ is not a strong assumption. The theory for the Lyapunov
equation states that £ is invertible when A; 4 A, # 0 for all eigenvalues \; and Ay, of the generalized eigenvalue

problem (E,Y (P)), where A denotes the complex conjugate of A, see [46]. If (E, Y (P)) is stable, which is what
we expect from our approximation, this condition is guaranteed.

The application of Theorem 4.1 requires the knowledge of the constants v, L and the norm of the residual ¢, all
depending on the n-dimensional data. In order to get an error bound that only depends on the RB dimension
N, we state the following proposition, where the constants are replaced by computable upper bounds.

Proposition 4.4 (Computable Error Bound). Let the assumptions of Theorem 4.1 be valid. Assume further,
that rapidly computable upper bounds v < yn, L < Ly and € < ey are available. Then it holds: if

47} Lyey <1 (4.9)
is valid, there exists a unique solution P* € Bayyey (P) to the ARE and the following bound holds

1

P _ Pl <A =
[ | <Apn SnLn

(1 —\J1— 47}’\,LN5N> . (4.10)

Proof. The application of Theorem 4.1 requires the validity of criterion (4.2), which is satisfied due to 4y%cL <
49%eny Ly < 1 by assumption. Hence Theorem 4.1 is applicable, where we used the corresponding bounds, and
results in the upper bound (4.10). O

In the following sections we see how suitable upper bounds ey and 7y can be obtained, such that an online
complexity independence of n is guaranteed. We want to emphasize, that the above bound in Proposition 4.4
can theoretically be made arbitrarily sharp, as the residual norm ey is directly dependent on the quality of the
reduced space. In particular, if the validity criterion (4.9) is not valid, the reduced space should be improved
(e.g. by some additional greedy steps or by rerunning the greedy procedure with lower tolerances). A simple but
important consequence of the Propositions 3.2 and 4.4 is the correct prediction of zero error when the reduced
space contains the complete low rank factor for a given parameter:
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Corollary 4.5 (Zero Error Prediction). Let the assumptions of Proposition 3.2 hold, i.e. in particular
colspan(P) C colspan(W). Assume that ey :=¢e. Then Apn = 0.

Proof. From Proposition 3.2 we can conclude P = P* and hence R(P) = R(P*) = 0 resulting in ¢ = 0 and
hence Ap n = 0 from Proposition 4.4. O

Note that Theorem 4.1 and Proposition 4.4 are valid for the approximation of any solution to the ARE. In the
next section we establish a criterion that allows us to prove that P* is indeed the stabilizing solution.

4.2. Stabilizing solution

In the sequel, we will often consider matrices of the form E~'(A— BR™'BT PE) and thus abbreviate Y (P) :=
A—BR™'BTPE, where P € R™" is an arbitrary matrix. We are usually only interested in finding the stabilizing
solution P* of the ARE, which is characterized by its symmetry, positive-semidefiniteness and stabilization
property. The latter means, that the matrix E~1Y (P*) is stable.

In order to make sure that the matrix P*, which exists due to Theorem 4.1, is indeed the stabilizing solution,
we need additional criteria and conditions. Symmetry and positive-semidefiniteness are always satisfied when
we use the Galerkin-procedure as it is described in Section 3, as the reduced solution Py is symmetric and
positive semi-definite and those properties are inherited by the approximation W PyW7. Thus, it remains to
prove the stability of (E,Y (P*)) to get the desired result. One possible way how this can be done is to make
use of the stability of the approximation (F, Y(]S)), which can be verified a posteriori. For this purpose, we
begin with an important characterization of v = |[£; )

Lemma 4.6. Let Y (P) be stable and let H € R™*" solve Y (P)THE + ETY (P)E = —1I,,. Then ~ = | H]|.
Proof. See for example [58]. O

The next proposition provides a way to prove the stability of E~'Y(P*). Note that a similar result in the
context of Krylov-based approximations for the ARE has recently been formulated in [54] independently.

Proposition 4.7. Let the assumptions of Theorem 4.1 be satisfied. Let P* € BQ»YE(P) be the ARE solution that

is being approzimated together with the error estimate Ap according to Theorem 4.1. Let (E, Y(]S)) be stable.

Then: if 2v||BR~ 1BT|| HHEH Ap < 1, the matriz pair (E,Y (P*)) is stable and P* is the unique stabilizing
solution of the ARE

Proof. The proof is based on Theorem 2.2 in [23], which we cite for convenience: “Let Y be stable and let H
satisfy YTH + HY = —I,. Let AY satisfy ||AYH < 1/(2|[H|)). Then Y + AY is stable”. In our case, we set
Y := E-'Y(P) and AY := E-'BR~ 1BT(P* — P)E, then E~'Y(P*) = E-'Y(P) + E-'AY. We apply the
above cited theorem to this setting: Let H € R™*" be the unique solution to

Y(PY'ETH + HET'Y(P) = —I,,.
We now substitute H = ET HE and see that H solves Y(P)THE + ETHY (P) = —I,,. We thus get

T - —12) A 1 _JETYE
y=HI=IE"THET| < |[ETYPIHI = HHH S (4.11)

We can now apply the theorem and get stability of E~1Y (P*) when the following inequality holds true:

1 (@1 ||[EH? 1
E~'AY < & 2| ETTAY | —— < 1.
1B AY ) < o o MEAY = <

Using |[E7*AY|| = |E7'BR BT ||Ap||E|| < |[E-Y|||E|||BR™'BT||Ap, and the uniqueness of the stabilizing
solution due to the detectability and stabilizability assumption, we get the desired result. O
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For the application of the above theorem, we need to verify the stability of (E, Y(P)) a posteriori. This usually
requires the calculation of the eigenvalue with the largest real part, which should be avoided in the RB setting
to retain online efficieny. To avoid this, we propose a sufficient condition for proving the stability, which makes
use of the properties of the logarithmic norm:

Proposition 4.8 (Sufficient Condition for Stability by Exponential Bounds). Let (E,A) be stable. Then
(E,Y(P)) is stable whenever one of the following requirements is valid

vplY] <
ve[A] + ve|BR™ 1BTPE] <0
ve[A] + |[ET'BR*BTPE|r < 0.

Proof. 1f vg[Y] < 0, the stability follows from leB™'YY| < e”[frly]t — 0 as t — oo. The inequality vg[Y] =
v[ET'A — ET'BR™'BTPE] < v[E~'A] + v[-E~'BR™'BT PE] implies the second statement. Finally, the
bound v[ET'BR™'BTPE| < |[E"'BR'BTPE| < ||[E"'BR'BT PE||r proves the last result. O

For more details and proofs of the used properties for the logarithmic norm v[-] we refer to [55]. Applying
this Lemma requires a way to calculate or approximate the logarithmic norm vg[A]. This can for example be
implemented efficiently by employing the inverse power iteration. Furthermore, more sophisticated methods
like the successive constraint method or the min-@ approach allow the rapid calculation of lower bounds of
stability factors with a complexity independent of n which could as well be applied to our situation, see for
example [27,45]. Especially the last criterion of Proposition 4.8 is easy to check a posteriori since it only
involves the calculation of the norm of | E~'BR~'BT PE||r which can be efficiently performed due to a possible
offline/online decomposition, see Section 5.

Note that Proposition 4.8 has only limited applicability, since the logarithmic norm of a stable matrix
(E,Y (P)) can be positive. A more detailed analysis indeed shows, that the value vp[Y (P)] is an indicator
for the transient growth at time ¢ = 0, since

d E~'Yt
=vglY
S e | = ey,
where 7 is the right-hand derivative, see for instance ([25], Prop. 5.5.8). Hence vg[Y] > 0 only shows that the
norm of the matrix exponential initially grows and it does not make any predictions for the long term behaviour
of [leB V1.

Proposition 4.8 furthermore indicates, that the magnitude of the matrix R could be a way to ensure stability
for the closed loop system whenever the requirement vp[A] + ||[E-'BR™BT PE|| for the application of Propo-
sition 4.8 is not fulfilled: scaling R to large values decreases the norm of |[E-!BR™!BTPE|| and can finally
ensure that one of the conditions of Lemma 4.8 holds true. However, if we relate the ARE again to the LQR
problem in Example 2.2, we see that large values of R introduce a strong penalization of the control and thus
lead to weaker control influence, which is not always desirable.

4.3. The constant ~

One of the main ingredients in the error estimation theory shown in the previous section is the constant .
Tt is crucial to have a good upper bound or a suitable approximation vy as it enters the validity criterion (4.2)
quadratically and also enters in the bound (4.3). We recall the definition of ~:

y= L5 = I DRIGH I, with L(N) =Y (P)NE + ETNY(P).

We see that L is a Lyapunov-operator, for which the theory has already been extensively studied, cf. [28
40,46,47,57, 58], however only few work has been dedicated to the efficient calculation of 7 in the large scale
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context. Recalling Lemma 4.6, we see that « can be calculated directly by solving a Lyapunov equation of the
type

Y(P)Y'HE + ETHY (P) = -1, (4.12)

and setting v = ||H||. As the right hand side has no low-rank structure, the solution H has very likely also no
low-rank structure, which makes the Lyapunov equation extremely hard to solve, since no structure (except of
potential sparsity of Y (P) and E) is available. A direct calculation usually requires at least O(n?) and iterative
methods fail at latest when it comes to storing the dense n? dimensional solution matrix for large n. We thus
need different approaches and upper bounds to be able to cope with these issues.

We begin with giving an explicit formula for the calculation of the solution to the Lyapunov equation:

Lemma 4.9. Let Y(P),E € R™™" be such that (E,Y (P)) is stable. Then the inverse of the operator Lp is
explicitly given by

LX) =BT /OO ETY (PNt xo(ETY (Pt g1 ¥ g T, (4.13)
0

Proof. The proof makes use of the equivalence of the generalized Lyapunov equation (4;12) and the Lyapunov
equation in the case where E is nonsingular. The latter is defined as £(X) := (E~'Y(P))TX + X(E~'Y(P)).
For this representation, a result from [38] shows, that the inverse operator is explicitly given by

/.f*l(X) =— /oo BT (P)Tt X o(BTY (Pt gy
0

On the other hand, we can easily verify £5(X) = L(ETXE) and hence we have E;I(X) =E T Y(X)E!
which proves the claimed result. O

Remark 4.10. If we again consider the case of the LQR Example 2.2, a more detailed discussion of « reveals
deeper insights to interesting properties of the closed loop LTI system with E = I,,. The closed loop system is
defined as #(t;79) = (A — BR™*BT P)x(t; 29) together with z(0;x) = 2. The discussion in [35] shows that
there is a close link between the “damping” of the closed-loop solution z(¢; x9) and the constant +:

\/’_}/: max ||$('a-TO)HL"’([O,oo),R")-

llzoll=1
This equivalence shows that large v values indicate a weak damping of the closed loop solution.

In the following we will discuss different possibilities to approximate . We will divide this in rigorous bounds
and non-rigorous estimates, where the latter will lack an analytic justification but still may be accurate and are
rapidly computable.

Rigorous Bounds for ~y

The explicit formula (4.13) in Lemma 4.9 shows that an upper bound for v can be obtained once a bound
for the norm of the matrix exponential e£ Y (P)t

logarithmic norm.

is available. We state one possibility which is based on the

Lemma 4.11. Let v := vg[E~'Y (P)] < 0. Then the following upper bound for ~ is valid:

Efl 2
Y <IN = JEE 5 I~ (4.14)
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Proof. After bounding the explicit solution formula (4.13), it follows

12~
v’

oo oo
SR Lt A o B B o o A

which proves the claimed bound. O

The calculatlon of HE Y| can be done without an explicit formation of the inverse matrix, by using the equality
B~ = denoting the smallest singular value of E. Note that the logarithmic norm vg[Y (P)] is
not avallable in the online phase, unless the largest eigenvalue of an n-dimensional matrix is calculated, which
can be infeasible. However, by using the same arguments as in the proof of Proposition 4.8, vg [Y(P)] can be
replaced by the upper bound vg[A] 4 [|[E~*BR™'BT PE||r as long as the latter is less than 0, which can be
calculated in O(N):

Corollary 4.12. If vg[A] + ||[E-"'BR'BTPE||r <0, the upper bound

Efl 2
Y< N2 == £ - (4.15)
2(vgl|A]+ |[E-'BR-'BTPE|F)

1s valid.

Although many problems that describe physically stable phenomena yield LTI systems with vg[A] < 0, the closed
loop system with the applied feedback control must not be dissipative. In this case the bounds in Lemma 4.11
and Corollary 4.12 cannot be applied and other approaches must be used.

Interpolation-Based Approximation of

Besides the rigorous error bounds presented above, one can also use interpolation methods that may not lead
to rigorous bounds but provide very efficient and often quite accurate approximations.

The first method we are proposing is to use a kernel interpolation of the ~ values over P: let {ptq,...,up =
Pirainy C P be a finite set of training parameters with corresponding values (y(p;))M,, computed by using
the Lyapunov equation from Lemma 4.6. The goal is then to find a function I'(u) : P — R that interpolates
between the calculated vy values. If the points in Pirain,y are located on a structured grid in the parameter
domain, techniques like linear, cubic or spline interpolation can be employed to construct I'(u). Large parameter
dimensions or a fine grid resolution for Pirain,y can result in a very large number of training points such that
the procedure might become too expensive, as solving the corresponding Lyapunov equation is a very time- and
memory-consuming task. A better and more flexible approach is to use scattered data interpolation techniques
such as kernel interpolation. With those methods, the sampling points must not be located on a structured
set but can be chosen for example as random elements from the parameter domain. The idea behind those
techniques is to choose a kernel function k(z,y) and compute weights o = (;),, such that the interpolation
takes the form

/J’) = Zazk(uvll‘z)a with K S Ptrain,’y~

Once suitable weights a; are calculated, the interpolation can be evaluated rapidly for new values p. We use
so called thin plate splines as kernel function k(z,y) = ||z — y||? In(||z — y||) as this turns out to provide good
results. Other possible choices are the Gaussian function k(z,y) = ellz=vll/o* op multiquadratic radial basis
functions k(z,y) = /14 allz — y||2. The weights can be determined by solving the linear equation system
Ka =g, where K = (k(ui,uj))i,jzl,mM, g = (v(p;))i=1,....ms- We then define the kernel-based interpolation
t0 7 as YN interpol(#) := I'(p). For more details concerning the scattered data approximation by using radial
basis functions we refer to the monograph [63] and to [41,65].
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Projection Based Calculation of

A rather different approach is to use a projection based technique for reducing the dimension of the Lyapunov
equation Y (P)THE + ETHY (P) = —I,, for the calculation of 4. As we are only interested in the calculation
of the 2-norm of H, which is due to the symmetry of H equal to the largest eigenvalue of H, we can try to
build a suitable linear subspace for approximating the eigenspace corresponding to its largest eigenvalue: let
Ve € R™*Nz be a matrix with orthonormal columns. We then define the approximation H = VeHn, VLT , where
Hy, € RVNeXNz golves the Nz-dimensional Lyapunov equation

YNC (P)THNCENC + EJI\}gHNcYNc (P) = _INL’

where the reduced matrices are defined as Y, (P) := VIY (P)V; and Ey, := VF EV.. Note that this procedure
is very similar to the approximation of the ARE, as discussed in Section 3. We can now define the approximation

N, proj () = [|HI| = [ Hn,||- (4.16)
For building the reduced space, we again consider a finite training set Pirain C P with |Perain| = 7', and
construct a linear subspace consisting of suitable snapshots colspan(V;) C span({vi,...,vr}). Since we want

to approximate the dominant eigenvalue of H, a good choice for the reduced space is certainly to choose the
snapshots v; as the eigenvectors corresponding to the largest eigenvalues of H. However, this procedure can be
very expensive, as the full matrices H for the training parameters must be available. This is infeasible in large
scale scenarios, since the Lyapunov equation for H cannot be solved efficiently. We thus propose a different
approach, which is motivated by the relationship between the weakest damping of the closed loop solution
V7 = llz(t;20)| £2([0,00),r» and 7, see also Remark 4.10. A heuristic approach to find the initial value with the
slowest decay in ||z (¢; zo)||, is to choose the initial value as the eigenvector corresponding to the eigenvalue with
the smallest magnitude of the n-dimensional eigenvalue problem (A — BR_lBTPE)x = AEz, which can be
implemented quite efficiently. Thus, we extend the offline phase and precalculate T eigenvalue problems, collect
all eigenvectors which correspond to the smallest magnitude and build the reduced basis V by applying a SVD
to the snapshots {v;}Z_;. In order to obtain a non-complex basis, we only take the real-parts of the eigenvectors
in the SVD. We give a comparison of the presented methods in Section 6.

5. OFFLINE/ONLINE DECOMPOSITION

The key to an efficient implementation of the whole procedure is a separation of expensive calculations in the
offline phase, which then enables a rapid online phase. This is possible when we assume that all data matrices
have a special structure that can be exploited to identify precomputable components, which can be reused in
the online phase. The presented procedure relies on the parameter separability of the data and system matrices,
this means we assume representations of the form

Qa QB
A(p) =) 0% ()Aq,, B(p) =Y 0% (1)By,
qA qaB (51)

Qc QE
Cp) =) 0F (1)Cae, E(pm) =) OF (1) Ey.

If the data matrices are not given in the above form, techniques like empirical interpolation can be employed to
achieve such approximate decompositions, see [5,12] or [64] for a function, operator or matrix discrete empirical
interpolation approach. This structure allows the precalculation of many parts of the residual norm and other
quantities in an offline step. The online step then only requires matrix operations with a complexity depending
on the quantities Q 4, @5, Qc, @ and the dimension of the reduced system N. Hence, those numbers should
be preferably small. Note that we do not pose any requirements on R(p) and Q(w). Since they are of low
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dimension and also not touched by the reduction procedure, we can explicitly calculate them in the online
phase. The calculation of the residual norm e(p) = |R(P(p))| can take an excessive amount of time for large
n. This is due to the matrix multiplications that are necessary for forming the residual matrix and the calculation
of the norm. We will now show how the residual norm can be obtained in a complexity completely independent
of the high dimension.

Clearly the induced 2-norm of R(P(u)) is not feasible for large scale applications, since this would require
the knowledge of the largest eigenvalue of an m x n matrix. A better choice involves the Frobenius norm,
which is an upper bound ey (p) for the induced 2-norm of a matrix. Indeed, the norm equivalence inequality
lA]l < ||Allr < v/n||A|| indicates, that it does not differ more than a factor y/n from the 2 norm of A € R™*".
Indeed, in practice we often observed a very accurate approximation of the Euclidean-norm. We use the trace

representation of the Frobenius norm ||R(P)| r = /tr(R(P)TR(P)) and obtain the following decomposition of
the residual:

IR(P)|% = tr(CTQCCTQC) + 4tr(CTQCAT PE) — 4tr(EY PBR™'BT PEAT PE)
—2tr(ETPBR'BTPECTQC) + tr(ETPBR™'BT PEET PBR™' BT PE) (5.2)
+2tr(ETPAATPE) + 2tr(ET PAET P A).
We here made use of the identity tr(ABC) = tr(CAB) and tr(ATB) = tr(ABT). If we now use the definition

of the reconstruction of the reduced solution P = WPxyW T, we can exploit the structure further and identify
matrices that can be treated by an offline/online decomposition, for example

tr(CTQCAT PE) = tr(WLECTQCATW Py)
tr(ETPBR'BTPEATPE) = tr(WLEETW PN\ WTBR ' BTW Py WL EATW Py).
All underlined matrices are low dimensional, i.e. the dimension only depends on N, m and p. By using the

parameter separability, they can be assembled rapidly. For example the product WTECTQCATW can be
treated in the following way®:

Qe Qc Qe Qa
WTE(p)C ()" Q(u)C() AW = | 3> (OR0L) () WIECT | Qi) | DD (0£64) (1) C AW
i=1 j=1 T k=1 I=1 ?1\/’1;/

This sum only requires matrix operations on N x N matrices, once the parameter independent components
M7 and Mg’l are calculated and stored in an offline step. All other parts in the Frobenius norm containing
P can be treated in a similar way. The matrix R(u) is inverted directly, since it is only a small m dimensional
matrix. The overall complexity for the calculation of the Frobenius norm in the online step is

O(Q¢ +p+N+N*(QpQaQ¢ + QL + Q% + Q% + QrQa + QEQZ)) - (5:3)

Hence, if the parameter independent components are precalculated and stored in an offline phase, the Frobenius
norm of the residual can be assembled in a complexity independent of n. The calculation time depends quartic
on the number of terms in the expansion of C'(p) and quadratically on C(u), E(p) and B(u).

Finally, we note that the computable a posteriori error bound for the ARE, as stated in Proposition 4.4, can
be calculated online in a complexity independent of n: we have already seen that the Frobenius norm of the
residual can be calculated online, which indeed gives an upper bound to the residual norm. Furthermore, we
assume that a rapidly computable approximation vy (p) is available, by using any of the methods presented in
Section 4.3. An upper bound on the validity check 4Lv%eny < 1 can also be decomposed in an offline/online
fashion, by using the same techniques for the norm calculations in L as for the residual. If Qg = 1 or Qp = 1, the
direct calculation of ||B(p)||? = (O5(w))?||B1||? and ||E(p)||*> = (O%(w))?||E1]|* might yield sharper validity
criteria, since the Frobenius norm can differ from the Euclidean norm by a factor of \/n.

3We use the abbreviation (©103)(p) := O1(1)O2(w).
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6. NUMERICAL EXAMPLES

We will now present two examples that show, that the RB-ARE approach together with the Low Rank
Factor Greedy procedure indeed yield accurate approximations to the full solutions of the ARE. The examples
stem from the solution of parametric linear quadratic optimal control problems, the so called linear quadratic
regulator (LQR), see also Example 2.2 for a more detailed description. The first problem is a test model, intended
to provide numerical examples for the theoretical results, that were obtained in Section 4. The second model is
a real-world application and shows the great runtime benefit of the RB-ARE approach in multi-query scenarios.

All calculations were performed on a Debian Linux compute-server with eight Intel (R) Xeon CPU E7 CPUs,
each with 2.13 Ghz, and 256 GB RAM. The algorithms were implemented and tested in MATLAB R2015b
(8.6.0.267246), where we used parallel loops whenever possible. The examples and benchmarks are implemented
within the MATLAB package RBmatlab, which can be freely obtained from the Morepas website®. All high
dimensional AREs have been solved by using the package MESS®.

We will study the basis generation and the error which is induced by the RB-ARE reduction technique. For
the basis generation, we choose the normalized residual

IR r
IC() T Q()C (1)l ¢’

as error indicator for the LRFG-algorithm in all of the following examples. This measure is frequently used in
numerical solution algorithms for large scale AREs to quantify the approximation quality and as a stopping
criterion, see for example [7,50]. Furthermore, due to the offline/online decomposition, the error indicator (6.1)
can be cheaply calculated, even in cases where the number of training elements is large. This is possible due to
parameter separability, see also Section 5. For the initialization of the LRFG procedure, we choose the desired
tolerance ¢ := 1079, and as inital basis we calculate the full solution for the first parameter in the training set,
and choose the most-dominant POD-mode as initial basis.

AV, ) == (6.1)

6.1. LQ-feedback control of a 2D-heat transfer problem

The first example stems from a semi-discretized heat-transfer control problem on the unit square 2 =
[0,1]2. The stationary version of this thermal-block model is often used as a standard example in the RB
community, as its solution variety captures many interesting phenomena. We refer to [17] for details. The
model has homogeneous Dirichlet boundary conditions (i.e. constant zero temperature) on I'p[0,1] x {1} and
homogeneous Neumann boundary conditions (i.e. perfect insulation) on the remaining boundary. We introduce
a distributed control u(t) on 25 := [0.2,0.4] x [0.4,0.6] and take an average temperature measurement s(t; )
on the boundary I'c = {0} x [0, 1]. The partial differential equation for the temperature w(§,¢; u) with £ € (2,
t > 0 and the output of interest thus reads as follows:

wt(gat; H) - (l(p,; g) (gat IL) =510, (5) (t) for £ € 2,1 >0, (628‘)
w(& typ) = for £ € 02,1 >0, (6.2b)
w(&, 05 p) = wo(f, ©), for £ € 12 (6.2¢)
s(typ) := / w(-,t; p), for t > 0. (6.2d)
I'c

We introduce parameter dependency by defining the diffusion coefficient as a(p; &) := 10, (&)p1 + 10, (&) pe,
where 1x (§) denotes the characteristic function of the set X at the point £. This function provides different heat
conductivities on the subdomains £2; := [0,0.5] x [0,1] and 2 := (0.5,1] x [0,1] with py, pe € [1,5]. We aim
at minimizing the cost functional [°(uq|s(t)||? + urlu(t)||?)dt with weights pg € [0.1,10] and pg € [0.1,10].

“http://waw.morepas.org
SMESS (Matrix Equation Sparse Solver) has been gratefully provided by J. Saak from the MPI Magdeburg.
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TABLE 1. Basis sizes, number of high dimensional solves, calculation time ¢ and average number
of added basis vectors in each iteration.

tol;  Basis size  #Solves t[s] Avg. added

0.000 51 14 286.18 1.00
0.500 51 12 151.82 2.22
0.800 56 10 103.31 4.67
0.900 59 9 84.70 6.56
0.950 60 7 72.57 7.50
0.960 59 7 70.04 8.43
0.970 64 7 75.02 9.14
0.990 66 6 62.13 11.00
0.999 67 5 53.26 13.40
1.000 349 4 761.47 87.25

Overall the model depends on four parameters: p = (u1, pa, pig, pr) C P := [1,5]% x [0.1,1]%. The above PDE
and the cost functional are semidiscretized in space by using linear finite elements on a regular triangular grid,
resulting in an n = 1.891 dimensional LQR-control problem with m =p = 1:

min [ a7 (CTuoCha(t ) + ()l

d
st Eqa(tip) = Aw(t p) + pAsz(t p) + ppAsa(t; p) + Bu(t),
E.’E(O, /J’) = Zo,
y(t; p) = Ca(t; p).

The Dirichlet boundary values are mapped by A; and the parameter dependency directly yields a parameter
separated discrete representation. The training set Pipain for this example is chosen as a set of 400 randomly
choosen parameters from the parameter domain.

As a first insight to the basis generation, we investigate the basis sizes and number of iterations of the LRFG-
algorithm for varying inner tolerances tol; € [0,1]. Table 1 gives an overview of the results. Setting tol;, = 0
means, that in each iteration of the algorithm only one element is added to the basis, what explains the large
offline time since many iterations (and thus also high dimensional ARE solves) are required until the greedy
procedure terminates. On the other hand, if we set tol; = 1, we add the full low-rank factor to the basis.
This requires less ARE solves to reach the desired tolerance, but results in a very large basis, as no additional
compression is used. For values tol; in between, we see that there is a tradeoff between the basis size, the number
of full dimensional solutions and the offline time. An “optimal” value in our case with respect to computation
time and basis size is obtained for tol; ~ 0.96. We will use the corresponding basis with size N = 59 in all
subsequent examples.

In Figure 1, the error indicator (6.1) is plotted together with the corridor of the true relative errors || P(p) —
P(u)|7/||P(p)| r and the mean relative true error for increasing basis sizes. We can conclude that the relative
residual indicator (6.1) is a good choice for the construction of the basis. In this example, the greedy algorithm
took eight iterations until the desired tolerance is achieved. However, only seven full AREs need to be solved,
as the same parameter was revisited during the basis construction.

The crucial ingredient for the calculation of the error estimator is the constant 7. As it was shown in
Lemma 4.6, it can be calculated by solving a generalized Lyapunov equation, which however, due to the lack
of any low-rank structure, is very expensive to solve. For the 1.891-dimensional thermalblock-example a single
solve using the 1lyap command from MATLAB takes about 8 min. We thus need to approximate it and therefore
presented a rigorous bound (Cor. 4.12) and two approximation techniques (kernel approximation, projection-
based calculation), which we will now compare. For the kernel-approach and the construction of the basis
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FIGURE 1. Error indicator and true relative error decay for increasing basis sizes. The true
error lies within the dashed area.

TABLE 2. Comparison of relative errors for the approximation of v through the kernel and
projection approach. The maximum, mean and variance was taken over the test set Pyest-

Train size

10 20 50 80 100
maxy 1(w) 0.5486  6.2663 0.3740 0.0144 0.0076
Projection mean,, n(p) | 0.3433  0.4944 0.2280 0.0040 0.0018
vary n(p) 0.0121 0.8974 0.0041 0.0000 0.0000
maxy 1(w) 1.3565 0.8120 0.2803 0.2493 0.2175
Kernel mean, n(p) | 0.7686  0.3420 0.0788 0.0540 0.0223
vary n(p) 0.0727 0.0456  0.0059 0.0036 0.0036

for the projection-based approach, we choose a training set Py train With [Py train] = 100 random elements
from the parameter domain P. For the kernel approach, we choose the thin-plate spline kernel k(z,y) :=
In(||z — y|))||z — y||* as radial basis function.

In Table 2 the maximum max,cp,., 7(@) and mean mean,cp, ., n(p) relative approximation error n(p) :=
|v(pe) =4 ()| /v(pe) for both approaches, as well as the variance var,ep,.., 7(p) in the relative error is given. Here
4(w) is the corresponding approximation, i.e. either the kernel interpolation or the projection-based calculated
value. For the calculations, we choose a random parameter test set Piesy C P with 40 random elements. We
see that both approaches perform well. However, the overall average relative error of the projection approach
is smaller, and especially the variance in the approximation error is significantly lower than the corresponding
variance for the kernel approximation errors. A comparison of the red offline preparation time reveals, that the
kernel approach suffers from the expensive calculation of the solution of the Lyapunov equation in Lemma 4.6:
the offline time for the calculation of the training data takes almost an hour, whereas the calculation of the
eigenvectors for the projection-based calculation only requires a couple of seconds. Hence, we can conclude that
the projection based approach yields accurate approximations with relatively low computational complexity
in the offline phase, but we observed that increasing the number of training parameters does not improve the
results any further. On the other hand, the kernel interpolation can be made very precise by adding more sample
values or doing a more sophisticated tuning of the kernel parameters, which however is far beyond the scope of
this work. We refer to [63] for more details about this topic. The rigorous bound from Corollary 4.12 can be
applied in certain parameter regions in this example, but the resulting bound overestimates the true error by
a factor of ~200, which renders the validity criterion for the application of the error bound invalid. However,
if the system is first transformed to a system without mass matrix, e.g. by left-multiplying the state equation
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FIGURE 2. Error estimation results.

with E~!, the bound yields sharp values, but important system properties like sparsity or symmetry are usually
destroyed.

Finally, we examine the error bound in Proposition 4.4. For this purpose, we calculate the true maximum
error, and the maximum error bound along with the maximum value of the validity criterion over the same
parameter test set Piosy as for the examples for v. In order to get rigorous values for the bound, we use the
true values for v. However, when using one of the approximation techniques mentioned earlier, the values of
the non-rigorous error estimator only marginally deviate from the rigorous results. The results are depicted in
Figure 2. We see, that the error bound from Proposition 4.4 is valid for a basis size N > 31, which is reflected
by the decay of the validity criterion. Note that the error estimation is valid whenever the validity criterion is
below one. All reduced solutions in our examples result in stable matrix pairs (E,Y (P(u)) and Proposition 4.7
can be applied, to guarantee that the reduced solution approximates the desired unique stabilizing solution.
Furthermore, the error bound nicely reflects the behaviour of the true error. This can be seen in Figure 3,
where the true absolute error and the corresponding error bound for all test parameters in Piegt is shown for
the maximum basis size N = 59.

Finally we want to comment on the calculation time for this example. One high dimensional solve takes about
1.5 s in average. The reduced simulation, including the calculation of the residual norm and the calculation of
the error bound, based on the projection approach, takes about 0.2 s. Thus we have an overall speed-up of
approximately factor seven. A much larger runtime benefit can be achieved for examples with larger system
dimension n, see also the next example.

Optimal Cooling of Rail Profiles

The second example stems from the optimal cooling of rail profiles. We refer to [6] for a detailed description
of the model. The semi-discretization of the linearized heat-transfer results in a LTI system with dimension
n = 20.209:

B Lnlts w) = Al p) + Bult),  y(t:) = Calt: ).

The system can be controlled through m = 7 inputs that model water which is sprayed on the rod, and p = 6
outputs are available for the calculation of the control signal and are measured in the cost functional. We
parametrize the cost functional associated with this problem by introducing two weights Q(u) := Ispg and
R(p) == I;pgr with g := (ug,pr) C [1073,10] x [1073,1]. For the basis construction, we choose 961 logarith-
mically equidistant points in the parameter domain. One solution of the high dimensional ARE associated with
this control problem takes about 105 s.
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In order to speed up the calculation, we first run the LRFG-algorithm for this problem and obtain a reduced
basis of size N = 112 after approximately 4 min. The solution of the reduced ARE takes only 0.17 s in average,
including the calculation of the residual norm, which is an enormous speed-up of about 500. We test the
quality of the approximation by calculating the reduced and true solutions of the AREs on a fine grid in the

[P(n)—P(p)|r
[Pl F
is always below 10~7. We can conclude, that the RB-ARE approach yields very accurate approximations for

this example. We want to emphasize that this enormous speed-up only required two (expensive) offline solves
for the construction of the basis.

parameter domain. In Figure 4 we see the relative error on the complete parameter domain, which

7. CONCLUSION

In this paper we have studied the application of the RB approach for the approximation of large scale
ARESs in a parametric scenario. As it turned out, the state-space approximation with classical model reduction
techniques for parametric problems does not capture the feedback information in the system, see [51]. This
is the main motivation for the RB-ARE approach, which is developed in this paper. After defining a suitable
reduced surrogate equation, the RB-ARE, a new algorithm called low-rank factor greedy was proposed for
the basis construction. As the name suggests, the typical low rank structure of the solutions to the ARE has
been used for the construction of the reduced basis. The quality of the approximation is certified by a rigorous
a posteriori error estimation for the solution to the ARE. Splitting the procedure in an online/offline phase
allows an online complexity completely independent of the dimension of the original problem. Experiments with
LQ feedback control problems for heat conductions show the benefit of applying the RB-ARE technique in
multi-query scenarios.

Interesting further potential applications of the RB-ARE technique can be found in many different fields
of systems theory, for instance Hs or Ho, optimal control. The numerical study [52] for the application of
the RB-ARE approach for parametric Ho control problems shows that this indeed can yield accurate and fast
approximations. This will be part of our future research.
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