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#### Abstract

The main focus of this paper is to develop a sufficiency criterion for optimality in nonlinear optimal control problems defined on time scales. In particular, it is shown that the coercivity of the second variation together with the controllability of the linearized dynamic system are sufficient for the weak local minimality. The method employed is based on a direct approach using the structure of this optimal control problem. The second aim pertains to the sensitivity analysis for parametric control problems defined on time scales with separately varying state endpoints. Assuming a slight strengthening of the sufficiency criterion at a base value of the parameter, the perturbed problem is shown to have a weak local minimum and the corresponding multipliers are shown to be continuously differentiable with respect to the parameter. A link is established between (i) a modification of the shooting method for solving the associated boundary value problem, and (ii) the sufficient conditions involving the coercivity of the accessory problem, as opposed to the Riccati equation, which is also used for this task. This link is new even for the continuous time setting.
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## 1. Introduction

Consider the nonlinear time scale optimal control problem

$$
\begin{equation*}
\text { minimize } \quad J(x, u):=K(x(a), x(b))+\int_{a}^{b} L(t, x(t), u(t)) \Delta t \tag{C}
\end{equation*}
$$

subject to $x \in \mathrm{C}_{\mathrm{prd}}^{1}[a, b]_{\mathbb{T}}$ and $u \in \mathrm{C}_{\mathrm{prd}}[a, \rho(b)]_{\mathbb{T}}$ such that

$$
\begin{align*}
x^{\Delta}(t) & =f(t, x(t), u(t)), \quad t \in[a, \rho(b)]_{\mathbb{T}}  \tag{1.1}\\
\psi(t, u(t)) & =0, \quad t \in[a, \rho(b)]_{\mathbb{T}}  \tag{1.2}\\
\varphi(x(a), x(b)) & =0 \tag{1.3}
\end{align*}
$$

[^0]where $\mathbb{T}$ is a bounded time scale, i.e., an arbitrary nonempty compact subset of $\mathbb{R}$. Here we set $a:=\min \mathbb{T}$ and $b:=\max \mathbb{T}$ and define the time scale intervals by $[c, d]_{\mathbb{T}}:=[c, d] \cap \mathbb{T}$. We assume that card $\mathbb{T} \geq 2$, i.e., $a<b$. For basic theory of dynamic equations on time scales we refer the reader to [9, 10, 25], and for piecewise rd-continuous and piecewise rd-continuously differentiable functions to [28]. We assume that $n, m, k, r \in \mathbb{N}$ are given dimensions with $k \leq m$ and $r \leq 2 n$,
\[

$$
\begin{array}{ll}
L:[a, \rho(b)]_{\mathbb{T}} \times \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}, & K: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R} \\
f:[a, \rho(b)]_{\mathbb{T}} \times \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}, & \varphi: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{r}, \\
\psi:[a, \rho(b)]_{\mathbb{T}} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{k}, &
\end{array}
$$
\]

the state $x:[a, b]_{\mathbb{T}} \rightarrow \mathbb{R}^{n}$ is piecewise rd-continuously $\Delta$-differentiable $\left(\mathrm{C}_{\mathrm{prd}}^{1}\right)$ and the control $u:[a, \rho(b)]_{\mathbb{T}} \rightarrow \mathbb{R}^{m}$ is piecewise rd-continuous ( $\mathrm{C}_{\mathrm{prd}}$ ). The regularity of the data will be specified in Section 2, see assumptions (A1) and (A2). The Hamiltonian corresponding to problem (C) is defined by

$$
\begin{equation*}
H\left(t, x, u, p, \lambda, \lambda_{0}\right):=p^{T} f(t, x, u)+\lambda_{0} L(t, x, u)+\lambda^{T} \psi(t, u) \tag{1.4}
\end{equation*}
$$

A pair $(x, u)$ is feasible for problem (C) if $x \in \mathrm{C}_{\mathrm{prd}}^{1}[a, b]_{\mathbb{T}}$ and $u \in \mathrm{C}_{\mathrm{prd}}[a, \rho(b)]_{\mathbb{T}}$ and it satisfies (1.1)-(1.3). A feasible pair $(\hat{x}, \hat{u})$ is a weak local minimum for (C) if there exists $\delta>0$ such that for any feasible pair $(x, u)$ with $\|(x-\hat{x}, u-\hat{u})\|_{\mathrm{C}_{\text {prd }}}<\delta$ we have $J(\hat{x}, \hat{u}) \leq J(x, u)$, where

$$
\|z\|_{\mathrm{C}_{\mathrm{prd}}}:=\sup _{t \in[a, \rho(b)]_{\mathrm{T}}}|z(t)| .
$$

If the inequality $J(\hat{x}, \hat{u})<J(x, u)$ holds for all such feasible pairs $(x, u) \neq(\hat{x}, \hat{u})$, then $(\hat{x}, \hat{u})$ is a strict weak local minimum for (C).

The formulation of problem (C) encompasses as special cases both the continuous time optimal control problem for $[a, b]_{\mathbb{T}}=[a, b]$ and the discrete time optimal control problem for $[a, b]_{\mathbb{T}}=[0, N+1]_{\mathbb{Z}}=\{0,1, \ldots, N+$ $1\}$. From this point of view the study of optimal control problems on time scales provides not only a unification, but also a valuable insight into the connections between these two extreme time domains. In many cases we can obtain new results even for these two special domains. More importantly, in the context of general time scales we can study "hybrid" problems, which are neither purely continuous nor purely discrete, but a combination of both. For instance, this is the case of problems in quantum calculus [32,41], impulsive systems [29], or some economic and population models $[3,7,8]$. See also the references in the above quoted publications.

Regarding the question of optimality conditions for problem (C), the focus during the recent years was concentrated on deriving first and second order necessary conditions, such as the weak Pontryagin maximum principle and the accessory problem in $[31,53]$ and the strong Pontryagin-type maximum principle in [16,17]. In the special case of the calculus of variations on time scales, that is, when $f(t, x, u)=u$ and $\psi(t, u) \equiv 0$, necessary as well as sufficient optimality conditions are obtained in [28] in terms of the Euler-Lagrange equation and the nonnegativity, respectively the coercivity, of the second variation. Furthermore, in [30] the authors derived other sufficient conditions for this problem in terms of the associated time scale Riccati matrix equation and the strengthened Legendre condition. In the optimal control setting on time scales, i.e., for problem (C), sufficient optimality conditions are derived in [54] in terms of the Hamilton-Jacobi equation. For linear-quadratic optimal control problems on time scales, sufficient optimality conditions are known also in [54] and in [11-13] in terms of the Riccati equation. However, the question of the sufficiency criteria for the nonlinear problem (C) in terms of the second variation is completely open.

The first aim of this paper is to develop a sufficient condition for the weak local minimum of problem (C) in terms of the coercivity of the second variation (see Thm. 3.3), thus generalizing [28], (Thm. 2) from the calculus of variations to the optimal control setting. To obtain the sufficiency criterion in terms of the coercivity of the second variation we could not use the known results derived for the abstract setting of infinite dimensional optimization problems over a Banach space, see e.g. [22] with $L^{\infty}$ controls, because the optimality in our
problem (C) is over the piecewise rd-continuous controls, which do not form a Banach space. For this reason, the direct approach used in this paper is inevitable.

Optimal control problems with equality type control constraints have been well-studied for both discrete and continuous time problems (see e.g., [27,44,57]), as well as for the time scales setting (see e.g., [31]).

In the continuous time setting, sufficiency criteria for optimal control problems with piecewise continuous controls are derived via the Hamilton-Jacobi theory, the Riccati differential equation, or the method of quadratic approximations (coercivity of the second variation), see [2,14, 15, 33, 45-47, 49]. In the present paper we follow the latter mentioned approach.

The second aim of this paper is to study the sensitivity of the weak local minimum of problem (C) with respect to parameters (see Thm. 4.3). Problem $\left(\mathrm{C}_{\hat{\omega}}\right)$ in Section 4, corresponding to a fixed parameter $\hat{\omega}$, is considered to be the unperturbed problem and it is assumed that it has a weak local minimum ( $\hat{x}, \hat{u}$ ). An important problem in sensitivity analysis is the following: Find conditions on the unperturbed optimal solution ( $\hat{x}, \hat{u}$ ) such that the perturbed problem $\left(\mathrm{C}_{\omega}\right)$ admits an optimal solution $(x(\cdot, \omega), u(\cdot, \omega))$ near $(\hat{x}, \hat{u})$ that is a continuously differentiable function of the parameter $\omega$ near $\hat{\omega}$. It is well documented that this type of sensitivity results in optimization and optimal control are strongly based on having second-order sufficient optimality condition that are stable under small perturbation.

In the case of discrete time setting, the optimal control can be formulated as a mathematical programming problem in finite dimension, and known sensitivity results in mathematical programming are adapted to them, see [23]. For the continuous time setting one approach to sensitivity analysis is to apply results obtained for abstract optimization problems over Banach or Hilbert spaces, see e.g. [36] and [22]. Since our optimal control problem is not over a Banach space, this approach cannot be used here. There is a second approach that directly deals with the second-order sensitivity analysis for nonlinear control problems. It mainly concerns with developing neighboring feedback schemes for perturbed solutions, which lead to having to solve a boundary value problem (BVP) via the shooting method. The main idea goes back to [18,19], and was followed by many papers which suffer by being formal. A rigorous result in this direction was given in [42], which was generalized in [37]. However, the sufficient conditions used in $[37,42]$ involved the existence of a solution of a Riccati differential equation, which also served in [37] to prove that the iteration matrix of the shooting method is nonsingular.

In this paper we intend to use the approach of shooting method for the general time scale setting. Since our sufficiency criterion involves the coercivity of the second variation instead of the Riccati equation, a serious modification to this approach is necessary to be made in order to solve the time scale (BVP). Furthermore, unlike the problems in $[37,42]$ we allow both endpoints to vary, and hence our result here is more general than those in $[37,42]$, even when we specialize it to the continuous time setting.

The paper is organized as follows. In Section 2 we introduce notation and state main assumptions and known results about problem (C). In Section 3 we discuss the coercivity of the second variation of the functional $J$ and its role in sufficiency criteria for problem (C). In Section 4 we perform the sensitivity analysis for problem (C) depending on a parameter and with separated endpoints. In Section 5 contains conclusions and remarks about the presented theory. Finally, in Appendix A we present the proofs of two important approximation lemmas (Lem. 3.4 and 3.6).

Remark 1.1. Optimization problems over time scales are often considered in the form with the shifted state $x^{\sigma}(t):=x(\sigma(t))$ instead of $x(t)$, where $\sigma(t)$ is the forward jump operator at $t$. This form is known in the calculus of variations setting [ $5,6,20,28-30,38-40$ ] as well as in the optimal control setting [31,53,54]. In the latter case the shifted state $x^{\sigma}(t)$ appears in the Lagrangian $L$ and the dynamics $f$. We denote such an optimal control problem by $\left(\mathrm{C}^{\sigma}\right)$. The form of our problem (C) with $x(t)$ only is however more natural, since the equation of motion at the instant $t$ does not depend on the future values of the state, i.e., on the values at $\sigma(t)$. Nevertheless, in view of ([54], Sect. 3) the optimal control problems (C) and ( $\mathrm{C}^{\sigma}$ ) are equivalent by using a transformation involving the implicit function theorem. In this case the resulting costate function $\hat{p}(t)$ in formulas (2.11), (2.12), and (2.16) below appears without the shift, see ([31], Sects. 6 and 7 and [54], Sect. 6). With this understanding the main results of this paper apply also to such a problem ( $\mathrm{C}^{\sigma}$ ).

## 2. Optimal control problem on time scales

In this section we recall basic notions and results about the optimal control problem (C). The objectives are to state and analyze the main assumptions and to recall known results used in the rest of this paper: the $M$-controllability, the weak Pontryagin maximum principle on time scales, and the second variation of problem (C).

Let $(\hat{x}, \hat{u})$ be a feasible pair for problem (C). Consider the matrices $\mathcal{A}(t) \in \mathbb{R}^{n \times n}, \mathcal{B}(t) \in \mathbb{R}^{n \times m}, M \in \mathbb{R}^{r \times 2 n}$, and $N(t) \in \mathbb{R}^{k \times m}$ given by

$$
\begin{array}{rlrl}
\mathcal{A}(t) & :=f_{x}(t, \hat{x}(t), \hat{u}(t)), & \mathcal{B}(t) & :=f_{u}(t, \hat{x}(t), \hat{u}(t)), \\
M & :=\nabla \varphi(\hat{x}(a), \hat{x}(b)), & N(t):=\nabla_{u} \psi(t, \hat{u}(t)) \tag{2.2}
\end{array}
$$

For $\varepsilon>0$ we define the $\varepsilon$-tube about the function $(\hat{x}, \hat{u})$ as

$$
\begin{equation*}
T_{\varepsilon}(\hat{x}, \hat{u}):=\left\{(t, x, u) \in[a, \rho(b)]_{\mathbb{T}} \times \mathbb{R}^{n} \times \mathbb{R}^{m} \text { such that }|(x, u)-(\hat{x}(t), \hat{u}(t))|<\varepsilon\right\} \tag{2.3}
\end{equation*}
$$

the projection of $T_{\varepsilon}(\hat{x}, \hat{u})$ onto $\mathbb{R}^{n} \times \mathbb{R}^{m}$ as

$$
\mathcal{P} T_{\varepsilon}(\hat{x}, \hat{u}):=\left\{(x, u) \in \mathbb{R}^{n} \times \mathbb{R}^{m} \text { such that } \exists t \in[a, \rho(b)]_{\mathbb{T}}:|(x, u)-(\hat{x}(t), \hat{u}(t))|<\varepsilon\right\}
$$

and the $\varepsilon$-ball about the vector $\hat{y} \in \mathbb{R}^{j}$ by

$$
B_{\varepsilon}(\hat{y}):=\left\{y \in \mathbb{R}^{j} \text { such that }|y-\hat{y}|<\varepsilon\right\} .
$$

If $(x, u)$ is another feasible pair for problem (C), then the notation $(x, u) \in T_{\varepsilon}(\hat{x}, \hat{u})$ means that $(t, x(t), u(t)) \in$ $T_{\varepsilon}(\hat{x}, \hat{u})$ for all $t \in[a, \rho(b)]_{\mathbb{T}}$. Here $\rho(t)$ is the backward jump operator at $t$ and $\mu(t):=\sigma(t)-t$ is the graininess function at the point $t$.

The assumptions on the regularity of the data $h(t, x, u):=(L(t, x, u), f(t, x, u), \psi(t, u)), K(x, y)$, and $\varphi(x, y)$ of problem (C) near the feasible pair $(\hat{x}, \hat{u})$ are summarized in the following.
(A1) There exists $\varepsilon_{1}>0$ such that the functions $K(\cdot)$ and $\varphi(\cdot)$ are continuously differentiable on $B_{\varepsilon_{1}}(\hat{x}(a), \hat{x}(b))$; the function $h(t, \cdot, \cdot)$ is differentiable in $(x, u)$ on $B_{\varepsilon_{1}}(\hat{x}(t), \hat{u}(t))$; the functions $h(t, \cdot, \cdot)$ and $\nabla_{(x, u)} h(t, \cdot, \cdot)$ are continuous at $(\hat{x}, \hat{u})$ uniformly in $t$; and for $(x, u)$ in $\mathcal{P} T_{\varepsilon_{1}}(\hat{x}, \hat{u})$ the functions $h(\cdot, x, u)$ and $\nabla_{(x, u)} h(\cdot, x, u)$ are rd-continuous on $[a, \rho(b)]_{\mathbb{T}}$; the $n \times n$ matrix $I+\mu(t) f_{x}(t, \hat{x}(t), \hat{u}(t))$ is invertible for all $t \in[a, \rho(b)]_{\mathbb{T}}$; the matrices $M$ and $N(t)$ for $t \in[a, \rho(b)]_{\mathbb{T}}$ have full rank.
(A2) There exists $\varepsilon_{1}>0$ such that the functions $K(\cdot)$ and $\varphi(\cdot)$ are twice continuously differentiable on $B_{\varepsilon_{1}}(\hat{x}(a), \hat{x}(b))$; the function $h(t, \cdot, \cdot)$ is twice differentiable in $(x, u)$ on $B_{\varepsilon_{1}}(\hat{x}(t), \hat{u}(t))$; the functions $h(t, \cdot, \cdot), \nabla_{(x, u)} h(t, \cdot, \cdot)$, and $\nabla_{(x, u)}^{2} h(t, \cdot, \cdot)$ are continuous at $(\hat{x}, \hat{u})$ uniformly in $t$; and for $(x, u)$ in $\mathcal{P} T_{\varepsilon_{1}}(\hat{x}, \hat{u})$ the functions $h(\cdot, x, u), \nabla_{(x, u)} h(\cdot, x, u)$, and $\nabla_{(x, u)}^{2} h(\cdot, x, u)$ are rd-continuous on $[a, \rho(b)]_{\mathbb{T}}$; the $n \times n$ matrix $I+\mu(t) f_{x}(t, \hat{x}(t), \hat{u}(t))$ is invertible for all $t \in[a, \rho(b)]_{\mathbb{T}}$; the matrices $M$ and $N(t)$ for $t \in[a, \rho(b)]_{\mathbb{T}}$ have full rank.

Remark 2.1. We recall from Definition 2 of [28] that $h(t, \cdot, \cdot)$ is continuous in $(x, u)$ at the feasible pair $(\hat{x}, \hat{u})$ uniformly in $t$ on $[a, \rho(b)]_{\mathbb{T}}$ if for every $\varepsilon>0$ there exists $\delta>0$ such that for all $t \in[a, \rho(b)]_{\mathbb{T}}$ and all $(x, u) \in$ $\mathbb{R}^{n} \times \mathbb{R}^{m}$ with $0<|(x, u)-(\hat{x}(t), \hat{u}(t))|<\delta$ we have $|h(t, x, u)-h(t, \hat{x}(t), \hat{u}(t))|<\varepsilon$.
Remark 2.2. The assumptions involving the function $h$ in (A1) are automatically satisfied, whenever $h(\cdot, \cdot, \cdot)$ and $\nabla_{(x, u)} h(\cdot, \cdot, \cdot)$ are $\mathrm{C}_{\mathrm{rd}} \times \mathrm{C} \times \mathrm{C}$ continuous on the tube $T_{\varepsilon}(\hat{x}, \hat{u})$, see ([28], Def. 3 and Cor. 1). Similarly, the assumptions involving the function $h$ in (A2) are automatically satisfied, whenever $h(\cdot, \cdot, \cdot), \nabla_{(x, u)} h(\cdot, \cdot, \cdot)$, and $\nabla_{(x, u)}^{2} h(\cdot, \cdot, \cdot)$ are $\mathrm{C}_{\mathrm{rd}} \times \mathrm{C} \times \mathrm{C}$ continuous on the tube $T_{\varepsilon}(\hat{x}, \hat{u})$. In particular, if the function $h(\cdot, \cdot, \cdot)$ is autonomous (independent of $t$ ) and of class $\mathrm{C}^{1}$, resp. $\mathrm{C}^{2}$, on $\mathbb{R}^{n} \times \mathbb{R}^{m}$, then the regularity assumption (A1), resp. (A2), is satisfied.

Remark 2.3. The assumption of $N(t)$ invertible is customary in optimization in order $\hat{u}$ to be a regular point for the control constraints ([35], Chap. 10). Moreover, inspired by the notion of piecewise continuous invertible matrices in the continuous time setting, the assumption in (A1) and (A2) that $N(t)$ has full rank for all $t \in[a, \rho(b)]_{\mathbb{T}}$ also includes the full rank of the one-sided limits $N\left(t^{ \pm}\right)$at left-dense and right dense points $t \in[a, \rho(b)]_{\mathrm{T}}$. As a consequence, we obtain that the inverse matrix function $\left[N(t) N^{T}(t)\right]^{-1}$ is also piecewise rd-continuous on $[a, \rho(b)]_{\mathbb{T}}$.

Remark 2.4. We note that if the point $b$ is left-scattered and $\varepsilon>0$ and the tube $T_{\varepsilon}(\hat{x}, \hat{u})$ are given, then there exists $\delta \in(0, \varepsilon]$ such that for every feasible pair $(x, u) \in T_{\varepsilon}(\hat{x}, \hat{u})$ with $\left(x^{\rho}(b), u^{\rho}(b)\right) \in B_{\delta}\left(\hat{x}^{\rho}(b)\right.$, $\left.\hat{u}^{\rho}(b)\right)$ we have $x(b) \in B_{\delta+\varepsilon \mu(\rho(b))}(\hat{x}(b)) \subseteq B_{\varepsilon[1+\mu(\rho(b))]}(\hat{x}(b))$. This means that for $(x, u) \in T_{\varepsilon}(\hat{x}, \hat{u})$ the distance $x(b)-\hat{x}(b)$ is also controlled when the point $b$ is left-scattered, even though the values $x(b)$ and $\hat{x}(b)$ are not in this case explicitly present in the expression for $T_{\varepsilon}(\hat{x}, \hat{u})$ in (2.3).

In Lemma 3 of [28], we established conditions which guarantee the composition of $h(t, \cdot, \cdot)$ with $(\hat{x}(\cdot), \hat{u}(\cdot))$ to be piecewise rd-continuous on $[a, \rho(b)]_{\mathbb{T}}$.

Lemma 2.5. Let $(\hat{x}, \hat{u})$ be feasible for $(\mathrm{C})$ and $h$ be defined on a tube $T_{\varepsilon}(\hat{x}, \hat{u})$. If $h(t, \cdot, \cdot)$ is continuous at $(\hat{x}, \hat{u})$ uniformly in $t$ on $[a, \rho(b)]_{\mathbb{T}}$ and if for $(x, u) \in \mathcal{P} T_{\varepsilon}(\hat{x}, \hat{u})$ the function $h(\cdot, x, u)$ is rd-continuous on $[a, \rho(b)]_{\mathbb{T}}$, then $h(\cdot, \hat{x}(\cdot), \hat{u}(\cdot))$ is piecewise rd-continuous on $[a, \rho(b)]_{\mathbb{T}}$.

Remark 2.6. A close look at the proof of Lemma 3 of [28] easily shows that in the above lemma the rdcontinuity of $h(\cdot, x, u)$ for any $(x, u) \in \mathcal{P} T_{\varepsilon}(\hat{x}, \hat{u})$ can be weakened by only assuming
(i) for any right-dense point $t_{r} \in[a, b)_{\mathbb{T}}$ at which the control $\hat{u}$ is continuous, the function $h\left(\cdot, \hat{x}\left(t_{r}\right), \hat{u}\left(t_{r}\right)\right)$ is continuous at $t_{r}$;
(ii) at any right-dense $t_{r} \in[a, b)_{\mathbb{T}}$ and any left-dense point $t_{l} \in(a, b]_{\mathbb{T}}$, the one-sided limits $\lim _{t \rightarrow t_{r}^{+}} h\left(t, \hat{x}\left(t_{r}\right), \hat{u}\left(t_{r}^{+}\right)\right)$and $\lim _{t \rightarrow t_{l}^{-}} h\left(t, \hat{x}\left(t_{l}\right), \hat{u}\left(t_{l}^{-}\right)\right)$exist and are finite.

In the next lemma we show that the conclusion of Lemma 2.5 can be transfered into functions ( $x, u$ ) sufficiently close to $(\hat{x}, \hat{u})$. This result then implies that the assumption on the integrability of $h(\cdot, x(\cdot), u(\cdot))$ and $\nabla_{(x, u)} h(\cdot, x(\cdot), u(\cdot))$ used in assumption (A1) and (A2) from [31] can be dropped.

Lemma 2.7. Let $h(\cdot, \cdot, \cdot)$ be defined on $T_{\varepsilon_{1}}(\hat{x}, \hat{u})$. If $\nabla_{(x, u)} h(t, \cdot, \cdot)$ is continuous at $(\hat{x}, \hat{u})$ uniformly in $t$ on $[a, \rho(b)]_{\mathbb{T}}$ and if for $(\xi, v) \in \mathcal{P} T_{\varepsilon_{1}}(\hat{x}, \hat{u})$ the function $\nabla_{(x, u)} h(\cdot, \xi, v)$ is rd-continuous on $[a, \rho(b)]_{\mathbb{T}}$, then there exists $\delta_{0} \in\left(0, \varepsilon_{1}\right)$ such that for every pair $(x, u) \in T_{\delta_{0}}(\hat{x}, \hat{u})$ and for $\ell:=\left\|\nabla_{(x, u)} h(\cdot, \hat{x}(\cdot), \hat{u}(\cdot))\right\|_{\mathrm{C}_{\mathrm{prd}}}+1$, we have
(i) $\left\|\nabla_{(x, u)} h(\cdot, x(\cdot), u(\cdot))\right\|_{\mathrm{C}_{\text {prd }}} \leq \ell$,
(ii) $h(t, \cdot, \cdot)$ is continuous at the pair $(x, u)$ uniformly in $t$ on $[a, \rho(b)]_{\mathbb{T}}$.

If in addition we assume that the function $h(\cdot, \xi, v)$ is rd-continuous on $[a, \rho(b)]_{\mathbb{T}}$ for any vector $(\xi, v) \in$ $\mathcal{P} T_{\delta_{0}}(\hat{x}, \hat{u})$, then
(iii) $h(\cdot, x(\cdot), u(\cdot))$ is piecewise rd-continuous on $[a, \rho(b)]_{\mathbb{T}}$.

Proof. We abbreviate $\hat{z}(\cdot):=(\hat{x}(\cdot), \hat{u}(\cdot))$ and $z(\cdot):=(x(\cdot), u(\cdot))$. Since $\hat{z}$ and $\nabla_{z} h$ satisfy for $\varepsilon=\varepsilon_{1}$ the assumptions of Lemma 2.5, it follows that $\nabla_{z} h(\cdot, \hat{z}(\cdot))$ is piecewise rd-continuous on $[a, \rho(b)]_{\mathrm{T}}$. Therefore, the number $k:=\left\|\nabla_{z} h(\cdot, \hat{z}(\cdot))\right\|_{\mathrm{C}_{\mathrm{prd}}}=\ell-1$ is finite. The continuity of $\nabla_{z} h(t, \cdot)$ at $\hat{z}$ uniformly in $t$ implies that there exists $\delta \in\left(0, \varepsilon_{1}\right)$ such that

$$
\begin{equation*}
\text { for all }(t, w) \in[a, \rho(b)]_{\mathbb{T}} \times \mathbb{R}^{n+m} \text { such that }|w-\hat{z}(t)|<\delta \text { we have }\left|\nabla_{z} h(t, w)\right| \leq \ell \tag{2.4}
\end{equation*}
$$

Hence, for any $\delta_{0} \in(0, \delta]$ and for all $z \in T_{\delta_{0}}(\hat{z})$, we have $\left\|\nabla_{z} h(\cdot, z(\cdot))\right\|_{\mathrm{C}_{\mathrm{prd}}} \leq \ell$, and thus, part (i) is proven for any $\delta_{0} \in(0, \delta]$. For part (ii), we set $\delta_{0}:=\delta / 2$ and let $z$ be any function in $T_{\delta_{0}}(\hat{z})$. To show the uniform continuity
of $h(t, \cdot, \cdot)$ at $z$, take any $\varepsilon>0$ and let $\delta_{\varepsilon}:=\min \left\{\varepsilon / \ell, \delta_{0}\right\}$. Then, by the generalized mean value theorem, for every $(t, y) \in[a, \rho(b)]_{T} \times \mathbb{R}^{n+m}$ such that $|y-z(t)|<\delta_{\varepsilon}$ we have

$$
\begin{equation*}
|h(t, y)-h(t, z(t))| \leq \sup \left\{\left|\nabla_{z} h(t, z(t)+\tau[y-z(t)])\right|, \tau \in[0,1]\right\}|y-z(t)| \tag{2.5}
\end{equation*}
$$

Set $w_{\tau}(t):=z(t)+\tau(y-z(t))$. Then, for all $\tau \in[0,1]$ and for all $t \in[a, \rho(b)]_{\mathbb{T}}$ we have

$$
\left|w_{\tau}(t)-\hat{z}(t)\right| \leq|z(t)-\hat{z}(t)|+|y-z(t)| \leq \delta_{0}+\delta_{\varepsilon} \leq 2 \delta_{0}=\delta
$$

Hence, applying (2.4) to $w_{\tau}(t)$ and using (2.5) it follows that

$$
|h(t, y)-h(t, z(t))| \leq \ell|y-z(t)|<\ell \delta_{\varepsilon} \leq \varepsilon
$$

which proves (ii) for $z \in T_{\delta_{0}}(\hat{z})$. Finally, part (iii) now follows from part (ii) and Lemma 2.5, in which we take $\varepsilon:=\delta_{0}$.

Define the tangent spaces $T(t)$ and the space $\mathcal{T}$ of tangent functions by

$$
\begin{aligned}
T(t) & :=\left\{v \in \mathbb{R}^{m}, N(t) v=0\right\} \\
\mathcal{T} & :=\left\{v(\cdot) \in \mathrm{C}_{\operatorname{prd}}[a, \rho(b)]_{\mathbb{T}}, v(t) \in T(t) \text { for all } t \in[a, \rho(b)]_{\mathbb{T}}\right\}
\end{aligned}
$$

The assumption that $N(t)$ has full rank $k$ for all $t \in[a, \rho(b)]_{\mathrm{T}}$ implies that one can choose the function $Y$ : $[a, \rho(b)]_{\mathbb{T}} \rightarrow \mathbb{R}^{m \times(m-k)}, Y \in \mathrm{C}_{\mathrm{prd}}$, such that the columns of $Y(t)$ form an orthonormal basis for the space $T(t)$. That is, we have

$$
\begin{equation*}
Y^{T}(t) Y(t)=I, \quad \operatorname{Im} Y(t)=T(t)=\operatorname{Ker} N(t), \quad N(t) Y(t)=0, \quad t \in[a, \rho(b)]_{\mathrm{T}} \tag{2.6}
\end{equation*}
$$

According to Definition 9.1 of [31], the linear system

$$
\begin{equation*}
\eta^{\Delta}=\mathcal{A}(t) \eta+\mathcal{B}(t) v, \quad t \in[a, \rho(b)]_{\mathbb{T}}, \tag{2.7}
\end{equation*}
$$

is said to be $M$-controllable over $\mathcal{T}$ if for any vector $d \in \mathbb{R}^{r}$ there exists a vector $\alpha \in \mathbb{R}^{n}$ and a function $v \in \mathcal{T}$ such that the solution $\eta$ of the initial value problem (2.7) with $\eta(a)=\alpha$ satisfies $M\binom{\eta(a)}{\eta(b)}=d$.

Remark 2.8. Throughout the paper we denote by $\Phi(t)$ the fundamental matrix of system (2.7), that is, $\Phi(t)$ is the solution of the initial value problem $\Phi^{\Delta}=\mathcal{A}(t) \Phi$ on $[a, \rho(b)]_{\mathbb{T}}$ with $\Phi(a)=I$. Since the matrix $I+\mu(t) \mathcal{A}(t)$ is assumed to be invertible on $[a, \rho(b)]_{\mathbb{T}}$, the matrix $\mathcal{A}(t)$ is regressive on $[a, \rho(b)]_{\mathbb{T}}$ and it follows that $\Phi(t)$ is invertible on $[a, b]_{\mathbb{T}}$, see [9] (Thm. 5.21) and also [50] (Prop. 2.1). The solutions of (2.7) can be then expressed via the variation of constants formula ([9], Thm. 5.27) as

$$
\begin{equation*}
\eta(t)=\Phi(t) \eta(a)+\Phi(t) \int_{a}^{t}\left[\Phi^{\sigma}(\tau)\right]^{-1} \mathcal{B}(\tau) v(\tau) \Delta \tau, \quad t \in[a, b]_{\mathbb{T}} \tag{2.8}
\end{equation*}
$$

The following characterization of the $M$-controllability of (2.7) over $\mathcal{T}$ in terms of the associated Grammian matrix is proven in the same way as in [31], (Prop. 4.6).
Proposition 2.9. Assume that the matrices $M=\left(M_{a} M_{b}\right)$ and $N(t)$ have full rank and that $I+\mu(t) \mathcal{A}(t)$ is invertible on $[a, \rho(b)]_{\mathbb{T}}$. Then the linear system (2.7) is $M$-controllable over $\mathcal{T}$ if and only if there exists $\varepsilon_{0}>0$ such that the $r \times r$ Grammian matrix

$$
\begin{equation*}
\mathcal{Z}:=\varepsilon_{0}^{2} \mathcal{D D}^{T}+\int_{a}^{b} \mathcal{E}(t) \mathcal{E}^{T}(t) \Delta t>0 \tag{2.9}
\end{equation*}
$$

i.e., $\mathcal{Z}$ is positive definite, where $\mathcal{D} \in \mathbb{R}^{r \times n}$ and $\mathcal{E}(t) \in \mathbb{R}^{r \times(m-k)}$ are matrices defined by

$$
\begin{equation*}
\mathcal{D}:=M\binom{I}{\Phi(b)}=M_{a}+M_{b} \Phi(b), \quad \mathcal{E}(t):=M_{b} \Phi(b)\left[\Phi^{\sigma}(t)\right]^{-1} \mathcal{B}(t) Y(t) \tag{2.10}
\end{equation*}
$$

The weak Pontryagin maximum principle on time scales for problem (C) is proven in [31], (Thm. 9.4).
Proposition 2.10. Assume that $(\hat{x}, \hat{u})$ is a weak local minimum for problem $(\mathrm{C})$ such that the assumption (A1) holds. Then there exists a constant $\lambda_{0} \geq 0$, a vector $\hat{\gamma} \in \mathbb{R}^{r}$, a function $\hat{\lambda}:[a, \rho(b)]_{\mathbb{T}} \rightarrow \mathbb{R}^{k}, \hat{\lambda} \in \mathrm{C}_{\mathrm{prd}}$, and a function $\hat{p}:[a, b]_{\mathbb{T}} \rightarrow \mathbb{R}^{n}, \hat{p} \in \mathrm{C}_{\mathrm{prd}}^{1}$, such that $\lambda_{0}+\|\hat{p}\|_{\mathrm{C}} \neq 0$ and satisfying the conditions

$$
\begin{gather*}
-\hat{p}^{\Delta}(t)=\nabla_{x} H^{T}\left(t, \hat{x}(t), \hat{u}(t), \hat{p}^{\sigma}(t), \hat{\lambda}(t), \lambda_{0}\right), \quad t \in[a, \rho(b)]_{\mathbb{T}}  \tag{2.11}\\
\nabla_{u} H^{T}\left(t, \hat{x}(t), \hat{u}(t), \hat{p}^{\sigma}(t), \hat{\lambda}(t), \lambda_{0}\right)=0, \quad t \in[a, \rho(b)]_{\mathbb{T}}  \tag{2.12}\\
\binom{-\hat{p}(a)}{\hat{p}(b)}=\lambda_{0} \nabla K^{T}(\hat{x}(a), \hat{x}(b))+M^{T} \hat{\gamma} \tag{2.13}
\end{gather*}
$$

Moreover, if the system (2.7) is $M$-controllable over $\mathcal{T}$, then we may take $\lambda_{0}=1$ and in this case the quantities $\hat{\gamma}, \hat{\lambda}(\cdot)$, and $\hat{p}(\cdot)$ are unique.

Let $(\hat{x}, \hat{u})$ be a feasible pair satisfying assumption (A2). We recall from Section 9 of [31] the following notions. A pair $(\eta, v)$ is called an admissible direction (or a tangent direction) if $\eta \in \mathrm{C}_{\mathrm{prd}}^{1}[a, b]_{\mathbb{T}}, v \in \mathrm{C}_{\mathrm{prd}}[a, \rho(b)]_{\mathbb{T}}$, and

$$
\begin{equation*}
\eta^{\Delta}(t)=\mathcal{A}(t) \eta(t)+\mathcal{B}(t) v(t), \quad N(t) v(t)=0, \quad t \in[a, \rho(b)]_{\mathbb{T}}, \quad M\binom{\eta(a)}{\eta(b)}=0 \tag{2.14}
\end{equation*}
$$

The second variation of the functional $J$ in problem (C) at $(\hat{x}, \hat{u})$ in the admissible direction $(\eta, v)$ is defined as the quantity

$$
\begin{equation*}
J^{\prime \prime}(\eta, v):=\frac{1}{2}\binom{\eta(a)}{\eta(b)}^{T} \Gamma\binom{\eta(a)}{\eta(b)}+\frac{1}{2} \int_{a}^{b}\binom{\eta(t)}{v(t)}^{T} \nabla_{(x, u)}^{2} \hat{H}(t)\binom{\eta(t)}{v(t)} \Delta t \tag{2.15}
\end{equation*}
$$

where the function $\nabla_{(x, u)}^{2} \hat{H}(t)$ on $[a, \rho(b)]_{\mathbb{T}}$ is given

$$
\begin{equation*}
\nabla_{(x, u)}^{2} \hat{H}(t):=\nabla_{(x, u)}^{2} H\left(t, \hat{x}(t), \hat{u}(t), \hat{p}^{\sigma}(t), \hat{\lambda}(t), 1\right) \tag{2.16}
\end{equation*}
$$

and the symmetric $2 n \times 2 n$ matrix $\Gamma$ is defined by

$$
\begin{equation*}
\Gamma:=\nabla^{2} K(\hat{x}(a), \hat{x}(b))+\hat{\gamma}^{T} \nabla^{2} \varphi(\hat{x}(a), \hat{x}(b)) . \tag{2.17}
\end{equation*}
$$

When $(\eta, v)$ varies in the space of admissible directions, then $J^{\prime \prime}$ becomes a quadratic functional.

## 3. Sufficiency via coercivity

In this section we prove the first main result of this paper (Thm. 3.3 below), namely a sufficient condition for a strict weak local minimum in problem (C) expressed in terms of the coercivity of the second variation $J^{\prime \prime}$. It is known in [31], (Thm. 9.7) that the nonnegativity of the second variation is a necessary condition for a weak local minimum in (C). In this respect the gap between the necessary condition (the nonnegativity of $J^{\prime \prime}$ ) and the presented sufficient condition (the coercivity of $J^{\prime \prime}$ ) is as small as possible. The examples illustrating this fact are already known in the calculus of variations setting, see e.g. [28, 30].

Definition 3.1. The functional $J^{\prime \prime}$ is coercive if there exists $\alpha>0$ such that

$$
\begin{equation*}
J^{\prime \prime}(\eta, v) \geq \frac{\alpha}{2}\left\{|\eta(a)|^{2}+|\eta(b)|^{2}+\int_{a}^{b}\left(|\eta(t)|^{2}+|v(t)|^{2}\right) \Delta t\right\} \tag{3.1}
\end{equation*}
$$

for all admissible directions $(\eta, v)$.
Remark 3.2. One can easily show by using the variation of constants formula (2.8) that the above definition of the coercivity is equivalent to removing the term $|\eta(t)|^{2}$ from the integrand. Indeed, assume that there exists $\beta>0$ such that for all admissible directions $(\eta, v)$ we have

$$
\begin{equation*}
J^{\prime \prime}(\eta, v) \geq \frac{\beta}{2}\left\{|\eta(a)|^{2}+|\eta(b)|^{2}+\int_{a}^{b}|v(t)|^{2} \Delta t\right\} \tag{3.2}
\end{equation*}
$$

Then we obtain from (2.8) by the Schwarz and arithmetic-geometric mean inequalities for some constant $k>0$ the estimate

$$
|\eta(t)|^{2} \leq k\left\{|\eta(a)|^{2}+\int_{a}^{b}|v(t)|^{2} \Delta t\right\}
$$

which upon adding the term $k|\eta(b)|^{2}$ on the right-hand side and integration over $[a, b]_{\mathbb{T}}$ yields

$$
\begin{equation*}
\int_{a}^{b}|\eta(t)|^{2} \Delta t \leq k(b-a)\left\{|\eta(a)|^{2}+|\eta(b)|^{2}+\int_{a}^{b}|v(t)|^{2} \Delta t\right\} \tag{3.3}
\end{equation*}
$$

Therefore, if (3.2) holds, then by (3.3) we get

$$
\begin{aligned}
J^{\prime \prime}(\eta, v) & \geq \frac{\beta}{4}\left\{|\eta(a)|^{2}+|\eta(b)|^{2}+\int_{a}^{b}|v(t)|^{2} \Delta t\right\}+\frac{\beta}{4 k(b-a)} \int_{a}^{b}|\eta(t)|^{2} \\
& \geq \frac{\alpha}{2}\left\{|\eta(a)|^{2}+|\eta(b)|^{2}+\int_{a}^{b}\left(|\eta(t)|^{2}+|v(t)|^{2}\right) \Delta t\right\}, \quad \alpha:=\min \left\{\frac{\beta}{2}, \frac{\beta}{2 k(b-a)}\right\}
\end{aligned}
$$

showing that (3.1) is satisfied. The coercivity condition in (3.2) is used e.g. for the time scale calculus of variations problem in [28], (Sect. 6), where $v(t)=\eta^{\Delta}(t)$.

The following theorem is a direct generalization of Theorem 2 of [28] from the calculus of variations setting to the optimal control setting on time scales. This result also extends the sufficient condition for continuous time nonlinear optimal control problems in [55], (Thm. 2.3).

Theorem 3.3 (Sufficiency for problem (C)). Let ( $\hat{x}, \hat{u}$ ) be feasible for problem (C), assumption (A2) holds, and system (2.7) is $M$-controllable over $\mathcal{T}$. Let $\hat{p}(\cdot), \hat{\lambda}(\cdot), \lambda_{0}=1$, and $\hat{\gamma}$ satisfy the weak Pontryagin maximum principle (Prop. 2.10) and assume that the second variation of the functional $J$ at $(\hat{x}, \hat{u})$ is coercive, i.e., for some $\alpha>0$ inequality (3.1) holds for all admissible directions $(\eta, v)$. Then $(\hat{x}, \hat{u})$ is a strict weak local minimum for $(\mathrm{C})$. In addition, there exists $\delta_{0}>0$ such that for any feasible pair $(x, u)$ with $\|(x-\hat{x}, u-\hat{u})\|_{\mathrm{C}_{\mathrm{prd}}}<\delta_{0}$ we have

$$
J(x, u)-J(\hat{x}, \hat{u}) \geq \frac{\alpha}{16}\left\{|x(a)-\hat{x}(a)|^{2}+|x(b)-\hat{x}(b)|^{2}+\int_{a}^{b}\left(|x(t)-\hat{x}(t)|^{2}+|u(t)-\hat{u}(t)|^{2}\right) \Delta t\right\}
$$

The proof of Theorem 3.3 is displayed below after important preparatory lemmas. The first lemma states that the difference $(x, u)-(\hat{x}, \hat{u})$ of two feasible pairs $(x, u)$ and $(\hat{x}, \hat{u})$ can be approximated by an admissible pair $(\eta, v)$. This statement generalizes Lemma 7 of [28] to the control setting. Its proof is displayed in Appendix A.

Lemma 3.4. Let ( $\hat{x}, \hat{u}$ ) be a feasible pair for (C), assumption (A1) holds, and system (2.7) is $M$-controllable over $\mathcal{T}$. Then for every $\varepsilon>0$ there exists $\delta>0$ such that for any feasible pair $(x, u)$ with $\|(x-\hat{x}, u-\hat{u})\|_{\mathrm{C}_{\mathrm{prd}}}<\delta$ there exists an admissible direction $(\eta, v)$, i.e., a solution of (2.14), which satisfies for all $t \in[a, \rho(b)]_{\mathbb{T}}$ the estimate

$$
\begin{align*}
\mid(x(t) & -\hat{x}(t)-\eta(t), u(t)-\hat{u}(t)-v(t)) \mid \\
& \leq \varepsilon\left\{|(x(a)-\hat{x}(a), x(b)-\hat{x}(b))|+\int_{a}^{b}|(x(t)-\hat{x}(t), u(t)-\hat{u}(t))| \Delta t\right\} . \tag{3.4}
\end{align*}
$$

In addition, if $b$ is left-scattered, then inequality (3.4) with $|x(b)-\hat{x}(b)-\eta(b)|$ on its left-hand side is also satisfied.

Remark 3.5. In the calculus of variations setting, see e.g. [6, 28], we have $f(t, x, u)=u$ and no control constraints. In this case $m=k=n, \mathcal{A}(t) \equiv 0, \mathcal{B}(t) \equiv I, Y(t) \equiv I, N(t) \equiv 0, \Phi(t) \equiv I$ on $[a, \rho(b)]_{\mathrm{r}}$. This yields that

$$
\mathcal{D}=M_{a}+M_{b}, \quad \mathcal{E}(t) \equiv M_{b}, \quad \mathcal{Z}=\varepsilon_{0}^{2}\left(M_{a}+M_{b}\right)\left(M_{a}^{T}+M_{b}^{T}\right)+(b-a) M_{b} M_{b}^{T} .
$$

The problem (C) is then always $M$-controllable, which can be also seen from the invertibility of the above matrix $\mathcal{Z}$. Indeed, $\mathcal{Z}$ is in this case positive semidefinite (for all $\varepsilon_{0}>0$ ), and if $\mathcal{Z} \omega=0$ for some $\omega \in \mathbb{R}^{r}$, then $M_{b}^{T} \omega=0$ as well as $M_{a}^{T} \omega=0$, i.e., $M^{T} \omega=0$. But since $M$ has full rank, it follows that $\omega=0$. The construction of the pair ( $\tilde{\eta}, \tilde{v}$ ) in (A.16) and (A.15) in the proof of Lemma 3.4 in Appendix A then reduces to $g(t) \equiv 0, \pi(t) \equiv 0$, $\nu(t) \equiv 0, \beta=0$, and

$$
\begin{aligned}
\tilde{\alpha} & =-\varepsilon_{0}^{2}\left(M_{a}^{T}+M_{b}^{T}\right) \mathcal{Z}^{-1} \gamma, \\
\tilde{v}(t) & =-M_{b}^{T} \mathcal{Z}^{-1} \gamma=\tilde{\eta}^{\Delta}(t), \quad t \in[a, \rho(b)]_{\mathbb{T}}, \\
\tilde{\eta}(t) & =-\varepsilon_{0}^{2}\left(M_{a}^{T}+M_{b}^{T}\right) \mathcal{Z}^{-1} \gamma-(t-a) M_{b}^{T} \mathcal{Z}^{-1} \gamma, \quad t \in[a, b]_{\mathbb{T}} .
\end{aligned}
$$

In the proof of Lemma 7, page 160 from [28] we have used a slightly simpler construction of a constant function $\tilde{\eta}^{\Delta}(t)$ and a linear function $\tilde{\eta}(t)$ with the aid of the matrix $\left(M M^{T}\right)^{-1}$. In this respect it is quite surprising that such an explicit construction of $(\tilde{\eta}, \tilde{v})$ is also possible in the optimal control setting. In this construction we can appreciate the crucial role of the matrix $\mathcal{Z}$, whose invertibility characterizes the $M$-controllability of system (2.7) over $\mathcal{T}$, according to Proposition 2.9.

The second lemma provides an estimate for the second variation of $J$ evaluated at the difference between a feasible pair $(x, u)$ and the reference pair $(\hat{x}, \hat{u})$. Its proof is also displayed in Appendix A.
Lemma 3.6. Let ( $\hat{x}, \hat{u}$ ) be feasible for problem (C), assumption (A2) holds, and system (2.7) is $M$-controllable over $\mathcal{T}$. If the functional $J^{\prime \prime}$ at $(\hat{x}, \hat{u})$ is coercive for some $\alpha>0$, then there exists $\delta_{0}>0$ such that for all feasible pairs $(x, u)$ with $\|(x-\hat{x}, u-\hat{u})\|_{\mathrm{C}_{\mathrm{prd}}}<\delta_{0}$ we have

$$
J^{\prime \prime}(x-\hat{x}, u-\hat{u}) \geq \frac{\alpha}{8}\left\{|x(a)-\hat{x}(a)|^{2}+|x(b)-\hat{x}(b)|^{2}+\int_{a}^{b}\left(|x(t)-\hat{x}(t)|^{2}+|u(t)-\hat{u}(t)|^{2}\right) \Delta t\right\} .
$$

We are now ready to present the proof of Theorem 3.3.
Proof of Theorem 3.3. First we recall the definition of the Hamiltonian $H\left(t, x, u, p, \lambda, \lambda_{0}\right)$ with $\lambda_{0}=1$ in (1.4). Let $(\hat{x}, \hat{u})$ be feasible and let $\hat{p}(\cdot), \hat{\lambda}(\cdot), \lambda_{0}=1$, and $\hat{\gamma}$ be the associated functions satisfying the weak Pontryagin maximum principle (Prop. 2.10). Moreover, let the second variation of $J$ at $(\hat{x}, \hat{u})$ be coercive with a constant $\alpha>0$ as in (3.1). As in (2.16), we use the notation $\hat{H}(t):=H\left(t, \hat{x}(t), \hat{u}(t), \hat{p}^{\sigma}(t), \hat{\lambda}(t), 1\right)$, and if $(x, u)$ is another feasible pair, then we set $H(t):=H\left(t, x(t), u(t), \hat{p}^{\sigma}(t), \hat{\lambda}(t), 1\right)$. Similar notation will be used for the gradient and Hessian matrix of $\hat{H}(t)$ and $H(t)$ with respect to the second and third variables. We adopt the notation

$$
\begin{equation*}
\mathrm{d} \hat{x}(t):=x(t)-\hat{x}(t), \quad t \in[a, b]_{\mathbb{T}}, \quad \mathrm{d} \hat{u}(t):=u(t)-\hat{u}(t), \quad t \in[a, \rho(b)]_{\mathbb{T}}, \tag{3.5}
\end{equation*}
$$

and set $c:=\left(\mathrm{d} \hat{x}^{T}(a), \mathrm{d} \hat{x}^{T}(b)\right)^{T}$ and $\mathrm{d} \hat{y}(t):=\left(\mathrm{d} \hat{x}^{T}(t), \mathrm{d} \hat{u}^{T}(t)\right)^{T}$. By the second order Taylor expansion and the integration by parts, we calculate the difference

$$
\begin{align*}
J(x, u)- & J(\hat{x}, \hat{u})=\left(K+\hat{\gamma}^{T} \varphi\right)(x(a), x(b))-\left(K+\hat{\gamma}^{T} \varphi\right)(\hat{x}(a), \hat{x}(b)) \\
& +\int_{a}^{b}\left\{H(t)-\hat{H}(t)-\left[\hat{p}^{\sigma}(t)\right]^{T} \mathrm{~d} \hat{x}^{\Delta}(t)\right\} \Delta t \\
= & {\left[\nabla K(\hat{x}(a), \hat{x}(b))+\hat{\gamma}^{T} M+\binom{\hat{p}(a)}{-\hat{p}(b)}^{T}\right] c+\frac{1}{2} c^{T} \nabla^{2}\left(K^{T}+\hat{\gamma}^{T} \nabla^{2} \varphi^{T}\right)\left(\omega_{0}, \zeta_{0}\right) c } \\
& +\int_{a}^{b}\left\{\left(\nabla_{x} \hat{H}(t)+\left[\hat{p}^{\Delta}(t)\right]^{T}\right) \mathrm{d} \hat{x}(t)+\nabla_{u} \hat{H}(t) \mathrm{d} \hat{u}(t)\right. \\
& \left.+\frac{1}{2} \mathrm{~d} \hat{y}^{T}(t) \nabla_{(x, u)}^{2} H\left(t, \xi_{0}(t), \nu_{0}(t), \hat{p}^{\sigma}(t), \hat{\lambda}(t), 1\right) \mathrm{d} \hat{y}(t)\right\} \Delta t, \tag{3.6}
\end{align*}
$$

where

$$
\binom{\omega_{0}}{\zeta_{0}}=\binom{\hat{x}(a)}{\hat{x}(b)}+\theta_{1} c, \quad\binom{\xi_{0}(t)}{\nu_{0}(t)}=\binom{\hat{x}(t)}{\hat{u}(t)}+\theta_{2}(t) \mathrm{d} \hat{y}(t), \quad t \in[a, \rho(b)]_{\mathrm{T}},
$$

with $\theta_{1} \in(0,1)$ and $\theta_{2}(t) \in(0,1)$ for all $t \in[a, \rho(b)]_{\mathrm{T}}$. We now apply the first order conditions from the weak Pontryagin maximum principle (Prop. 2.10) and subtract and add the term $J^{\prime \prime}(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})$ in (3.6) to get

$$
\begin{aligned}
J(x, u)- & J(\hat{x}, \hat{u})=J^{\prime \prime}(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})+\frac{1}{2} c^{T}\left[\nabla^{2}\left(K+\hat{\gamma}^{T} \varphi\right)\left(\omega_{0}, \zeta_{0}\right)-\Gamma\right] c \\
& +\frac{1}{2} \int_{a}^{b}\left\{\mathrm{~d} \hat{y}^{T}(t)\left[\nabla_{(x, u)}^{2} H\left(t, \xi_{0}(t), \nu_{0}(t), \hat{p}^{\sigma}(t), \hat{\lambda}(t), 1\right)-\nabla_{(x, u)}^{2} \hat{H}(t)\right] \mathrm{d} \hat{y}(t)\right\} \Delta t
\end{aligned}
$$

where $\Gamma$ is given in (2.17). By the continuity of $\nabla^{2}\left(K+\hat{\gamma}^{T} \varphi\right)(\cdot, \cdot)$ and by the continuity of $\nabla_{(x, u)}^{2} H\left(t, \cdot \cdot \cdot, \hat{p}^{\sigma}(t), \hat{\lambda}(t), 1\right)$ at $(\hat{x}, \hat{u})$ uniformly in $t$ on $[a, \rho(b)]_{\mathrm{r}}$, for every $\beta>0$ there exists $\delta_{1}>0$ (with $\left.\delta_{1}<\varepsilon_{1}\right)$ such that for any $(\omega, \zeta) \in B_{\delta_{1}}(\hat{x}(a), \hat{x}(b))$ and for any $(\xi, \nu) \in \mathbb{R}^{n} \times \mathbb{R}^{m}$ and $t \in[a, \rho(b)]_{\mathbb{T}}$ with $(t, \xi, \nu) \in T_{\delta_{1}}(\hat{x}, \hat{u})$ we have

$$
\begin{equation*}
\left|\nabla^{2}\left(K+\hat{\gamma}^{T} \varphi\right)(\omega, \zeta)-\Gamma\right|<\beta, \quad\left|\nabla_{(x, u)}^{2} H\left(t, \xi, \nu, \hat{p}^{\sigma}(t), \hat{\lambda}(t), 1\right)-\nabla_{(x, u)}^{2} \hat{H}(t)\right|<\beta . \tag{3.7}
\end{equation*}
$$

Put $\delta:=\min \left\{\delta_{0}, \delta_{1}, \varepsilon_{1}\right\}$, where $\delta_{0}$ is the number from Lemma 3.6 and $\delta_{1}$ is the number from above corresponding to $\beta:=\alpha / 8$. Then by Lemma 3.6 and inequality (3.7) for any feasible pair $(x, u)$ with $\|(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})\|_{\mathrm{C}_{\text {prd }}}<\delta$ we have

$$
\begin{aligned}
J(x, u)-J(\hat{x}, \hat{u}) & \geq\left(\frac{\alpha}{8}-\frac{\beta}{2}\right)\left\{|c|^{2}+\int_{a}^{b}|\mathrm{~d} \hat{y}(t)|^{2} \Delta t\right\} \\
& =\frac{\alpha}{16}\left\{|\mathrm{~d} \hat{x}(a)|^{2}+|\mathrm{d} \hat{x}(b)|^{2}+\int_{a}^{b}\left(|\mathrm{~d} \hat{x}(t)|^{2}+|\mathrm{d} \hat{u}(t)|^{2}\right) \Delta t\right\} .
\end{aligned}
$$

Therefore, $(\hat{x}, \hat{u})$ is a strict weak local minimum for problem (C). We note that the term $(1 / 2) \mathrm{d} \hat{y}^{T}(t) \nabla_{(x, u)}^{2} H\left(t, \xi_{0}(t), \nu_{0}(t), \hat{p}^{\sigma}(t), \hat{\lambda}(t), 1\right) \mathrm{d} \hat{y}(t)$ used in the above calculations is indeed integrable on $[a, b]_{\mathrm{T}}$, since it is equal to $H(t)-\hat{H}(t)-\nabla_{(x, u)} \hat{H}(t) \mathrm{d} \hat{y}(t)$ on $[a, \rho(b)]_{\mathrm{T}}$, which is an rd-continuous function by Lemma 2.7 (iii). The proof is now complete.

We illustrate the applicability of Theorem 3.3 by the following example, which was analyzed in the continuous time setting in [45], Example 3.1.

Example 3.7. Consider the time scale $\mathbb{T}:=[0,1] \cup[2,3]$, which is denoted by $[0,3]_{\mathbb{T}}$. Define the following optimal control problem on $[0,3]_{\mathbb{T}}$ by

$$
\begin{equation*}
\operatorname{minimize} \quad J(x, u):=\int_{0}^{3}\left\{u_{1}^{3}(t)-\frac{1}{2} u_{2}^{2}(t)-\frac{1}{8} x(t) u_{1}(t)\right\} \Delta t \tag{3.8}
\end{equation*}
$$

subject to $x \in \mathrm{C}_{\mathrm{prd}}^{1}[0,3]_{\mathbb{T}}$ and $u \in \mathrm{C}_{\text {prd }}[0,3]_{\mathbb{T}}$ such that

$$
x^{\Delta}(t)=-\frac{1}{8} x(t)+u_{1}(t), \quad u_{1}^{2}(t)+u_{2}^{2}(t)=4, \quad t \in[0,3]_{\mathbb{T}}, \quad x(0)=0=x(3) .
$$

Here $n=1, m=2, k=1, r=2$, and $u=\left(u_{1}, u_{2}\right)^{T}$. The goal is to use Theorem 3.3 to show that the feasible pair $(\hat{x}, \hat{u})$ with $\hat{x}(t) \equiv 0$ and $\hat{u}(t) \equiv(0,2)^{T}$ on $[0,3]_{\mathbb{T}}$ is a weak local minimum for problem (3.8). It is immediate that assumption (A2) holds, where $M=I_{2 \times 2}$ and $N(t) \equiv(0,4)$ are of full rank, and $I+\mu(t) f_{x}(t, \hat{x}(t), \hat{u}(t))=$ $1-\frac{1}{8} \mu(t) \geq 1-\frac{1}{8}>0$ on $[0,3]_{\mathrm{T}}$. System (2.14) with $v=\left(v_{1}, v_{2}\right)^{T}$ is then of the form

$$
\begin{equation*}
\eta^{\Delta}(t)=-\frac{1}{8} \eta(t)+v_{1}(t), \quad v_{2}(t) \equiv 0, \quad t \in[0,3]_{\mathrm{T}}, \quad \eta(0)=0=\eta(3) . \tag{3.9}
\end{equation*}
$$

That is, $\mathcal{A}(t) \equiv-\frac{1}{8}$ and $\mathcal{B}(t) \equiv(1,0)$ on $[0,3]_{\mathrm{T}}$. Hence, the system in (3.9) is in this case $M$-controllable over the set $\mathcal{T}=\left\{v(\cdot)=\left(v_{1}(\cdot), 0\right)^{T}, v_{1} \in \mathrm{C}_{\text {prd }}[0,3]_{\mathrm{T}}\right\}$, as it can be seen directly or via Theorem 9.3 of [31].

Set $\hat{p}(t) \equiv 0, \hat{\lambda}(t) \equiv \frac{1}{2}, \lambda_{0}=1$, and take any $\hat{\gamma} \in \mathbb{R}^{2}$. Then clearly $(\hat{x}, \hat{u}, \hat{p}, \lambda, 1, \hat{\gamma})$ satisfies the weak Pontryagin maximum principle (Prop. 2.10). According to (2.15) and taking into account that $v_{2}(t) \equiv 0$, the second variation of (3.8) at $(\hat{x}, \hat{u})$ is

$$
\begin{equation*}
J^{\prime \prime}\left(\eta, v_{1}\right):=\frac{1}{2} \int_{0}^{3}\left\{v_{1}^{2}(t)-\frac{1}{4} \eta(t) v_{1}(t)\right\} \Delta t \tag{3.10}
\end{equation*}
$$

where the functions $\eta \in \mathrm{C}_{\mathrm{prd}}^{1}[0,3]_{\mathbb{T}}$ and $v_{1} \in \mathrm{C}_{\text {prd }}[0,3]_{\mathbb{T}}$ satisfy (3.9). We first prove the positivity of (3.10) via the Picone formula in Proposition 4.11 from [54]. We set

$$
W(t):= \begin{cases}\frac{1}{8} \tan \left(-\frac{1}{8} t+\frac{1}{8}+\arctan \frac{71}{56}\right), & t \in[0,1], \\ \frac{1}{8} \tan \left(-\frac{1}{8} t+\frac{1}{4}+\frac{\pi}{4}\right), & t \in[2,3] .\end{cases}
$$

Then $W(t)$ is a solution of the Riccati dynamic equation

$$
W^{\Delta}+\frac{\left(W^{\sigma}+\frac{1}{8}\right)^{2}}{1-\mu(t) W^{\sigma}}+\frac{1}{64}=0, \quad t \in[0,3]_{\mathbb{T}},
$$

with $K(t):=1-\mu(t) W^{\sigma}(t) \geq 1-W(2)=\frac{7}{8}>0$ on $[0,3]_{\mathrm{T}}$. Thus, by Proposition 4.11 of [54], it follows that for any pair ( $\eta, v_{1}$ ) admissible for (3.10) we have

$$
\begin{equation*}
J^{\prime \prime}\left(\eta, v_{1}\right)=\frac{1}{2} \int_{0}^{3} \frac{z^{2}(t)}{K(t)} \Delta t \geq 0 \tag{3.11}
\end{equation*}
$$

where $z(t):=K(t) v_{1}(t)-M(t) \eta(t)$ and $M(t):=\frac{1}{8} K(t)+W^{\sigma}(t)$ on $[0,3]_{\mathbb{T}}$. In addition, if $J^{\prime \prime}\left(\eta, v_{1}\right)=0$ for such a pair $\left(\eta, v_{1}\right)$, then (3.11) yields that $z(t) \equiv 0$, which by (3.9) means that $\eta$ satisfies the linear dynamic equation $\eta^{\Delta}(t)=\left[W^{\sigma}(t) / K(t)\right] \eta(t)$ on $[0,3]_{\mathbb{T}}$ with $\eta(0)=0=\eta(3)$. This implies by the uniqueness of solutions that $\eta(t) \equiv 0$, and hence by (3.9) that also $v_{1}(t) \equiv 0$ on $[0,3]_{\mathrm{T}}$. Therefore, the functional $J^{\prime \prime}\left(\eta, v_{1}\right)$ is positive.

To prove that $J^{\prime \prime}\left(\eta, v_{1}\right)$ is coercive we notice from (3.9) that $v_{1}(t)=\eta^{\Delta}(t)+\frac{1}{8} \eta(t)$ on $[0,3]_{\mathbb{T}}$, and hence

$$
J^{\prime \prime}\left(\eta, v_{1}\right)=\mathcal{I}(\eta):=\frac{1}{2} \int_{0}^{3}\left\{\left[\eta^{\Delta}(t)\right]^{2}-\frac{1}{64} \eta^{2}(t)\right\} \Delta t
$$

where $\eta \in \mathrm{C}_{\mathrm{prd}}^{1}[0,3]_{\mathbb{T}}$ with $\eta(0)=0=\eta(3)$. Note that the functional $\mathcal{I}(\eta)$ is positive and the corresponding strengthened Legendre condition $R\left(t^{ \pm}\right) \equiv 1>0$ at dense points of $[0,3]_{\mathbb{T}}$ holds. Thus, the functional $\mathcal{I}(\eta)$ is coercive in $\eta^{\Delta}$ by applying the version of Theorem 4.1 from [30] for quadratic forms without shift in $\eta$, see also Proposition 3 of [51] and Remark 1.1. It follows that there exists $\beta>0$ such that for any $\eta \in \mathrm{C}_{\mathrm{prd}}^{1}[0,3]_{\mathbb{T}}$ with $\eta(0)=0=\eta(3)$ we have

$$
\begin{equation*}
\mathcal{I}(\eta) \geq \frac{\beta}{2} \int_{0}^{3}\left|\eta^{\Delta}(t)\right|^{2} \Delta t \geq \frac{\alpha}{2} \int_{0}^{3} v_{1}^{2}(t) \Delta t=\frac{\alpha}{2} \int_{0}^{3} v^{2}(t) \Delta t \tag{3.12}
\end{equation*}
$$

where $\alpha:=7 \beta / 128>0$ and where the last inequality in (3.12) is obtained by using (3.9) and the CauchySchwarz inequality. Whence, we proved that the second variation $J^{\prime \prime}\left(\eta, v_{1}\right)$ in (3.10) is coercive. Therefore, the feasible pair $\hat{x}(t) \equiv 0, \hat{u}(t) \equiv(0,2)^{T}$ together with $\lambda_{0}=1, \hat{p}(t) \equiv 0, \hat{\lambda}(t) \equiv \frac{1}{2}$, and $\hat{\gamma} \in \mathbb{R}^{2}$ satisfy the assumptions of Theorem 3.3. Hence, by this theorem, $(\hat{x}, \hat{u})$ is a strict weak local minimum for problem (3.8).

## 4. Application To sensitivity Analysis

In this section we provide a sensitivity analysis for the nonlinear optimal control problem (C) with separated endpoints. In particular, we will show that given a problem $\left(\mathrm{C}_{\omega}\right)$ depending on a parameter $\omega$, then a weak local minimum $(\hat{x}, \hat{u})$ for $\left(\mathrm{C}_{\hat{\omega}}\right)$ with corresponding multipliers $\left(\hat{p}, \hat{\lambda}, \hat{\gamma}_{a}, \hat{\gamma}_{b}\right)$ can be embedded into a family of optimal solutions $(x(\cdot, \omega), u(\cdot, \omega))$ and corresponding multipliers $\left(p(\cdot, \omega), \lambda(\cdot, \omega), \gamma_{a}(\omega), \gamma_{b}(\omega)\right)$ for sufficiently small perturbations of the parameter $\omega$ near $\hat{\omega}$. This result is based on a suitable application of the implicit function theorem and the new sufficiency criterion in Theorem 3.3.

Consider the parametric nonlinear optimal control problem

$$
\operatorname{minimize} \quad J(x, u, \omega):=K_{a}(x(a), \omega)+K_{b}(x(b), \omega)+\int_{a}^{b} L(t, x(t), u(t), \omega) \Delta t
$$

subject to $x \in \mathrm{C}_{\mathrm{prd}}^{1}[a, b]_{\mathbb{T}}$ and $u \in \mathrm{C}_{\mathrm{prd}}[a, \rho(b)]_{\mathbb{T}}$ such that

$$
\begin{align*}
x^{\Delta}(t) & =f(t, x(t), u(t), \omega), \quad t \in[a, \rho(b)]_{\mathbb{T}}  \tag{4.1}\\
\psi(t, u(t), \omega) & =0, \quad t \in[a, \rho(b)]_{\mathbb{T}}  \tag{4.2}\\
\varphi_{a}(x(a), \omega) & =0, \quad \varphi_{b}(x(b), \omega)=0 \tag{4.3}
\end{align*}
$$

Similarly to problem (C) in Section 1 we assume that $n, m, k, r_{a}, r_{b}, d \in \mathbb{N}$ are given dimensions with $k \leq m \leq n$ and $r_{a} \leq n, r_{b} \leq n$, the state $x:[a, b]_{\mathbb{T}} \rightarrow \mathbb{R}^{n}$, the control $u:[a, \rho(b)]_{\mathbb{T}} \rightarrow \mathbb{R}^{m}$, the parameter $\omega \in \mathbb{R}^{d}$, and the data satisfy

$$
\begin{aligned}
& L:[a, \rho(b)]_{\mathbb{T}} \times \mathbb{R}^{n} \times \mathbb{R}^{m} \times \mathbb{R}^{d} \rightarrow \mathbb{R}, \quad K_{a}: \mathbb{R}^{n} \times \mathbb{R}^{d} \rightarrow \mathbb{R}, \quad K_{b}: \mathbb{R}^{n} \times \mathbb{R}^{d} \rightarrow \mathbb{R} \\
& f:[a, \rho(b)]_{\mathbb{T}} \times \mathbb{R}^{n} \times \mathbb{R}^{m} \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{n}, \\
& \psi:[a, \rho(b)]_{\mathbb{T}} \times \mathbb{R}^{m} \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{k} \times
\end{aligned}
$$

The Hamiltonian corresponding to problem $\left(\mathrm{C}_{\omega}\right)$ is defined by

$$
\begin{equation*}
H(t, x, u, p, \lambda, \omega):=p^{T} f(t, x, u, \omega)+L(t, x, u, \omega)+\lambda^{T} \psi(t, u, \omega) \tag{4.4}
\end{equation*}
$$

Since we now consider the problem $\left(\mathrm{C}_{\omega}\right)$ with separated endpoints, we have $r=r_{a}+r_{b}$ in the context of problem (C) and

$$
\varphi(x, y, \omega)=\binom{\varphi_{a}(x, \omega)}{\varphi_{b}(y, \omega)}, \quad \nabla_{(x, y)} \varphi(x, y, \omega)=\left(\begin{array}{cc}
\nabla_{x} \varphi_{a}(x, \omega) & 0 \\
0 & \nabla_{y} \varphi_{b}(y, \omega)
\end{array}\right)
$$

Throughout this section we fix $\hat{\omega} \in \mathbb{R}^{d}$ and the feasible pair $(\hat{x}, \hat{u})$ for problem $\left(\mathrm{C}_{\hat{\omega}}\right)$. We assume the following hypothesis (H1) to hold on the data, where

$$
h(t, x, u, \omega):=(L(t, x, u, \omega), f(t, x, u, \omega), \psi(t, u, \omega))
$$

(H1) There exists $\varepsilon_{1}>0$ such that the functions $\left(K_{a}(\cdot, \cdot), \varphi_{a}(\cdot, \cdot)\right)$, and $\left(K_{b}(\cdot, \cdot), \varphi_{b}(\cdot, \cdot)\right)$ are twice continuously differentiable respectively on $B_{\varepsilon_{1}}(\hat{x}(a), \hat{\omega})$ and $B_{\varepsilon_{1}}(\hat{x}(b), \hat{\omega})$; the function $h(t, \cdot, \cdot, \cdot)$ is twice differentiable in $(x, u, \omega)$ on $B_{\varepsilon_{1}}(\hat{x}(t), \hat{u}(t)) \times B_{\varepsilon_{1}}(\hat{\omega})$; the functions $h(t, \cdot, \cdot, \cdot), \nabla_{(x, u)} h(t, \cdot, \cdot, \cdot)$, and $\nabla_{(x, u)}^{2} h(t, \cdot, \cdot, \cdot)$ are continuous at $(\hat{x}, \hat{u}, \hat{\omega})$ uniformly in $t$; and for $(x, u, \omega)$ in $\mathcal{P} T_{\varepsilon_{1}}(\hat{x}, \hat{u}) \times B_{\varepsilon_{1}}(\hat{\omega})$ the functions $h(\cdot, x, u, \omega)$, $\nabla_{(x, u)} h(\cdot, x, u, \omega)$, and $\nabla_{(x, u)}^{2} h(\cdot, x, u, \omega)$ are rd-continuous on $[a, \rho(b)]_{\mathbb{T}}$.

Following the notation in (2.1) and (2.2), we define the matrices $\hat{\mathcal{A}}(t) \in \mathbb{R}^{n \times n}, \hat{\mathcal{B}}(t) \in \mathbb{R}^{n \times m}, \hat{M}_{a} \in \mathbb{R}^{r_{a} \times n}$, $\hat{M}_{b} \in \mathbb{R}^{r_{b} \times n}, \hat{N}(t) \in \mathbb{R}^{k \times m}$ by

$$
\begin{gather*}
\hat{\mathcal{A}}(t):=f_{x}(t, \hat{x}(t), \hat{u}(t), \hat{\omega}), \quad \hat{\mathcal{B}}(t):=f_{u}(t, \hat{x}(t), \hat{u}(t), \hat{\omega})  \tag{4.5}\\
\hat{M}_{a}:=\nabla_{x} \varphi_{a}(\hat{x}(a), \hat{\omega}), \quad \hat{M}_{b}:=\nabla_{x} \varphi_{b}(\hat{x}(b), \hat{\omega}), \quad \hat{N}(t):=\nabla_{u} \psi(t, \hat{u}(t), \hat{\omega}) . \tag{4.6}
\end{gather*}
$$

For brevity, let $\hat{Y}:[a, \rho(b)]_{\mathbb{T}} \rightarrow \mathbb{R}^{m \times(m-k)}, \hat{Y}(\cdot) \in \mathrm{C}_{\mathrm{prd}}$, be the matrix whose columns form an orthonormal basis for $\operatorname{Ker} \hat{N}(t)$, i.e., we have $\hat{N}(t) \hat{Y}(t)=0$ and $\hat{Y}^{T}(t) \hat{Y}(t)=I_{m-k}$ on $[a, \rho(b)]_{\mathbb{T}} \times \mathbb{R}^{d}$.

For given multipliers $(\hat{p}, \hat{\lambda})$ in $\mathrm{C}_{\mathrm{prd}}^{1} \times \mathrm{C}_{\mathrm{prd}}$, we also define the function $\hat{S}(t) \in \mathbb{R}^{m \times m}$ by

$$
\begin{equation*}
\hat{S}(t):=\hat{H}_{u u}(t)-\mu(t) \hat{\mathcal{B}}^{T}(t)\left[I+\mu(t) \hat{\mathcal{A}}^{T}(t)\right]^{-1} \hat{H}_{x u}(t) \tag{4.7}
\end{equation*}
$$

where the inverse in the above formula exists by hypothesis (H1), and

$$
\begin{equation*}
\hat{H}(t):=H\left(t, \hat{x}(t), \hat{u}(t), \hat{p}^{\sigma}(t), \hat{\lambda}(t), \hat{\omega}\right) \tag{4.8}
\end{equation*}
$$

A pair $(\eta, v) \in \mathrm{C}_{\mathrm{prd}}^{1} \times \mathrm{C}_{\mathrm{prd}}$ is called admissible for problem $\left(\mathrm{C}_{\omega}\right)$ at the feasible pair $(x, u)$ if

$$
\left.\begin{array}{c}
\eta^{\Delta}(t)=f_{x}(t, x(t), u(t), \omega) \eta(t)+f_{u}(t, x(t), u(t), \omega) v(t), \quad t \in[a, \rho(b)]_{\mathbb{T}},  \tag{4.9}\\
\nabla_{u} \psi(t, u(t), \omega) v(t)=0, \quad t \in[a, \rho(b)]_{\mathbb{T}}, \\
\nabla_{x} \varphi_{a}(x(a), \omega) \eta(a)=0, \quad \nabla_{x} \varphi_{b}(x(b), \omega) \eta(b)=0
\end{array}\right\}
$$

The second variation of the functional $J(\cdot, \omega)$ in problem $\left(\mathrm{C}_{\omega}\right)$ at a feasible pair $(x, u)$ and multipliers $\left(p, \lambda, \gamma_{a}, \gamma_{b}\right)$ in the admissible direction $(\eta, v)$ is defined as

$$
J^{\prime \prime}(\eta, v ; x, u, \omega):=\frac{1}{2} \eta^{T}(a) \Gamma_{a} \eta(a)+\frac{1}{2} \eta^{T}(b) \Gamma_{b} \eta(b)+\frac{1}{2} \int_{a}^{b}\binom{\eta(t)}{v(t)}^{T} \nabla_{(x, u)}^{2} H(t)\binom{\eta(t)}{v(t)} \Delta t
$$

where the function $\nabla_{(x, u)}^{2} H(t)$ on $[a, \rho(b)]_{\mathbb{T}}$ is given by

$$
\nabla_{(x, u)}^{2} H(t)=\binom{H_{x x}(t) H_{x u}(t)}{H_{x u}^{T}(t) H_{u u}(t)}:=\nabla_{(x, u)}^{2} H\left(t, x(t), u(t), p^{\sigma}(t), \lambda(t), \omega\right)
$$

and the symmetric $n \times n$ matrices $\Gamma_{a}$ and $\Gamma_{b}$ are defined by

$$
\left.\begin{array}{r}
\Gamma_{a}:=\nabla_{x x}^{2} K_{a}(x(a), \omega)+\gamma_{a}^{T} \nabla_{x x}^{2} \varphi_{a}(x(a), \omega),  \tag{4.10}\\
\Gamma_{b}:=\nabla_{x x}^{2} K_{b}(x(b), \omega)+\gamma_{b}^{T} \nabla_{x x}^{2} \varphi_{b}(x(b), \omega) .
\end{array}\right\}
$$

Here we have $p:[a, b]_{\mathrm{T}} \rightarrow \mathbb{R}^{n}, \lambda:[a, \rho(b)]_{\mathrm{T}} \rightarrow \mathbb{R}^{k}$ and $\gamma_{a} \in \mathbb{R}^{r_{a}}, \gamma_{b} \in \mathbb{R}^{r_{b}}$. We use the notation $J^{\prime \prime}(\eta, v ; \hat{\omega})$ and $\hat{\Gamma}_{a}, \hat{\Gamma}_{b}$ to designate respectively $J^{\prime \prime}(\eta, v ; \hat{x}, \hat{u}, \hat{\omega})$ and $\Gamma_{a}, \Gamma_{b}$ in which the multipliers are $\left.\hat{p}, \hat{\lambda}, \hat{\gamma}_{a}, \hat{\gamma}_{b}\right)$.

In addition to hypothesis (H1) displayed above, we impose the following hypotheses on the base problem $\left(\mathrm{C}_{\hat{\omega}}\right)$.
(H2) There are multipliers ( $\lambda_{0}=1, \hat{p}, \hat{\lambda}, \hat{\gamma}_{a}, \hat{\gamma}_{b}$ ) satisfying with $(\hat{x}, \hat{u})$ the weak maximum principle given by Proposition 2.10 for the problem $\left(\mathrm{C}_{\hat{\omega}}\right)$.
(H3) The $n \times n$ matrix $I+\mu(t) \hat{\mathcal{A}}(t)$ is invertible for all $t \in[a, \rho(b)]_{\mathrm{r}}$; the matrices $\hat{M}_{a}, \hat{M}_{b}$ and $\hat{N}(t)$ for $t \in[a, \rho(b)]_{\mathrm{T}}$ in (4.6) have full rank; and the pair $(\hat{\mathcal{A}}(\cdot), \hat{\mathcal{B}}(\cdot))$ is controllable in the sense that for every $\alpha_{a} \in \mathbb{R}^{r_{a}}$ and $\alpha_{b} \in \mathbb{R}^{r_{b}}$ there exist functions $v \in \mathrm{C}_{\mathrm{prd}}[a, \rho(b)]_{\mathbb{T}}$ and $\eta \in \mathrm{C}_{\mathrm{prd}}^{1}[a, b]_{\mathbb{T}}$ such that

$$
\begin{gather*}
\eta^{\Delta}(t)=\hat{\mathcal{A}}(t) \eta(t)+\hat{\mathcal{B}}(t) v(t), \quad \hat{N}(t) v(t)=0, \quad t \in[a, \rho(b)]_{\pi},  \tag{4.11}\\
\hat{M}_{a} \eta(a)=\alpha_{a}, \quad \hat{M}_{b} \eta(a)=\alpha_{b} . \tag{4.12}
\end{gather*}
$$

(H4) The second variation $J^{\prime \prime}(\cdot ; \hat{\omega})$ is coercive on the space $W^{1,2} \times L^{2}$, i.e., these exists $\alpha>0$ such that

$$
J^{\prime \prime}(\eta, v ; \hat{\omega}) \geq \frac{\alpha}{2}\left\{|\eta(a)|^{2}+|\eta(b)|^{2}+\int_{a}^{b}\left(|\eta(t)|^{2}+|v(t)|^{2}\right) \Delta t\right\}
$$

for all functions $\eta \in W^{1,2}[a, b]_{\mathbb{T}}$ and $v \in L^{2}[a, \rho(b)]_{\mathrm{T}}$ satisfying equation (4.11) for almost all $t \in[a, \rho(b)]_{\mathrm{T}}$ and $\hat{M}_{a} \eta(a)=0, \hat{M}_{b} \eta(b)=0$.
(H5) The $(m-k) \times(m-k)$ matrix-valued function $\hat{Y}^{T}(t) \hat{S}(t) \hat{Y}(t)$ is invertible on $[a, \rho(b)]_{\mathrm{T}}$, where $\hat{S}(t)$ is given in (4.7).

Remark 4.1. As in Proposition 2.9, the controllability assumption in (H3) can be equivalently formulated in terms of the corresponding $\left(r_{a}+r_{b}\right) \times\left(r_{a}+r_{b}\right)$ Grammian matrix

$$
\left(\begin{array}{cc}
\varepsilon_{0}^{2} \hat{M}_{a} \hat{M}_{a}^{T} & \varepsilon_{0}^{2} \hat{M}_{a} \hat{\mathcal{D}}_{b}^{T} \\
\varepsilon_{0}^{2} \hat{\mathcal{D}}_{b} \hat{M}_{a}^{T} & \hat{\mathcal{Z}}_{b}
\end{array}\right)>0
$$

for some $\varepsilon_{0}>0$, where $\hat{\mathcal{D}}_{b} \in \mathbb{R}^{r_{b} \times n}, \hat{\mathcal{Z}}_{b} \in \mathbb{R}^{r_{b} \times r_{b}}$, and $\hat{\mathcal{E}}_{b}(t) \in \mathbb{R}^{r_{b} \times(m-k)}$ are defined by

$$
\begin{gathered}
\hat{\mathcal{D}}_{b}:=\hat{M}_{b} \hat{\Phi}(b), \quad \hat{\mathcal{Z}}_{b}:=\varepsilon_{0}^{2} \hat{\mathcal{D}}_{b} \hat{\mathcal{D}}_{b}^{T}+\int_{a}^{b} \hat{\mathcal{E}}_{b}(t) \hat{\mathcal{E}}_{b}^{T}(t) \hat{\Delta} t, \\
\hat{\mathcal{E}}_{b}(t):=\hat{M}_{b} \hat{\Phi}(b)\left[\hat{\Phi}^{\sigma}(t)\right]^{-1} \hat{\mathcal{B}}(t) \hat{Y}(t) .
\end{gathered}
$$

Here $\hat{\Phi}(t)$ is the fundamental matrix of $\hat{\Phi}^{\Delta}=\hat{\mathcal{A}}(t) \hat{\Phi}$ on $[a, \rho(b)]_{\mathrm{T}}$ with $\hat{\Phi}(a)=I$.

## Remark 4.2.

(i) Hypotheses (H1)-(H4) imply through Theorem 3.3 that $(\hat{x}, \hat{u})$ is a weak local minimum for $\left(\mathrm{C}_{\hat{\omega}}\right)$.
(ii) The invertibility of $I+\mu(t) \hat{\mathcal{A}}(t)$ on $[a, \rho(b)]_{\mathrm{T}}$, the full rank property of $\hat{N}(t)$ on $[a, \rho(b)]_{\mathrm{T}}$, and Remark 2.3 yield the existence of $\varepsilon_{2} \in\left(0, \varepsilon_{1}\right)$ such that if $t \in[a, \rho(b)]_{\mathbb{T}}$ and $(x, u, \omega)$ satisfy $(x, u, \omega) \in B_{\varepsilon_{2}}(\hat{x}(t)) \times$ $B_{\varepsilon_{2}}(\hat{u}(t)) \times B_{\varepsilon_{2}}(\hat{\omega})$, then $\nabla_{u} \psi(t, u, \omega)$ is of full rank and the matrix $I+\mu(t) f_{x}(t, x, u, \omega)$ is invertible.
(iii) By using Remark 4.1 and part (ii) of this remark, hypothesis (H3) implies that for some $\varepsilon_{3} \in\left(0, \varepsilon_{2}\right)$ the system (4.9) is controllable for all $(x, u) \in \mathrm{C}_{\mathrm{prd}}^{1}[a, b]_{\mathrm{T}} \times \mathrm{C}_{\mathrm{prd}}[a, \rho(b)]_{\mathrm{T}}$ with $\|x-\hat{x}\|_{\mathrm{C}_{\mathrm{prd}}}<\varepsilon_{3},\|u-\hat{u}\|_{\mathrm{C}_{\mathrm{prd}}}<\varepsilon_{3}$ and $\omega \in B_{\varepsilon_{3}}(\hat{\omega})$. Note that a direct proof of this fact can be easily made along the one given for the continuous time setting in ([22], p. 319).
(iv) We recall that the space $L^{2}$ consists of functions $y$ which are Lebesgue measurable on $[a, \rho(b)]_{\mathbb{T}}$ and $\int_{a}^{b}|y(t)|^{2} \Delta t$ is finite, and the space $W^{1,2}$ consists of functions $y$, such that $y$ is Lebesgue measurable on $[a, b]_{\mathbb{T}}, y^{\Delta}$ exists almost everywhere and is Lebesgue measurable on $[a, \rho(b)]_{\mathbb{T}}$, and $y, y^{\Delta} \in L^{2}$. We refer to $[1,4,24,48]$ for properties of the Sobolev and Lebesgue spaces on time scales. We also note that the coercivity assumption in (H4) above is slightly stronger than in Definition 3.1, since the considered spaces are different, namely $\mathrm{C}_{\mathrm{prd}}^{1} \times \mathrm{C}_{\mathrm{prd}} \subseteq W^{1,2} \times L^{2}$.
(v) The controllability assumption in hypothesis ( H 3 ) does not only produce a surjective map from $\{(\eta, v) \in$ $\left.\mathrm{C}_{\mathrm{prd}}^{1} \times \mathrm{C}_{\mathrm{prd}}\right\}$ onto $\mathrm{C}_{\mathrm{prd}} \times \mathrm{C}_{\text {prd }} \times \mathbb{R}^{r_{a}+r_{b}}$, but, similarly to the continuous time setting (see [22], (Lem. 1)), it also yields the surjectivity of the linearized constraints from $W^{1,2} \times L^{2}$ onto $L^{2} \times L^{2} \times \mathbb{R}^{r_{a}+r_{b}}$. That is, for any $\left(d, c,\left(\alpha_{a}, \alpha_{b}\right)\right) \in L^{2} \times L^{2} \times \mathbb{R}^{r_{a}+r_{b}}$ there exists $(\eta, v) \in W^{1,2} \times L^{2}$ satisfying (4.12) and

$$
\eta^{\Delta}(t)=\hat{\mathcal{A}}(t) \eta(t)+\hat{\mathcal{B}}(t) v(t)+d(t), \quad \hat{N}(t) v(t)=c(t), \quad t \in[a, \rho(b)]_{\mathbb{T}}
$$

(vi) Hypotheses (H1) and (H4), and part (v) of this remark imply by [21], (Lem. 6) that there is $\varepsilon_{4} \in\left(0, \varepsilon_{3}\right)$ such that for all $\left(\omega, \gamma_{a}, \gamma_{b}, x, u, p, \lambda\right)$ such that

$$
\max \left\{|\omega-\hat{\omega}|,\left|\gamma_{a}-\hat{\gamma}_{a}\right|,\left|\gamma_{b}-\hat{\gamma}_{b}\right|,\|(x, p)-(\hat{x}, \hat{p})\|_{\mathrm{C}_{\mathrm{prd}}},\|(u, \lambda)-(\hat{u}, \hat{\lambda})\|_{\mathrm{C}_{\mathrm{prd}}}\right\}<\varepsilon_{4}
$$

the functional $J^{\prime \prime}(\eta, v ; x, u, \omega)$ is coercive for all $(\eta, v)$ which are admissible for $\left(\mathrm{C}_{\omega}\right)$, i.e., satisfying (4.9).
(vii) Assumption (H5) reduces to $\hat{S}(t)$ being invertible on $[a, \rho(b)]_{\mathbb{T}}$ when no control constraints are present $(k=0)$, while it is vacuous when the maximal number of control constraints is imposed $(k=m)$.

The main result of this section is formulated as follows. The positive numbers $\varepsilon_{2}$ and $\varepsilon_{4}$ in the statement and its proof refer to parts (ii) and (vi) of Remark 4.2.

Theorem 4.3 (Sensitivity analysis). Under hypotheses $(H 1)-(H 5)$ there exists $\varepsilon \in\left(0, \varepsilon_{4}\right)$ such that for all $\omega \in \mathbb{R}^{d}$ with $|\omega-\hat{\omega}|<\varepsilon$ the problem $\left(\mathrm{C}_{\omega}\right)$ has a strict weak local minimum $(x(\cdot, \omega), u(\cdot, \omega))$ with multipliers $p(\cdot, \omega):[a, b]_{\mathbb{T}} \rightarrow \mathbb{R}^{n}, p(\cdot, \omega) \in \mathrm{C}_{\mathrm{prd}}^{1}$, and $\lambda(\cdot, \omega):[a, \rho(b)]_{\mathbb{T}} \rightarrow \mathbb{R}^{k}, \lambda(\cdot, \omega) \in \mathrm{C}_{\mathrm{prd}}$, and vectors $\gamma_{a}(\omega) \in \mathbb{R}^{r_{a}}$, $\gamma_{b}(\omega) \in \mathbb{R}^{r_{b}}$, which are $\mathrm{C}^{1}$ in the argument $\omega$ and satisfy equations (4.1)-(4.3) and

$$
\begin{gather*}
-p^{\Delta}(t, \omega)=H_{x}^{T}\left(t, x(t, \omega), u(t, \omega), p^{\sigma}(t, \omega), \lambda(t, \omega), \omega\right), \quad t \in[a, \rho(b)]_{\mathbb{T}}  \tag{4.13}\\
H_{u}^{T}\left(t, x(t, \omega), u(t, \omega), p^{\sigma}(t, \omega), \lambda(t, \omega), \omega\right)=0, \quad t \in[a, \rho(b)]_{\mathbb{T}}  \tag{4.14}\\
-p(a, \omega)=\nabla_{x} K^{T}(x(a, \omega), \omega)+\nabla_{x} \varphi_{a}^{T}(x(a, \omega), \omega) \gamma_{a}(\omega)  \tag{4.15}\\
p(b, \omega)=\nabla_{x} K^{T}(x(b, \omega), \omega)+\nabla_{x} \varphi_{b}^{T}(x(b, \omega), \omega) \gamma_{b}(\omega) \tag{4.16}
\end{gather*}
$$

Proof. The proof aims to construct, for $\omega$ near $\hat{\omega}$, a family of pairs $(x(t, \omega), u(t, \omega))$ which are feasible for $\left(\mathrm{C}_{\omega}\right)$, i.e., satisfying equations (4.1)-(4.3), and multipliers $\left(p(t, \omega), \lambda(t, \omega), \gamma_{a}(\omega), \gamma_{b}(\omega)\right)$ satisfying with $(x(t, \omega), u(t, \omega))$ the weak Pontryagin maximum principle, i.e., equations (4.13)-(4.16). Then, by means of Theorem 4.3 and parts (ii), (iii), and (vi) of Remark 4.2, the strict weak local minimality of $(x(t, \omega), u(t, \omega))$ for $\left(\mathrm{C}_{\omega}\right)$ follows.

Step 1. In this step we construct for $\xi:=(x, p, \omega)$ that is uniformly near $\hat{\xi}(t):=(\hat{x}(t), \hat{p}(t), \hat{\omega})$, a family $(u(t, \xi), \lambda(t, \xi))$ that satisfies the control constraint (4.2) and the stationarity condition (4.14). By hypothesis (H2), we have $(\hat{x}, \hat{u}, \hat{\omega}), \hat{p}:[a, b]_{\mathbb{T}} \rightarrow \mathbb{R}^{n}, \hat{p} \in \mathrm{C}_{\mathrm{prd}}^{1}, \hat{\lambda}:[a, \rho(b)]_{\mathbb{T}} \rightarrow \mathbb{R}^{k}, \hat{\lambda} \in \mathrm{C}_{\mathrm{prd}}$, and $\hat{\gamma}_{a} \in \mathbb{R}^{r_{a}}, \hat{\gamma}_{b} \in \mathbb{R}^{r_{b}}$, which satisfy

$$
\begin{align*}
\hat{x}^{\Delta}(t) & =f(t, \hat{x}(t), \hat{u}(t), \hat{\omega}), \quad t \in[a, \rho(b)]_{\mathbb{T}}  \tag{4.17}\\
\psi(t, \hat{u}(t), \hat{\omega}) & =0, \quad t \in[a, \rho(b)]_{\mathbb{T}}  \tag{4.18}\\
\varphi_{a}(\hat{x}(a), \hat{\omega}) & =0, \quad \varphi_{b}(\hat{x}(b), \hat{\omega})=0  \tag{4.19}\\
-\hat{p}^{\Delta}(t) & =\hat{H}_{x}^{T}(t)=\hat{\mathcal{A}}^{T}(t) \hat{p}^{\sigma}(t)+\hat{L}_{x}^{T}(t), \quad t \in[a, \rho(b)]_{\mathbb{T}}  \tag{4.20}\\
\hat{H}_{u}^{T}(t) & =\hat{\mathcal{B}}^{T}(t) \hat{p}^{\sigma}(t)+\hat{L}_{u}^{T}(t)+\hat{N}^{T}(t) \hat{\lambda}(t)=0, \quad t \in[a, \rho(b)]_{\mathbb{T}}  \tag{4.21}\\
-\hat{p}(a) & =\nabla_{x} K_{a}^{T}(\hat{x}(a), \hat{\omega})+\hat{M}_{a}^{T} \hat{\gamma}_{a}, \quad \hat{p}(b)=\nabla_{x} K_{b}^{T}(\hat{x}(b), \hat{\omega})+\hat{M}_{b}^{T} \hat{\gamma}_{b} \tag{4.22}
\end{align*}
$$

Here the Hamiltonian is defined in (4.4), and we use the abbreviated notation of (4.5)-(4.8) at $\omega=\hat{\omega}$, and

$$
\hat{L}(t):=L(t, \hat{x}(t), \hat{u}(t), \hat{\omega}) .
$$

The same notation is applied with the first and second order gradients of the functions $L, H$, and $\psi$. From equations (4.20) and (4.21) we then obtain on $[a, \rho(b)]_{\mathrm{T}}$ the expressions (suppressing the argument $t$ )

$$
\begin{gather*}
\hat{p}^{\sigma}=\left(I+\mu \hat{\mathcal{A}}^{T}\right)^{-1}\left(\hat{p}-\mu \hat{L}_{x}^{T}\right)  \tag{4.23}\\
\hat{\mathcal{B}}^{T}\left(I+\mu \hat{\mathcal{A}}^{T}\right)^{-1}\left(\hat{p}-\mu \hat{L}_{x}^{T}\right)+\hat{L}_{u}^{T}+\hat{N}^{T} \hat{\lambda}=0 \tag{4.24}
\end{gather*}
$$

By Remark 4.2(ii), the matrix $I+\mu(t) f_{x}(t, x, u, \omega)$ is invertible for all $(x, u, \omega) \in \mathbb{R}^{n} \times \mathbb{R}^{m} \times \mathbb{R}^{d}$ such that $|(x, u, \omega)-(\hat{x}(t), \hat{u}(t), \hat{\omega})|<\varepsilon_{2}$ for all $t \in[a, \rho(b)]_{\mathbb{T}}$. Note that, by the formula $\left(A^{-1}\right)^{\prime}=-A^{-1} A^{\prime} A^{-1}$ for the derivative of the inverse of the matrix function $A$, we have

$$
\begin{equation*}
\nabla_{u}\left(I+\mu f_{x}^{T}\right)^{-1}=-\mu \tilde{f}_{x}^{T} f_{x u}^{T} \tilde{f}_{x}^{T}, \quad \text { where } \quad \tilde{f}_{x}:=\left(I+\mu f_{x}^{T}\right)^{-1} \tag{4.25}
\end{equation*}
$$

Consider now the mapping $F:[a, \rho(b)]_{\mathbb{T}} \times \mathbb{R}^{n} \times \mathbb{R}^{m} \times \mathbb{R}^{n} \times \mathbb{R}^{k} \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{m+k}$,

$$
F(t, x, u, p, \lambda, \omega):=\binom{G(t, x, u, p, \lambda, \omega)}{\psi(t, u, \omega)}
$$

where the function $G$ is defined by

$$
\begin{align*}
G(t, x, u, p, \lambda, \omega):= & f_{u}^{T}(t, x, u, \omega)\left[I+\mu(t) f_{x}^{T}(t, x, u, \omega)\right]^{-1}\left[p-\mu(t) L_{x}^{T}(t, x, u, \omega)\right] \\
& +L_{u}^{T}(t, x, u, \omega)+\lambda^{T} \psi_{u}(t, u, \omega) \tag{4.26}
\end{align*}
$$

We aim to solve the equation $F(t, x, u, p, \lambda, \omega)=0$ for $(u, \lambda)$ in terms of $(t, x, p, \omega)$ near $(t, \hat{x}(t), \hat{u}(t), \hat{p}(t), \hat{\lambda}(t), \hat{\omega})$ on $[a, \rho(b)]_{\mathbb{T}}$ by the implicit function theorem. By (4.25), the partial derivatives of $G$ are given by (suppressing the arguments of the functions)

$$
\begin{aligned}
& G_{x}=f_{u x}^{T} \tilde{f}_{x}^{T}\left(p-\mu L_{x}^{T}\right)-\mu f_{u}^{T} \tilde{f}_{x}^{T}\left[f_{x x}^{T} \tilde{f}_{x}^{T}\left(p-\mu L_{x}^{T}\right)+L_{x x}^{T}\right]+L_{u x}^{T} \\
& G_{u}=f_{u u}^{T} \tilde{f}_{x}^{T}\left(p-\mu L_{x}^{T}\right)-\mu f_{u}^{T} \tilde{f}_{x}^{T}\left[f_{x u}^{T} \tilde{f}_{x}^{T}\left(p-\mu L_{x}^{T}\right)+L_{x u}^{T}\right]+L_{u u}^{T}+\lambda^{T} \psi_{u u} \\
& G_{p}=f_{u}^{T} \tilde{f}_{x}^{T} \\
& G_{\omega}=f_{u \omega}^{T} \tilde{f}_{x}^{T}\left(p-\mu L_{x}^{T}\right)-\mu f_{u}^{T} \tilde{f}_{x}^{T}\left[f_{x \omega}^{T} \tilde{f}_{x}^{T}\left(p-\mu L_{x}^{T}\right)+L_{x \omega}^{T}\right]+L_{u \omega}^{T}+\lambda^{T} \psi_{u \omega}
\end{aligned}
$$

Evaluating at $(t, \hat{x}(t), \hat{u}(t), \hat{p}(t), \hat{\lambda}(t), \hat{\omega})$ and using formulas (4.23) and (4.7) we obtain

$$
\begin{align*}
\hat{G}_{x} & =\hat{f}_{u x}^{T} \hat{p}^{\sigma}-\mu \hat{\mathcal{B}}^{T}\left(I+\mu \hat{\mathcal{A}}^{T}\right)^{-1}\left(\hat{f}_{x x}^{T} \hat{p}^{\sigma}+\hat{L}_{x x}^{T}\right)+\hat{L}_{u x}^{T} \\
& =\hat{H}_{u x}-\mu \hat{\mathcal{B}}^{T}\left(I+\mu \hat{\mathcal{A}}^{T}\right)^{-1} \hat{H}_{x x} \\
\hat{G}_{u} & =\hat{f}_{u u}^{T} \hat{p}^{\sigma}-\mu \hat{\mathcal{B}}^{T}\left(I+\mu \hat{\mathcal{A}}^{T}\right)^{-1}\left(\hat{f}_{x u}^{T} \hat{p}^{\sigma}+\hat{L}_{x u}^{T}\right)+\hat{L}_{u u}^{T}+\lambda^{T} \hat{\psi}_{u u} \\
& =\hat{H}_{u u}-\mu \hat{\mathcal{B}}^{T}\left(I+\mu \hat{\mathcal{A}}^{T}\right)^{-1} \hat{H}_{x u}=\hat{S}  \tag{4.27}\\
\hat{G}_{p} & =\hat{\mathcal{B}}^{T}\left(I+\mu \hat{\mathcal{A}}^{T}\right)^{-1} \\
\hat{G}_{\omega} & =\hat{f}_{u \omega}^{T} \hat{p}^{\sigma}-\mu \hat{\mathcal{B}}^{T}\left(I+\mu \hat{\mathcal{A}}^{T}\right)^{-1}\left(\hat{f}_{x \omega}^{T} \hat{p}^{\sigma}+\hat{L}_{x \omega}^{T}\right)+\hat{L}_{u \omega}^{T}+\lambda^{T} \hat{\psi}_{u \omega} \\
& =\hat{H}_{u \omega}-\mu \hat{\mathcal{B}}^{T}\left(I+\mu \hat{\mathcal{A}}^{T}\right)^{-1} \hat{H}_{x \omega}
\end{align*}
$$

Therefore, the $(m+k) \times(m+k)$ Jacobi matrix of the mapping $F$ with respect to $(u, \lambda)$ is

$$
\hat{K}(t):=\nabla_{(u, \lambda)} \hat{F}(t)=\left(\begin{array}{cc}
\hat{G}_{u}(t) & \hat{\psi}_{u}^{T}(t) \\
\hat{\psi}_{u}(t) & 0
\end{array}\right)=\left(\begin{array}{cc}
\hat{S}(t) & \hat{N}^{T}(t) \\
\hat{N}(t) & 0
\end{array}\right)
$$

We will show that the matrix $\hat{K}(t)$ is invertible. In fact, by assumptions (H3) and (H5) the matrices $\hat{N}(t) \hat{N}^{T}(t)$ and $\hat{Y}^{T}(t) \hat{S}(t) \hat{Y}(t)$ are invertible and by Remark 2.3, their inverses are piecewise rd-continuous on $[a, \rho(b)]_{\mathbb{T}}$. One can verify that (suppressing the argument $t$ )

$$
\hat{K}^{-1}=\left(\begin{array}{cc}
\hat{Y}\left(\hat{Y}^{T} \hat{S} \hat{Y}\right)^{-1} \hat{Y}^{T} & {\left[I-\hat{Y}\left(\hat{Y}^{T} \hat{S} \hat{Y}\right)^{-1} \hat{Y}^{T} \hat{S}\right] \hat{N}^{\dagger}}  \tag{4.28}\\
\hat{N}^{\dagger T}\left[I-\hat{S} \hat{Y}\left(\hat{Y}^{T} \hat{S} \hat{Y}\right)^{-1} \hat{Y}^{T}\right]-\hat{N}^{\dagger T} \hat{S}[I-\hat{Y}(\hat{Y}
\end{array}\right)
$$

where $\hat{N}^{\dagger}=\hat{N}^{T}\left(\hat{N} \hat{N}^{T}\right)^{-1} \in \mathbb{R}^{m \times k}$ is the Moore-Penrose pseudoinverse of $\hat{N}$. Indeed, by using the identity $\hat{Y} \hat{Y}^{T}=I-\hat{N}^{\dagger} \hat{N}$ we calculate that $\hat{K} \hat{K}^{-1}=I_{m+k}$. Moreover, $\hat{K}^{-1}(t)$ is also piecewise rd-continuous on $[a, \rho(b)]_{\mathbb{T}}$.

Given that $\hat{K}(t)$ is invertible and $\hat{F}(t)=F(t, \hat{x}(t), \hat{u}(t), \hat{p}(t), \hat{\lambda}(t), \hat{\omega})=0$ on $[a, \rho(b)]_{\mathbb{T}}$, by the implicit function theorem there exist $\varepsilon_{5} \in\left(0, \varepsilon_{4}\right)$ and a unique pair of functions $(u, \lambda): D \rightarrow \mathbb{R}^{m} \times \mathbb{R}^{k}$ such that $\mid(u(t, \xi), \lambda(t, \xi))-$ $(\hat{u}(t), \hat{\lambda}(t)) \mid<\varepsilon_{4}$ and

$$
\begin{equation*}
F(t, x, u(t, \xi), p, \lambda(t, \xi), \omega)=\binom{G(t, x, u(t, \xi), p, \lambda(t, \xi), \omega)}{\psi(t, u(t, \xi), \omega)}=0 \tag{4.29}
\end{equation*}
$$

on $D$, where $\xi:=(x, p, \omega)$ and $\hat{\xi}(t)=(\hat{x}(t), \hat{p}(t), \hat{\omega})$ as above and

$$
\begin{equation*}
D:=\left\{(t, \xi) \in[a, \rho(b)]_{\mathbb{T}} \times \mathbb{R}^{2 n} \times \mathbb{R}^{d},|(x, p)-(\hat{x}(t), \hat{p}(t))|<\varepsilon_{5},|\omega-\hat{\omega}|<\varepsilon_{5}\right\} \tag{4.30}
\end{equation*}
$$

That is, by (4.26) we have for $(t, \xi) \in D$ the equations

$$
\left.\begin{array}{c}
f_{u}^{T}(t, x, u(t, \xi), \omega)\left[I+\mu(t) f_{x}^{T}(t, x, u(t, \xi), \omega)\right]^{-1}\left[p-\mu(t) L_{x}^{T}(t, x, u(t, \xi), \omega)\right]  \tag{4.31}\\
-L_{u}^{T}(t, x, u(t, \xi), \omega)+\lambda^{T}(t, \xi) \psi_{u}(t, u(t, \xi), \omega)=0 \\
\psi(t, u(t, \xi), \omega)=0
\end{array}\right\}
$$

The functions $u(t, \cdot)$ and $\lambda(t, \cdot)$ are $\mathrm{C}^{1}$ in the argument $\xi=(x, p, \omega)$ uniformly in $t$, the functions $u(\cdot, \xi)$ and $\lambda(\cdot, \xi)$ are $\mathrm{C}_{\text {prd }}$ in the argument $t$. By differentiating (4.29) with respect to $\xi$ we then obtain the formula

$$
\binom{\hat{u}_{\xi}}{\hat{\lambda}_{\xi}}=\left(\begin{array}{lll}
\hat{u}_{x} & \hat{u}_{p} & \hat{u}_{\omega}  \tag{4.32}\\
\hat{\lambda}_{x} & \hat{\lambda}_{p} & \hat{\lambda}_{\omega}
\end{array}\right)=-\hat{K}^{-1}\left(\begin{array}{ccc}
\hat{G}_{x} & \hat{G}_{p} & \hat{G}_{\omega} \\
0 & 0 & \hat{\psi}_{\omega}
\end{array}\right)
$$

The explicit formulas for the partial derivatives $\hat{u}_{x}, \hat{u}_{p}, \hat{u}_{\omega}$ and $\hat{\lambda}_{x}, \hat{\lambda}_{p}, \hat{\lambda}_{\omega}$ now follow by substituting the expressions in (4.28) and (4.27) into equation (4.32).

In the remaining steps of this proof we construct for $\omega$ near $\hat{\omega}$ a solution to the boundary value problem (BVP) in ( $x, p$ ) obtained by inserting the functions $u(t, \xi)$ and $\lambda(t, \xi)$ found in Step 1 into equations (4.1) and (4.13) with boundary conditions given by (4.3), (4.15), and (4.16). The method we use is a modification and generalization of the "shooting method" used for the continuous time setting, see e.g. [37].
Step 2. We will perturb the initial state $\hat{x}(a)$ and the multiplier $\hat{\gamma}_{a}$ in a special way in terms of the parameter $\omega$ and a "shooting parameter" $s$, while preserving the initial condition $\varphi_{a}(x(a, s, \omega), \omega)=0$. Consider the equation

$$
g(s, \gamma, \omega)=0, \quad g(s, \gamma, \omega):=\varphi_{a}\left(s-\hat{M}_{a}^{T}\left(\gamma-\hat{\gamma}_{a}\right), \omega\right)
$$

where $s \in \mathbb{R}^{n}$ and $\gamma \in \mathbb{R}^{r_{a}}$. Then $g\left(\hat{x}(a), \hat{\gamma}_{a}, \hat{\omega}\right)=\varphi_{a}(\hat{x}(a), \hat{\omega})=0$ and the partial derivatives

$$
g_{s}(s, \gamma, \omega)=\nabla_{x} \varphi_{a}\left(s-\hat{M}_{a}^{T}\left(\gamma-\hat{\gamma}_{a}\right), \omega\right), \quad g_{\gamma}(s, \gamma, \omega)=-\nabla_{x} \varphi_{a}\left(s-\hat{M}_{a}^{T}\left(\gamma-\hat{\gamma}_{a}\right), \omega\right) \hat{M}_{a}^{T}
$$

By evaluating at the point $(s, \gamma, \omega)=\left(\hat{x}(a), \hat{\gamma}_{a}, \hat{\omega}\right)$ we obtain that $g_{s}\left(\hat{x}(a), \hat{\gamma}_{a}, \hat{\omega}\right)=\hat{M}_{a}$ and $g_{\gamma}\left(\hat{x}(a), \hat{\gamma}_{a}, \hat{\omega}\right)=$ $-\hat{M}_{a} \hat{M}_{a}^{T}$, which is an invertible $r_{a} \times r_{a}$ matrix. Hence, by the implicit function theorem there exists $\varepsilon_{6} \in\left(0, \varepsilon_{5}\right)$ and a unique $\mathrm{C}^{1}$ function $\gamma_{a}(s, \omega)$ such that for all $(s, \omega) \in B_{\varepsilon_{6}}(\hat{x}(a)) \times B_{\varepsilon_{6}}(\hat{\omega})$ we have

$$
\begin{gather*}
\left|\gamma_{a}(s, \omega)-\hat{\gamma}_{a}\right|<\varepsilon_{5}, \quad \gamma_{a}(\hat{x}(a), \hat{\omega})=\hat{\gamma}_{a}, \quad \varphi_{a}\left(s-\hat{M}_{a}^{T}\left(\gamma_{a}(s, \omega)-\hat{\gamma}_{a}\right), \omega\right)=0  \tag{4.33}\\
\nabla_{s} \gamma_{a}(s, \omega)=-g_{\gamma}^{-1}\left(s, \gamma_{a}(s, \omega), \omega\right) g_{s}\left(s, \gamma_{a}(s, \omega), \omega\right), \quad \nabla_{s} \gamma_{a}(\hat{x}(a), \hat{\omega})=\left(\hat{M}_{a} \hat{M}_{a}^{T}\right)^{-1} \hat{M}_{a} \tag{4.34}
\end{gather*}
$$

Step 3. On the interval $[a, \rho(b)]_{\mathbb{T}}$ we now consider the time scale differential system

$$
\left.\begin{array}{rl}
x^{\Delta}= & f(t, x, u(t, \xi), \omega)  \tag{4.35}\\
-p^{\Delta}= & f_{x}^{T}(t, x, u(t, \xi), \omega)\left[I+\mu(t) f_{x}^{T}(t, x, u(t, \xi), \omega)\right]^{-1} p \\
& +\left[I+\mu(t) f_{x}^{T}(t, x, u(t, \xi), \omega)\right]^{-1} L_{x}^{T}(t, x, u(t, \xi), \omega)
\end{array}\right\}
$$

together with the initial conditions

$$
\left.\begin{array}{rl}
x(a)= & s-\hat{M}_{a}^{T}\left(\gamma_{a}(s, \omega)-\hat{\gamma}_{a}\right)  \tag{4.36}\\
p(a)= & -\nabla_{x} K_{a}^{T}\left(s-\hat{M}_{a}^{T}\left(\gamma_{a}(s, \omega)-\hat{\gamma}_{a}\right), \omega\right) \\
& -\nabla_{x} \varphi_{a}^{T}\left(s-\hat{M}_{a}^{T}\left(\gamma_{a}(s, \omega)-\hat{\gamma}_{a}\right), \omega\right) \gamma_{a}(s, \omega),
\end{array}\right\}
$$

where $\xi=(x, p, \omega)$ as before, $u(t, \xi)$ is the function from Step 1 satisfying (4.31), and $\gamma_{a}(s, \omega)$ is the function from Step 2 satisfying (4.33). We know that the functions $\hat{x}(t)$ and $\hat{p}(t)$ solve system (4.35) at $(s, \omega)=(\hat{x}(a), \hat{\omega})$ and that the function $\gamma_{a}(s, \omega)$ is $\mathrm{C}^{1}$ for $(s, \omega) \in B_{\varepsilon_{6}}(\hat{x}(a)) \times B_{\varepsilon_{6}}(\hat{\omega})$. From the properties of $u(t, \xi)$ and the data we have that the right-hand side of (4.35) satisfies the assumptions of the embedding theorem [26], (Thm. 3.1) and hence, there exists $\varepsilon_{7} \in\left(0, \varepsilon_{6}\right)$ such that for every $(s, \omega) \in B_{\varepsilon_{7}}(\hat{x}(a)) \times B_{\varepsilon_{7}}(\hat{\omega})$ there is a unique solution $x(t, s, \omega)$ and $p(t, s, \omega)$ of (4.35) and (4.36) with the following properties:
(i) The functions $x(t, \hat{x}(a), \hat{\omega})=\hat{x}(t)$ and $p(t, \hat{x}(a), \hat{\omega})=\hat{p}(t)$ on $[a, b]_{\mathbb{T}}$.
(ii) The functions $x(\cdot, \cdot, \cdot)$ and $p(\cdot, \cdot, \cdot)$ are continuous on $[a, b]_{\mathbb{T}} \times B_{\varepsilon_{7}}(\hat{x}(a)) \times B_{\varepsilon_{7}}(\hat{\omega})$.
(iii) The pair $(x(t, s, \omega), p(t, s, \omega)) \in B_{\varepsilon_{5}}(\hat{x}(t), \hat{p}(t))$ for all $t \in[a, b]_{\mathbb{T}}$ and $(s, \omega) \in B_{\varepsilon_{7}}(\hat{x}(a)) \times B_{\varepsilon_{7}}(\hat{\omega})$ and hence, the equalities in (4.31) hold with $x=x(t, s, \omega)$ and $p=p(t, s, \omega)$, as $(t,(x, p), \omega) \in D$, defined by (4.30). That is,

$$
\begin{align*}
& \left.\begin{array}{l}
G(t, x(t, s, \omega), u(t, x(t, s, \omega), p(t, s, \omega), \omega), p(t, s, \omega) \\
\\
\lambda(t, x(t, s, \omega), p(t, s, \omega), \omega), \omega)=0 \\
\psi(t, u(t, x(t, s, \omega), p(t, s, \omega), \omega), \omega)=0,
\end{array}\right\}, ~ ? ~ \tag{4.37}
\end{align*}
$$

hold on $[a, \rho(b)]_{\mathbb{T}} \times B_{\varepsilon_{7}}(\hat{x}(a)) \times B_{\varepsilon_{7}}(\hat{\omega})$.
(iv) The functions $x(t, \cdot, \cdot)$ and $p(t, \cdot, \cdot)$ are $\mathrm{C}^{1}$ and the time scale derivatives $x^{\Delta}(t, \cdot, \cdot)$ and $p^{\Delta}(t, \cdot, \cdot)$ satisfy on $[a, \rho(b)]_{\mathbb{T}}$ the identity

$$
\left.\nabla_{(s, \omega)}\binom{x^{\Delta}(t, s, \omega)}{p^{\Delta}(t, s, \omega)}\right|_{(s, \omega)=(\hat{x}(a), \hat{\omega})}=\binom{\nabla_{(s, \omega)} x(t, \hat{x}(a), \hat{\omega})}{\nabla_{(s, \omega)} p(t, \hat{x}(a), \hat{\omega})}^{\Delta}
$$

(v) The pair of $n \times n$ matrix-valued functions

$$
\begin{equation*}
(Z(t), \Lambda(t)):=\left(\nabla_{s} x(t, \hat{x}(a), \hat{\omega}), \nabla_{s} p(t, \hat{x}(a), \hat{\omega})\right), \quad t \in[a, b]_{\mathbb{T}} \tag{4.38}
\end{equation*}
$$

satisfies the linearized system of (4.35) and (4.36) with respect to $s$ at $(\hat{x}(a), \hat{\omega})$. That is, by using (4.32) and (4.27) we have

$$
\begin{gather*}
Z^{\Delta}=\mathbb{A}(t) Z-\mathbb{B}(t) \Lambda, \quad-\Lambda^{\Delta}=\mathbb{C}(t) Z-\mathbb{D}(t) \Lambda, \quad t \in[a, \rho(b)]_{\mathbb{T}}  \tag{4.39}\\
Z(a)=I-\mathcal{M}_{a}, \quad-\Lambda(a)=\hat{\Gamma}_{a}\left(I-\mathcal{M}_{a}\right)+\mathcal{M}_{a} \tag{4.40}
\end{gather*}
$$

where the $n \times n$ coefficients $\mathbb{A}(t), \mathbb{B}(t), \mathbb{C}(t), \mathbb{D}(t)$ are (suppressing the argument $t$ )

$$
\begin{align*}
& \mathbb{A}:=\hat{\mathcal{A}}-\hat{\mathcal{B}} \hat{Y}\left(\hat{Y}^{T} \hat{S} \hat{Y}\right)^{-1} \hat{Y}^{T}\left[\hat{H}_{u x}-\mu \hat{\mathcal{B}}^{T}\left(I+\mu \hat{\mathcal{A}}^{T}\right)^{-1} \hat{H}_{x x}\right] \\
& \mathbb{B}:=\hat{\mathcal{B}} \hat{Y}\left(\hat{Y}^{T} \hat{S} \hat{Y}\right)^{-1} \hat{Y}^{T} \hat{\mathcal{B}}^{T}\left(I+\mu \hat{\mathcal{A}}^{T}\right)^{-1} \\
& \mathbb{C}:=\left(I+\mu \hat{\mathcal{A}}^{T}\right)^{-1}\left[\hat{H}_{x x}-\hat{H}_{x u} \hat{Y}\left(\hat{Y} Y^{T} \hat{S} \hat{Y}\right)^{-1} \hat{Y}^{T}\left(\hat{H}_{u x}-\mu \hat{\mathcal{B}}^{T}\left(I+\mu \hat{\mathcal{A}}^{T}\right)^{-1} \hat{H}_{x x}\right)\right],  \tag{4.41}\\
& \mathbb{D}:=\left(I+\mu \hat{\mathcal{A}}^{T}\right)^{-1}\left[\hat{H}_{x u} \hat{Y}\left(\hat{Y}^{T} \hat{S} \hat{Y}\right)^{-1} \hat{Y}^{T} \hat{\mathcal{B}}^{T}\left(I+\mu \hat{\mathcal{A}}^{T}\right)^{-1}-\hat{\mathcal{A}}^{T}\right],
\end{align*}
$$

and the symmetric $n \times n$ matrix $\mathcal{M}_{a}$ is defined by

$$
\begin{equation*}
\mathcal{M}_{a}:=\hat{M}_{a}^{T}\left(\hat{M}_{a} \hat{M}_{a}^{T}\right)^{-1} \hat{M}_{a} \tag{4.42}
\end{equation*}
$$

We note that system (4.39) is a time scale symplectic system according to the terminology of [52], (Thm. 4.8), whose coefficients $\mathbb{A}(t), \mathbb{B}(t), \mathbb{C}(t), \mathbb{D}(t)$ are piecewise rd-continuous on $[a, \rho(b)]_{\mathbb{T}}$ by (4.41).

Step 4. In this step we show that there exists $\varepsilon_{8} \in\left(0, \varepsilon_{7}\right)$ and continuously differentiable functions $s: B_{\varepsilon_{8}}(\hat{\omega}) \rightarrow$ $B_{\varepsilon_{7}}(\hat{x}(a))$ and $\gamma_{b}: B_{\varepsilon_{8}}(\hat{\omega}) \rightarrow B_{\varepsilon_{7}}\left(\hat{\gamma}_{b}\right)$ such that the solution $(x(t, s(\omega), \omega), p(t, s(\omega), \omega))$ of (4.35) and (4.36) also satisfies for $\omega \in B_{\varepsilon_{8}}(\hat{\omega})$ the equations

$$
\left.\begin{array}{c}
\varphi_{b}(x(b, s(\omega), \omega), \omega)=0  \tag{4.43}\\
p(b, s(\omega), \omega)=\nabla_{x} K_{b}^{T}(x(b, s(\omega), \omega), \omega)+\nabla_{x} \varphi_{b}^{T}(x(b, s(\omega), \omega), \omega) \gamma_{b}(\omega)
\end{array}\right\}
$$

To prove this we will apply the implicit function theorem to the $r_{b}+n$ equations (4.43). Let

$$
\begin{equation*}
Q(s, \gamma, \omega)=\binom{\varphi_{b}(x(b, s, \omega), \omega)}{p(b, s, \omega)-\nabla_{x} K_{b}^{T}(x(b, s, \omega), \omega)-\nabla_{x} \varphi_{b}^{T}(x(b, s, \omega), \omega) \gamma} \tag{4.44}
\end{equation*}
$$

Then we have $Q\left(\hat{x}(b), \hat{\gamma}_{b}, \hat{\omega}\right)=0$. With the $r_{b} \times n$ matrix $\hat{M}_{b}$ given in (4.6) and the symmetric $n \times n$ matrix $\hat{\Gamma}_{b}$ defined in (4.10), where $x(b)=\hat{x}(b), \gamma_{b}=\hat{\gamma}_{b}, \omega=\hat{\omega}$, and with the notation (4.38) we calculate

$$
\begin{align*}
T_{b}:=\nabla_{(s, \gamma)} Q\left(\hat{x}(b), \hat{\gamma}_{b}, \hat{\omega}\right) & =\left(\begin{array}{cc}
\hat{M}_{b} x_{s}(b, \hat{x}(a), \hat{\omega}) & 0 \\
p_{s}(b, \hat{x}(a), \hat{\omega})-\hat{\Gamma}_{b} x_{s}(b, \hat{x}(a), \hat{\omega})-\hat{M}_{b}^{T}
\end{array}\right) \\
& =\left(\begin{array}{cc}
\hat{M}_{b} Z(b) & 0 \\
\hat{\Lambda}(b)-\hat{\Gamma}_{b} Z(b)-\hat{M}_{b}^{T}
\end{array}\right) . \tag{4.45}
\end{align*}
$$

We note that this Jacobian matrix has dimensions $\left(r_{b}+n\right) \times\left(n+r_{b}\right)$. To verify that the matrix $T_{b}$ in (4.45) is invertible, we show that for every pair $(\alpha, \beta) \in \mathbb{R}^{r_{b}} \times \mathbb{R}^{n}$ there exists a unique pair $(c, d) \in \mathbb{R}^{n} \times \mathbb{R}^{r_{b}}$, which solves the linear algebraic system

$$
\begin{equation*}
\hat{M}_{b} Z(b) c=\alpha, \quad\left[\Lambda(b)-\hat{\Gamma}_{b} Z(b)\right] c-\hat{M}_{b}^{T} d=\beta \tag{4.46}
\end{equation*}
$$

For fixed vectors $\alpha \in \mathbb{R}^{r_{b}}$ and $\beta \in \mathbb{R}^{n}$ we consider the variational problem to minimize

$$
\begin{equation*}
J(\eta, v):=\beta^{T} \eta(b)+\frac{1}{2}\left[\eta^{T}(a) \hat{\Gamma}_{a} \eta(a)+\eta^{T}(b) \hat{\Gamma}_{b} \eta(b)\right]+\frac{1}{2} \int_{a}^{b}\binom{\eta(t)}{v(t)}^{T} \nabla_{(x, u)} \hat{H}(t)\binom{\eta(t)}{v(t)} \Delta t \tag{4.47}
\end{equation*}
$$

subject to $\eta \in W^{1,2}[a, b]_{\mathbb{T}}$ and $v \in L^{2}[a, \rho(b)]_{\mathbb{T}}$ satisfying

$$
\left.\begin{array}{c}
\eta^{\Delta}(t)=\hat{\mathcal{A}}(t) \eta(t)+\hat{\mathcal{B}}(t) v(t), \quad \hat{N}(t) v(t)=0, \quad t \in[a, \rho(b)]_{\mathbb{T}} \quad \text { a.e., }  \tag{4.48}\\
\mathcal{M}_{a} \eta(a)=0, \quad \mathcal{M}_{b} \eta(b)=\hat{M}_{b}^{T}\left(\hat{M}_{b} \hat{M}_{b}^{T}\right)^{-1} \alpha,
\end{array}\right\}
$$

where $\hat{\Gamma}_{a}$ and $\hat{\Gamma}_{b}$ are given by (4.10) at the "hat" quantities, $\hat{H}(t)$ is defined in (4.8), and the matrices $\mathcal{M}_{a}$ and $\mathcal{M}_{b}$ are given by (4.42) and

$$
\begin{equation*}
\mathcal{M}_{b}:=\hat{M}_{b}^{T}\left(\hat{M}_{b} \hat{M}_{b}^{T}\right)^{-1} \hat{M}_{b} \tag{4.49}
\end{equation*}
$$

From assumption (H3) we know that the set of admissible directions ( $\eta, v$ ) for problem (4.47)-(4.48) is not empty, and it is closed and convex. Also as noted in part (v) of Remark 4.2, the controllability assumption in (H3) yields the surjectivity of the constraints given by (4.48). Hence, by the coercivity assumption (H4), it follows from [34], (Thm. 1.1) that problem (4.47) has a unique solution $(\bar{\eta}, \bar{v}) \in W^{1,2} \times L^{2}$. Moreover, by [56], (Cor. 3.11) the weak Pontryagin maximum principle (Prop. 2.10) with $\lambda_{0}=1$ holds for (4.47), that is, there exist functions $\bar{q}:[a, b]_{\mathbb{T}} \rightarrow \mathbb{R}^{n}$ with $\bar{q} \in W^{1,2}$ and $\bar{\lambda}:[a, \rho(b)]_{\mathbb{T}} \rightarrow \mathbb{R}^{k}$ with $\bar{\lambda} \in L^{2}$, and vectors $\bar{\gamma}_{a} \in \mathbb{R}^{n}$ and $\bar{\gamma}_{b} \in \mathbb{R}^{n}$ such that

$$
\begin{gather*}
-\bar{q}^{\Delta}(t)=\hat{\mathcal{A}}^{T}(t) \bar{q}^{\sigma}(t)+\hat{H}_{x x}(t) \bar{\eta}(t)+\hat{H}_{x u}(t) \bar{v}(t), \quad t \in[a, \rho(b)]_{\mathbb{T}} \text { a.e. }  \tag{4.50}\\
\hat{\mathcal{B}}^{T}(t) \bar{q}^{\sigma}(t)+\hat{N}^{T}(t) \bar{\lambda}(t)+\hat{H}_{u x}(t) \bar{\eta}(t)+\hat{H}_{u u}(t) \bar{v}(t), \quad t \in[a, \rho(b)]_{\mathbb{T}} \text { a.e. }  \tag{4.51}\\
-\bar{q}(a)=\hat{\Gamma}_{a} \bar{\eta}(a)+\mathcal{M}_{a} \bar{\gamma}_{a}, \quad \bar{q}(b)=\hat{\Gamma}_{b} \bar{\eta}(b)+\mathcal{M}_{b} \bar{\gamma}_{b}+\beta . \tag{4.52}
\end{gather*}
$$

In turn, this implies that the quadruple $\left(\bar{\eta}, \bar{q}, \bar{\gamma}_{a}, \bar{\gamma}_{b}\right)$ satisfies the vector form of the linear system (4.39) with (4.40), that is,

$$
\begin{equation*}
\bar{\eta}^{\Delta}(t)=\mathbb{A}(t) \bar{\eta}(t)-\mathbb{B}(t) \bar{q}(t), \quad \bar{q}^{\Delta}(t)=\mathbb{C}(t) \bar{\eta}(t)-\mathbb{D}(t) \bar{q}(t), \quad t \in[a, \rho(b)]_{\mathrm{T}} \quad \text { a.e., } \tag{4.53}
\end{equation*}
$$

together with (4.52) and

$$
\begin{equation*}
\mathcal{M}_{a} \bar{\eta}(a)=0, \quad \mathcal{M}_{b} \bar{\eta}(b)=\hat{M}_{b}^{T}\left(\hat{M}_{b} \hat{M}_{b}^{T}\right)^{-1} \alpha \tag{4.54}
\end{equation*}
$$

Moreover, the function $\bar{v}(t)$ is given by [56], (Formula (3.45)) by (suppressing the argument $t$ )

$$
\begin{equation*}
\bar{v}=\hat{Y}\left(\hat{Y}^{T} \hat{S} \hat{Y}\right)^{-1} \hat{Y}^{T}\left[\hat{\mathcal{B}}^{T}\left(I+\mu \hat{\mathcal{A}}^{T}\right)^{-1}\left(\hat{H}_{x x} \bar{\eta}-\bar{q}\right)-\hat{H}_{u x} \bar{\eta}\right], \quad \text { a.e. on }[a, \rho(b)]_{\mathbb{T}} . \tag{4.55}
\end{equation*}
$$

Since the functions $\bar{\eta}(t)$ and $\bar{q}(t)$ are continuous on $[a, b]_{\mathbb{T}}$ and the coefficients in (4.55) belong to $\mathrm{C}_{\text {prd }}$, it follows that $\bar{v} \in \mathrm{C}_{\mathrm{prd}}[a, \rho(b)]_{\mathbb{T}}$ as well. Given that $(\bar{\eta}, \bar{v})$ solves system (4.48) and $\bar{v} \in \mathrm{C}_{\mathrm{prd}}[a, \rho(b)]_{\mathbb{T}}$, we obtain that $\bar{\eta} \in \mathrm{C}_{\mathrm{prd}}^{1}[a, b]_{\mathbb{T}}$. In fact, from (4.53) and the piecewise rd-continuity of $\mathbb{A}(t), \mathbb{B}(t), \mathbb{C}(t), \mathbb{D}(t)$ in (4.41) it follows that $(\bar{\eta}, \bar{q}) \in \mathrm{C}_{\mathrm{prd}}^{1}[a, b]_{\mathbb{T}}$. Now we define the vectors $c \in \mathbb{R}^{n}$ and $d \in \mathbb{R}^{r_{b}}$ by

$$
\begin{equation*}
c:=\bar{\eta}(a)+\mathcal{M}_{a} \bar{\gamma}_{a}, \quad d:=\left(\hat{M}_{b} \hat{M}_{b}^{T}\right)^{-1} \hat{M}_{b} \bar{\gamma}_{b} . \tag{4.56}
\end{equation*}
$$

Then by using $\left(I-\mathcal{M}_{a}\right) \hat{M}_{a}=0$ and $\mathcal{M}_{a} \bar{\gamma}_{a}=\mathcal{M}_{a} c$ we obtain

$$
\begin{aligned}
\bar{\eta}(a) & =\left(I-\mathcal{M}_{a}\right) \bar{\eta}(a)=\left(I-\mathcal{M}_{a}\right) c \\
-\bar{q}(a) & =\hat{\Gamma}_{a} \bar{\eta}(a)+\mathcal{M}_{a} \bar{\gamma}_{a}=\hat{\Gamma}_{a}\left(I-\mathcal{M}_{a}\right) c+\mathcal{M}_{a} c .
\end{aligned}
$$

Therefore, we get by the uniqueness of solutions of the initial value problem (4.39)-(4.40) that $(\bar{\eta}(t), \bar{q}(t))=$ $(Z(t) c, \Lambda(t) c)$ on $[a, b]_{\mathrm{T}}$. Given that $\bar{\eta}(t)$ also satisfies the second condition in (4.54) and $\mathcal{M}_{b}$ is defined in (4.49), it results that the vectors $c$ and $d$ from (4.56) satisfy

$$
\begin{aligned}
\hat{M}_{b} Z(b) c & =\hat{M}_{b} \bar{\eta}(b)=\alpha, \\
{\left[\Lambda(b)-\hat{\Gamma}_{b} Z(b)\right] c-\hat{M}_{b}^{T} d } & =\bar{q}(b)-\hat{\Gamma_{b}} \bar{\eta}(b)-\mathcal{M}_{b} \bar{\gamma}_{b} \stackrel{(4.52)}{=} \beta .
\end{aligned}
$$

This shows that the pair $(c, d)$ solves the linear system (4.46) and hence, the matrix $T_{b}$ defined in (4.45) is invertible. By the implicit function theorem applied to system (4.43), i.e., to equation $Q(s, \gamma, \omega)=0$ with $Q(s, \gamma, \omega)$ given in (4.44), there exists $\varepsilon_{8} \in\left(0, \varepsilon_{7}\right)$ and a pair of $\mathrm{C}^{1}$ functions $\left(s(\omega), \gamma_{b}(\omega)\right)$ from $B_{\varepsilon_{8}}(\hat{\omega})$ to $B_{\varepsilon_{7}}(\hat{\omega}) \times B_{\varepsilon_{7}}\left(\hat{\gamma}_{b}\right)$ such that $Q\left(s(\omega), \gamma_{b}(\omega), \omega\right)=0$ on $B_{\varepsilon_{8}}(\hat{\omega})$.

Set now $\varepsilon:=\varepsilon_{8}$. For $\omega \in B_{\varepsilon}(\hat{\omega})$ we now define the functions

$$
x(t, \omega):=x(t, s(\omega), \omega), \quad p(t, \omega):=p(t, s(\omega), \omega), \quad t \in[a, b]_{\mathbb{T}},
$$

where $x(t, s, \omega)$ and $p(t, s, \omega)$ are from Step 3 , and the functions

$$
u(t, \omega):=u(t, x(t, \omega), p(t, \omega), \omega), \quad \lambda(t, \omega):=\lambda(t, x(t, \omega), p(t, \omega), \omega), \quad t \in[a, \rho(b)]_{\mathbb{T}},
$$

where $u(t, x, p, \omega)$ and $\lambda(t, x, p, \omega)$ are from Step 1 , the function

$$
\gamma_{a}(\omega):=\gamma_{a}(s(\omega), \omega)
$$

where $\gamma_{a}(s, \omega)$ is from Step 2, and the function $\gamma_{b}(\omega)$ from this Step 4. Then the functions $x(t, \omega), u(t, \omega)$, $p(t, \omega), \lambda(t, \omega), \gamma_{a}(\omega)$, and $\gamma_{b}(\omega)$ are $\mathrm{C}^{1}$ in $\omega$ and satisfy for $\omega \in B_{\varepsilon}(\hat{\omega})$ the following relations. By (4.33) we have

$$
\begin{equation*}
\varphi_{a}\left(s(\omega)-\hat{M}_{a}^{T}\left(\gamma_{a}(\omega)-\hat{\gamma}_{a}\right), \omega\right)=0 \tag{4.57}
\end{equation*}
$$

while (4.36) yields

$$
\left.\begin{array}{rl}
x(a, \omega)= & s(\omega)-\hat{M}_{a}^{T}\left(\gamma_{a}(\omega)-\hat{\gamma}_{a}\right),  \tag{4.58}\\
-p(a, \omega)= & \nabla_{x} K_{a}^{T}\left(s(\omega)-\hat{M}_{a}^{T}\left(\gamma_{a}(\omega)-\hat{\gamma}_{a}\right), \omega\right) \\
& +\nabla_{x} \varphi_{a}^{T}\left(s(\omega)-\hat{M}_{a}^{T}\left(\gamma_{a}(\omega)-\hat{\gamma}_{a}\right), \omega\right) \gamma_{a}(\omega),
\end{array}\right\}
$$

In conclusion, by (4.35) we obtain

$$
\left.\begin{array}{rl}
x^{\Delta}(t, \omega) & =f(t, x(t, \omega), u(t, \omega), \omega)  \tag{4.59}\\
-p^{\Delta}(t, \omega) & =H_{x}^{T}\left(t, x(t, \omega), u(t, \omega), p^{\sigma}(t, \omega), \lambda(t, \omega), \omega\right),
\end{array}\right\} \quad t \in[a, \rho(b)]_{\mathrm{T}},
$$

and by (4.37) we get

$$
\left.\begin{array}{c}
H_{u}^{T}\left(t, x(t, \omega), u(t, \omega), p^{\sigma}(t, \omega), \lambda(t, \omega), \omega\right)=0,  \tag{4.60}\\
\psi(t, u(t, \omega), \omega)=0
\end{array}\right\} \quad t \in[a, \rho(b)]_{\mathrm{T}} .
$$

By combining (4.57) with (4.58) we obtain

$$
\left.\begin{array}{c}
\varphi_{a}(x(a, \omega), \omega)=0  \tag{4.61}\\
-p(a, \omega)=\nabla_{x} K_{a}^{T}(x(a, \omega), \omega)+\nabla_{x} \varphi_{a}^{T}(x(a, \omega), \omega) \gamma_{a}(\omega),
\end{array}\right\}
$$

while by (4.43) we have

$$
\left.\begin{array}{c}
\varphi_{b}(x(b, \omega), \omega)=0  \tag{4.62}\\
p(b, \omega)=\nabla_{x} K_{b}^{T}(x(b, \omega), \omega)+\nabla_{x} \varphi_{b}^{T}(x(b, \omega), \omega) \gamma_{b}(\omega)
\end{array}\right\}
$$

For each $\omega \in B_{\varepsilon}(\hat{\omega})$ consider the problem $\left(\mathrm{C}_{\omega}\right)$. Then, assumptions (H1)-(H4) and parts (i)- (iii) and (vi) of Remark 4.2 are still satisfied for $\omega \in B_{\varepsilon}(\hat{\omega})$. It then follows from equations (4.59)-(4.62) that the functions $x(t, \omega), u(t, \omega), p(t, \omega), \lambda(t, \omega)$ and vectors $\gamma_{a}(\omega), \gamma_{b}(\omega)$ satisfy for $\omega \in B_{\varepsilon}(\hat{\omega})$ the assumptions of Theorem 3.3 for problem $\left(\mathrm{C}_{\omega}\right)$. Therefore, by this theorem, for all $\omega \in B_{\varepsilon}(\hat{\omega})$ the pair $(x(\cdot, \omega), u(\cdot, \omega)$ is a strict weak local minimum for problem $\left(\mathrm{C}_{\omega}\right)$. The proof is complete.

## 5. Conclusions

In this paper we developed a sufficiency criterion for the weak local minimum in the nonlinear optimal control problem on time scales (C). Our setting includes piecewise rd-continuous control functions, arbitrary state-endpoints constraints, and pointwise equality control constraints. We employed a direct approach via the coercivity of the second variation. The presented criterion and the method of proof extends the corresponding result known for the calculus of variations on time scales in [28], (Thm. 2).

We also applied our new sufficiency criterion to obtain a sensitivity result for a separable endpoints problem $\left(\mathrm{C}_{\omega}\right)$, which is a perturbation of the problem $(\mathrm{C})$ by a parameter present in all the data. By assuming the sufficient conditions to be satisfied at the base problem $\left(\mathrm{C}_{\hat{\omega}}\right)$, for $\omega$ near $\hat{\omega}$ we constructed a feasible solution for $\left(\mathrm{C}_{\omega}\right)$ and a set of multipliers that are continuously differentiable in the parameter $\omega$ and which satisfy the sufficiency theorem developed in the first part of the paper. In this way the strict weak local optimality of the feasible pair for the perturbed problem $\left(\mathrm{C}_{\omega}\right)$ is deduced. The approach employed is a modification and a generalization to the variable endpoints setting and to time scales of the "shooting method" previously used, for instance in $[37,42,43]$, in the continuous time case with fixed initial state constraints. The way we parametrize the initial condition in Step 2 of the proof of Theorem 4.3 can be utilized to extend the results in $[37,42,43]$ to the separable endpoints. Furthermore, unlike those references, we do not rely on the Riccati equation to construct a solution to the boundary value problem, but instead we use the coercivity condition used in the sufficiency theorem.

Note that the equality control constraints in (1.2) do not encompass the situation, when the constraints are of the type $u(t) \in U$ for all $t \in[a, \rho(b)]_{\mathbb{T}}$, where $U \subseteq \mathbb{R}^{m}$ is a given set. The extension of the results of this paper for this and more general constraints is under investigation.

## A. PROOFS OF AUXILIARY LEMMAS

In this section we present the proofs of the two crucial approximation lemmas from Section 3.

Proof of Lemma 3.4. Let $\varepsilon>0$ be fixed and let a feasible pair $(\hat{x}, \hat{u})$ satisfy (A1). If $(x, u)$ is also a feasible pair, then we use the notation ( $\mathrm{d} \hat{x}, \mathrm{~d} \hat{u}$ ) introduced in (3.5) for the difference of $(x, u)$ and $(\hat{x}, \hat{u})$. Let $\Phi(t)$ be the fundamental matrix of the linear system in (2.7) or (2.14). Then $\Phi(t)$ is invertible on $[a, b]_{\mathbb{T}}$, by Remark 2.8. In this proof we abbreviate the inverse of $\Phi^{\sigma}$ by $\Phi^{\sigma-1}$ and the norm $\|\cdot\|_{\mathrm{C}_{\mathrm{prd}}}$ by $\|\cdot\|$.

Step 1. Define the function $F(t, x, u, w):=f(t, x, u)-w$, so that $\nabla_{(x, u, w)} F=\left(f_{x}, f_{u},-I\right)$. We apply the Taylor theorem to the function $\varphi(\cdot, \cdot)$ near $(\hat{x}(a), \hat{x}(b))$ and to the functions $F(t, \cdot, \cdot, \cdot)$ and $\psi(t, \cdot)$ near $\left(\hat{x}(t), \hat{u}(t), \hat{x}^{\Delta}(t)\right)$ and $\hat{u}(t)$, respectively, and use the compactness property of the time scale $[a, \rho(b)]_{\mathbb{T}}$. Then there exists $\delta_{1} \in$ $\left(0, \varepsilon_{1}\right)$, where $\varepsilon_{1}$ is from assumption (A1), such that for any feasible pair $(x, u)$ with $|(\mathrm{d} \hat{x}(a), \mathrm{d} \hat{x}(b))|<\delta_{1}$ and
$\left\|\left(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u}, \mathrm{~d} \hat{x}^{\Delta}\right)\right\|<\delta_{1}$ we have

$$
\begin{align*}
\varphi(x(a), x(b)) & =\varphi(\hat{x}(a), \hat{x}(b))+M\binom{\mathrm{~d} \hat{x}(a)}{\mathrm{d} \hat{x}(b)}+\gamma  \tag{A.1}\\
F\left(t, x(t), u(t), x^{\Delta}(t)\right) & =F\left(t, \hat{x}(t), \hat{u}(t), \hat{x}^{\Delta}(t)\right)+(\mathcal{A}(t), \mathcal{B}(t),-I)\left(\begin{array}{c}
\mathrm{d} \hat{x}(t) \\
\mathrm{d} \hat{u}(t) \\
\mathrm{d} \hat{x}^{\Delta}(t)
\end{array}\right)+g(t),  \tag{A.2}\\
\psi(t, u(t)) & =\psi(t, \hat{u}(t)+N(t) \mathrm{d} \hat{u}(t)+\pi(t) \tag{A.3}
\end{align*}
$$

where $t \in[a, \rho(b)]_{\mathbb{T}}$ and where $\gamma, g(t), \pi(t)$ are the Taylor remainders in (A.1)-(A.3), i.e.,

$$
\begin{equation*}
\gamma:=\mathcal{R}_{\varphi}(x(a), x(b)), \quad g(t):=\mathcal{R}_{F}\left(t, x(t), u(t), x^{\Delta}(t)\right), \quad \pi(t):=\mathcal{R}_{\psi}(t, u(t)) \tag{A.4}
\end{equation*}
$$

The Taylor remainders in (A.4) moreover satisfy the growth estimates

$$
\left.\begin{array}{c}
|\gamma| \leq \frac{\varepsilon}{2 K_{1}}|(\mathrm{~d} \hat{x}(a), \mathrm{d} \hat{x}(b))|, \quad|g(t)| \leq \frac{\varepsilon}{8 K_{2}^{2}}\left|\left(\mathrm{~d} \hat{x}(t), \mathrm{d} \hat{u}(t), \mathrm{d} \hat{x}^{\Delta}(t)\right)\right|, \\
|\pi(t)| \leq \frac{\varepsilon}{4 K_{3}}|\mathrm{~d} \hat{u}(t)| \tag{A.5}
\end{array}\right\}
$$

where $K_{1}, K_{2}, K_{3}$ are positive constants defined by

$$
\begin{aligned}
& K_{1}:=\left|\mathcal{Z}^{-1}\right|\|\Phi\| \times C \\
& K_{2}:=\max \left\{D,|M|^{2}\left|\mathcal{Z}^{-1}\right|\|Y\|^{2}\|\mathcal{B}\|\|\Phi\|^{2}\left\|\Phi^{\sigma-1}\right\|^{2},\|\Phi\|\left\|\Phi^{\sigma-1}\right\|\left(1+|M|\left|\mathcal{Z}^{-1}\right|\|\Phi\| \times E\right)\right\} \\
& K_{3} \\
& :=|M|\left|\mathcal{Z}^{-1}\right|\|\mathcal{B}\|\|\Phi\|^{2}\left\|\Phi^{\sigma-1}\right\|\|N\|\left\|\left(N N^{T}\right)^{-1}\right\| \times C
\end{aligned}
$$

and where $C, D, E$ are given by

$$
\left.\begin{array}{l}
C:=\max \left\{|M|\|Y\|^{2}\|\mathcal{B}\|\left\|\Phi^{\sigma-1}\right\|, E\right\}  \tag{A.6}\\
D:=1+\|\mathcal{A}\|+\|\mathcal{B}\| \\
E:=\varepsilon_{0}^{2}|\mathcal{D}|+(b-a)|M|\|Y\|^{2}\|\mathcal{B}\|^{2}\|\Phi\|\left\|\Phi^{\sigma-1}\right\|^{2} .
\end{array}\right\}
$$

Recall that the matrix $Y(t)$ is chosen according to (2.6), the matrices $\mathcal{D}$ and $\mathcal{Z}$ and the number $\varepsilon_{0}$ are defined in (2.10) and (2.9) in Proposition 2.9, and the matrices $\mathcal{A}(t), \mathcal{B}(t), M, N(t)$ are defined in (2.1) and (2.2). From assumption (A1) and Lemma 2.5 it results that the norms $\|\cdot\|:=\|\cdot\|_{\mathrm{C}_{\text {prd }}}$ occurring in the constants $K_{1}, K_{2}$, and $K_{3}$ are in fact finite. Observe also that the feasibility of $(x, u)$ and equations (A.1) and (A.2) imply that on $[a, \rho(b)]_{\mathbb{T}}$ we have

$$
\begin{equation*}
\gamma=-M\binom{\mathrm{~d} \hat{x}(a)}{\mathrm{d} \hat{x}(b)}, \quad g(t)=\mathrm{d} \hat{x}^{\Delta}(t)-\mathcal{A}(t) \mathrm{d} \hat{x}(t)-\mathcal{B}(t) \mathrm{d} \hat{u}(t), \quad \pi(t)=-N(t) \mathrm{d} \hat{u}(t) \tag{A.7}
\end{equation*}
$$

which yields that the functions $g(\cdot)$ and $\pi(\cdot)$ are piecewise rd-continuous on $[a, \rho(b)]_{\mathbb{T}}$.
Step 2. We show that without loss of generality the term $\mathrm{d} \hat{x}^{\Delta}(t)$ in the second inequality in (A.5) can be deleted, that is, there exists $\delta_{2} \in\left(0, \delta_{1}\right)$ such that for any feasible pair $(x, u)$ with $|(\mathrm{d} \hat{x}(a), \mathrm{d} \hat{x}(b))|<\delta_{2}$ and $\|(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})\|<\delta_{2}$ we have on $[a, \rho(b)]_{\mathrm{T}}$

$$
\left.\begin{array}{c}
|\gamma| \leq \frac{\varepsilon}{2 K_{1}}|(\mathrm{~d} \hat{x}(a), \mathrm{d} \hat{x}(b))|, \quad|g(t)| \leq \frac{\varepsilon}{4 K_{2}}|(\mathrm{~d} \hat{x}(t), \mathrm{d} \hat{u}(t))|  \tag{A.8}\\
|\pi(t)| \leq \frac{\varepsilon}{4 K_{3}}|(\mathrm{~d} \hat{x}(t), \mathrm{d} \hat{u}(t))|
\end{array}\right\}
$$

By the continuity of $f(t, \cdot, \cdot)$ at $(\hat{x}, \hat{u})$ uniformly in $t$ on $[a, \rho(b)]_{\mathbb{T}}$ there exists $\delta_{3} \in\left(0, \delta_{1} / 4\right)$ such that for any feasible pair $(x, u)$ with $\|(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})\|<\delta_{3}$ and any $t \in[a, \rho(b)]_{\mathrm{T}}$ we have $\left|\mathrm{d} \hat{x}^{\Delta}(t)\right|=\mid f(t, x(t), u(t))-$ $f(t, \hat{x}(t), \hat{u}(t)) \mid<\delta_{1} / 2$. Hence, for such an $(x, u)$ with $\|(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})\|<\delta_{3}$ we get

$$
\left|\left(\mathrm{d} \hat{x}(t), \mathrm{d} \hat{u}(t), \mathrm{d} \hat{x}^{\Delta}(t)\right)\right| \leq|(\mathrm{d} \hat{x}(t), \mathrm{d} \hat{u}(t))|+\left|\mathrm{d} \hat{x}^{\Delta}(t)\right|<\delta_{3}+\delta_{1} / 2<\delta_{1}, \quad t \in[a, \rho(b)]_{\mathrm{T}} .
$$

Therefore, $\left\|\left(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u}, \mathrm{~d} \hat{x}^{\Delta}\right)\right\|<\delta_{1}$ holds, which in turn implies that (A.5) is satisfied as well. In particular, the first inequality in (A.8) is established. Now, using assumption (A1) we can apply Lemma 2.7(i) to $\nabla_{(x, u)} f$ at $(\hat{x}, \hat{u})$ to obtain $\delta \in\left(0, \delta_{3}\right)$ such that for any pair $(x, u)$ with $\|(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})\|<\delta$ we have the inequality

$$
\begin{equation*}
\left|\nabla_{(x, u)} f(t, x(t), u(t))\right| \leq 1+\left\|\nabla_{(x, u)} f(\cdot, \hat{x}(\cdot), \hat{u}(\cdot))\right\|=1+\|(\mathcal{A}, \mathcal{B})\| \leq D, \quad t \in[a, \rho(b)]_{\mathrm{T}}, \tag{A.9}
\end{equation*}
$$

where $D$ is defined in (A.6). Let ( $x, u$ ) be any feasible pair with $\|(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})\|<\delta$. Then (A.9) and the generalized mean value theorem imply

$$
\begin{equation*}
\left|\mathrm{d} \hat{x}^{\Delta}(t)\right|=|f(t, x(t), u(t))-f(t, \hat{x}(t), \hat{u}(t))| \leq D|(\mathrm{~d} \hat{x}(t), \mathrm{d} \hat{u}(t))|, \quad t \in[a, \rho(b)]_{\mathrm{T}} . \tag{A.10}
\end{equation*}
$$

Thus, using $\delta<\delta_{3}$, (A.5), (A.10), and $K_{2} \geq D \geq 1$ (see the definition of $K_{2}$ above) we obtain

$$
\begin{aligned}
|g(t)| & \stackrel{(\mathrm{A} .5)}{\leq} \frac{\varepsilon}{8 K_{2}^{2}}|(\mathrm{~d} \hat{x}(t), \mathrm{d} \hat{u}(t))|+\frac{\varepsilon}{8 K_{2}^{2}}\left|\left(\mathrm{~d} \hat{x}^{\Delta}(t)\right)\right| \stackrel{(\mathrm{A} .10)}{\leq} \frac{\varepsilon(1+D)}{8 K_{2}^{2}}|(\mathrm{~d} \hat{x}(t), \mathrm{d} \hat{u}(t))| \\
& \leq \frac{2 \varepsilon K_{2}}{8 K_{2}^{2}}|(\mathrm{~d} \hat{x}(t), \mathrm{d} \hat{u}(t))| \leq \frac{\varepsilon}{4 K_{2}}|(\mathrm{~d} \hat{x}(t), \mathrm{d} \hat{u}(t))|, \quad t \in[a, \rho(b)]_{\mathrm{T}} .
\end{aligned}
$$

This shows the second inequality in (A.8). Moreover, by (A.5) we also get

$$
|\pi(t)| \leq \frac{\varepsilon}{4 K_{3}}|\mathrm{~d} \hat{u}(t)| \leq \frac{\varepsilon}{4 K_{3}}|(\mathrm{~d} \hat{x}(t), \mathrm{d} \hat{u}(t))|, \quad t \in[a, \rho(b)]_{\mathrm{T}},
$$

showing the third estimate in (A.8). The proof of Step 2 is finished.
Step 3. Consider now the nonhomogeneous linear system

$$
\begin{equation*}
\tilde{\eta}^{\Delta}=\mathcal{A}(t) \tilde{\eta}+\mathcal{B}(t) \tilde{v}+g(t), \quad N(t) \tilde{v}(t)=-\pi(t), \quad t \in[a, \rho(b)]_{\mathrm{T}}, \quad M\binom{\tilde{\eta}(a)}{\tilde{\eta}(b)}=-\gamma . \tag{A.11}
\end{equation*}
$$

We define the auxiliary piecewise rd-continuous function $\nu:[a, \rho(b)]_{\mathbb{T}} \rightarrow \mathbb{R}^{m}$ and the vectors $\beta \in \mathbb{R}^{r}$ and $\tilde{\alpha} \in \mathbb{R}^{n}$ by

$$
\begin{align*}
\nu(t) & :=-N^{T}(t)\left[N(t) N^{T}(t)\right]^{-1} \pi(t), \quad t \in[a, \rho(b)]_{\mathrm{T}},  \tag{A.12}\\
\beta & :=M_{b} \Phi(b) \int_{a}^{b} \Phi^{\sigma-1}(s)[\mathcal{B}(s) \nu(s)+g(s)] \Delta s,  \tag{A.13}\\
\tilde{\alpha} & :=-\varepsilon_{0}^{2} \mathcal{D}^{T} \mathcal{Z}^{-1}(\gamma+\beta) . \tag{A.14}
\end{align*}
$$

Moreover, with the matrix $\mathcal{E}(t)$ given in (2.10) we define the functions $\tilde{v}:[a, \rho(b)]_{\mathrm{T}} \rightarrow \mathbb{R}^{m}$ and $\tilde{\eta}:[a, b]_{\mathrm{T}} \rightarrow \mathbb{R}^{n}$ by

$$
\begin{align*}
& \tilde{v}(t):=-Y(t) \mathcal{E}^{T}(t) \mathcal{Z}^{-1}(\gamma+\beta)+\nu(t), \quad t \in[a, \rho(b)]_{\mathbb{T}},  \tag{A.15}\\
& \tilde{\eta}(t):=\Phi(t) \tilde{\alpha}+\Phi(t) \int_{a}^{t} \Phi^{\sigma-1}(s)[\mathcal{B}(s) \tilde{v}(s)+g(s)] \Delta s, \quad t \in[a, b]_{\mathrm{T}} . \tag{A.16}
\end{align*}
$$

Then $\tilde{v}(\cdot)$ belongs to $\mathrm{C}_{\mathrm{prd}}[a, \rho(b)]_{\mathrm{T}}$ and $\tilde{\eta}(\cdot)$ belongs to $\mathrm{C}_{\mathrm{prd}}^{1}[a, b]_{\mathrm{T}}$, and the pair $(\tilde{\eta}, \tilde{v})$ satisfies (A.11). Indeed, by using $\Phi^{\Delta}(t)=\mathcal{A}(t) \Phi(t)$ and the product rule $(f g)^{\Delta}=f^{\Delta} g+f^{\sigma} g^{\Delta}$ it is straightforward to verify that
the $\Delta$-derivative of the right-hand side of (A.16) is equal to $\mathcal{A}(t) \tilde{\eta}(t)+\mathcal{B}(t) \tilde{v}(t)+g(t)$, i.e., the first equality in (A.11) holds. Next, we have

$$
N(t) \tilde{v}(t)=-N(t) Y(t) \mathcal{E}^{T}(t) \mathcal{Z}^{-1}(\gamma+\beta)-\pi(t) \stackrel{(2.6)}{=}-\pi(t)
$$

showing the second equality in (A.11). Finally, by using $\tilde{\eta}(a)=\tilde{\alpha}$ and evaluating (A.16) at $t=b$ together with the definition of $\mathcal{D}$ and $\mathcal{E}(t)$ in (2.10) we obtain

$$
\begin{aligned}
M\binom{\tilde{\eta}(a)}{\tilde{\eta}(b)} & \stackrel{(\mathrm{A} .16)}{=} M_{a} \tilde{\alpha}+M_{b}\left(\Phi(b) \tilde{\alpha}+\Phi(b) \int_{a}^{b}\left[\Phi^{\sigma}(s)\right]^{-1}[\mathcal{B}(s) \tilde{v}(s)+g(s)] \Delta s\right) \\
& \stackrel{\text { A.15),(A.14) }}{=}-\varepsilon_{0}^{2} \mathcal{D D}^{T} \mathcal{Z}^{-1}(\gamma+\beta)-\int_{a}^{b} \mathcal{E}(s) \mathcal{E}^{T}(s) \mathcal{Z}^{-1}(\gamma+\beta) \Delta s+\beta \\
& \stackrel{(2.9)}{=}-\mathcal{Z} \mathcal{Z}^{-1}(\gamma+\beta)+\beta=-\gamma
\end{aligned}
$$

Therefore, the third equality in (A.11) is also satisfied, which completes the proof of Step 3.
Step 4. We claim that the pair ( $\tilde{\eta}, \tilde{v}$ ) defined in (A.15)-(A.16) satisfies the estimate

$$
\begin{equation*}
|(\tilde{\eta}(t), \tilde{v}(t))| \leq \varepsilon\left\{|(\mathrm{d} \hat{x}(a), \mathrm{d} \hat{x}(b))|+\int_{a}^{b}|(\mathrm{~d} \hat{x}(s), \mathrm{d} \hat{u}(s))| \Delta s\right\}, \quad t \in[a, \rho(b)]_{\mathbb{T}} \tag{A.17}
\end{equation*}
$$

In addition, inequality (A.17) with $|\tilde{\eta}(b)|$ on the left-hand side also holds when $b$ is left-scattered. For the proof of (A.17) we use the estimates in (A.8) with the properly chosen constants $K_{1}, K_{2}, K_{3}$ from Step 1. From (2.10) and (A.12)-(A.14) we get

$$
\left.\begin{array}{l}
\|\mathcal{E}\| \leq|M|\|Y\|\|\mathcal{B}\|\|\Phi\|\left\|\Phi^{\sigma-1}\right\|, \quad|\nu(t)| \leq\|N\|\left\|\left(N N^{T}\right)^{-1}\right\||\pi(t)|, \quad t \in[a, \rho(b)]_{\mathrm{T}},  \tag{A.18}\\
|\beta| \leq|M|\|\Phi\|\left\|\Phi^{\sigma-1}\right\| \int_{a}^{b}(\|\mathcal{B}\||\nu(s)|+|g(s)|) \Delta s, \quad|\tilde{\alpha}| \leq \varepsilon_{0}^{2}\left|\mathcal{D} \|\left|\mathcal{Z}^{-1}\right|(|\gamma|+|\beta|)\right.
\end{array}\right\}
$$

Then it follows from (A.15) and the estimates in (A.18) that

$$
\begin{align*}
|\tilde{v}(t)| & \leq\left|\mathcal{Z}^{-1}\right|\|Y\|\|\mathcal{E}\|(|\gamma|+|\beta|)+|\nu(t)|  \tag{A.19}\\
& \leq K_{1}|\gamma|+K_{2} \int_{a}^{b}|g(s)| \Delta s+K_{3} \int_{a}^{b}|\pi(s)| \Delta s, \quad t \in[a, \rho(b)]_{\mathbb{T}} \tag{A.20}
\end{align*}
$$

while from (A.16), (A.18), and (A.19) we obtain

$$
\begin{align*}
|\tilde{\eta}(t)| & \leq\|\Phi\||\tilde{\alpha}|+\|\Phi\|\left\|\Phi^{\sigma-1}\right\|\left(\|\mathcal{B}\| \int_{a}^{b}|\tilde{v}(s)| \Delta s+\int_{a}^{b}|g(s)| \Delta s\right) \\
& \leq K_{1}|\gamma|+K_{2} \int_{a}^{b}|g(s)| \Delta s+K_{3} \int_{a}^{b}|\pi(s)| \Delta s, \quad t \in[a, b]_{\mathrm{T}} \tag{A.21}
\end{align*}
$$

Therefore, combining (A.20) and (A.21) with (A.8) we get

$$
\begin{align*}
|(\tilde{\eta}(t), \tilde{v}(t))| & \leq|\tilde{\eta}(t)|+|\tilde{v}(t)| \leq 2 K_{1}|\gamma|+2 K_{2} \int_{a}^{b}|g(s)| \Delta s+2 K_{3} \int_{a}^{b}|\pi(s)| \Delta s \\
& \stackrel{\text { A.8) }}{\leq} \varepsilon|(\mathrm{d} \hat{x}(a), \mathrm{d} \hat{x}(b))|+\varepsilon \int_{a}^{b}|(\mathrm{~d} \hat{x}(s), \mathrm{d} \hat{u}(s))| \Delta s \tag{A.22}
\end{align*}
$$

for all $t \in[a, \rho(b)]_{\mathbb{T}}$, as we claim in (A.17). In addition, if $b$ is left-scattered, then it follows from (A.21) at $t=b$ and (A.8) that the inequality in (A.22) with $|\tilde{\eta}(b)|$ on the left-hand side is also satisfied. The proof of Step 4 is complete.

Step 5. Define the pair $(\eta, v)$ by $\eta(t):=\mathrm{d} \hat{x}(t)-\tilde{\eta}(t)$ on $[a, b]_{\mathbb{T}}$ and $v(t):=\mathrm{d} \hat{u}(t)-\tilde{v}(t)$ on $[a, \rho(b)]_{\mathbb{T}}$. Then $\eta \in \mathrm{C}_{\mathrm{prd}}^{1}[a, b]_{\mathbb{T}}, v \in \mathrm{C}_{\mathrm{prd}}[a, \rho(b)]_{\mathrm{T}}$, and by (A.7) and (A.11) we get

$$
M\binom{\eta(a)}{\eta(b)}=M\binom{\mathrm{~d} \hat{x}(a)}{\mathrm{d} \hat{x}(b)}-M\binom{\tilde{\eta}(a)}{\tilde{\eta}(b)}=-\gamma+\gamma=0
$$

Furthermore, by (A.7) and (A.11) we also have for $t \in[a, \rho(b)]_{\mathbb{T}}$

$$
\eta^{\Delta}(t)=\mathrm{d} \hat{x}^{\Delta}(t)-\tilde{\eta}^{\Delta}(t)=\mathcal{A}(t)[\mathrm{d} \hat{x}(t)-\tilde{\eta}(t)]+\mathcal{B}(t)[\mathrm{d} \hat{u}(t)-\tilde{v}(t)]=\mathcal{A}(t) \eta(t)+\mathcal{B}(t) v(t)
$$

and similarly

$$
N(t) v(t)=N(t) \mathrm{d} \hat{u}(t)-N(t) \tilde{v}(t)=-\pi(t)+\pi(t)=0
$$

This shows that $(\eta, v)$ is admissible. Finally, since $(\mathrm{d} \hat{x}-\eta, \mathrm{d} \hat{u}-v)=(\tilde{\eta}, \tilde{v})$, the estimate in (3.4) is a direct consequence of (A.17). The proof of this lemma is complete.

Proof of Lemma 3.6. In this proof we will again utilize the notation in (3.5). Fix $\varepsilon>0$. By Lemma 3.4 there exists $\delta>0$ such that for every feasible pair $(x, u)$ with $\|(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})\|_{\mathrm{C}_{\text {prd }}}<\delta$ there exists an admissible pair $(\eta, v)$ satisfying (3.4). Take $\delta_{0}:=\delta$, let $(x, u)$ be feasible with $\|(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})\|_{\mathrm{C}_{\mathrm{prd}}}<\delta_{0}$, and let $(\eta, v)$ be the associated admissible pair from Lemma 3.4. Define $(\tilde{\eta}, \tilde{v}):=(\mathrm{d} \hat{x}-\eta, \mathrm{d} \hat{u}-v)$, so that $(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})=(\eta, v)+(\tilde{\eta}, \tilde{v})$. Then

$$
\begin{aligned}
J^{\prime \prime}(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u}) & =J^{\prime \prime}(\eta+\tilde{\eta}, v+\tilde{v}) \\
& =J^{\prime \prime}(\eta, v)+J^{\prime \prime}(\tilde{\eta}, \tilde{v})+\binom{\eta(a)}{\eta(b)}^{T} \Gamma\binom{\tilde{\eta}(a)}{\tilde{\eta}(b)}+\int_{a}^{b}\binom{\eta(t)}{v(t)}^{T} \nabla_{(x, u)} \hat{H}(t)\binom{\tilde{\eta}(t)}{\tilde{v}(t)} \Delta t
\end{aligned}
$$

where $\Gamma$ and $\nabla_{(x, u)} \hat{H}(t)$ are given in (2.17) and (2.16). Since $\nabla_{(x, u)} \hat{H}(t)$ is piecewise rd-continuous on $[a, \rho(b)]_{\mathbb{T}}$, there exists $C>0$ such that $\left\|\nabla_{(x, u)} \hat{H}(t)\right\|_{\mathrm{C}_{\text {prd }}} \leq C$ and $|\Gamma| \leq C$. Using the coercivity assumption on the term $J^{\prime \prime}(\eta, v)$ we then obtain

$$
\begin{align*}
& 2 J^{\prime \prime}(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u}) \geq \alpha\left\{|\eta(a)|^{2}+|\eta(b)|^{2}+\int_{a}^{b}\left(|\eta(t)|^{2}+|v(t)|^{2}\right) \Delta t\right\}-C\left\{|\tilde{\eta}(a)|^{2}+|\tilde{\eta}(b)|^{2}\right\} \\
&-C \int_{a}^{b}\left(|\tilde{\eta}(t)|^{2}+|\tilde{v}(t)|^{2}\right) \Delta t-2 C\{|\eta(a)||\tilde{\eta}(a)|+|\eta(b)||\tilde{\eta}(b)|\} \\
&-2 C \int_{a}^{b}(|\eta(t)||\tilde{\eta}(t)|+|v(t)||\tilde{v}(t)|) \Delta t \tag{A.23}
\end{align*}
$$

We will find a lower bound for the first term in (A.23) and upper bounds for all the others in terms of the quantities $|(\mathrm{d} \hat{x}(a), \mathrm{d} \hat{x}(b))|^{2}=|\mathrm{d} \hat{x}(a)|^{2}+|\mathrm{d} \hat{x}(b)|^{2}$ and

$$
\|(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})\|_{L^{2}}^{2}=\int_{a}^{b}\left(|\mathrm{~d} \hat{x}(t)|^{2}+|\mathrm{d} \hat{u}(t)|^{2}\right) \Delta t
$$

In the following calculations we will also use the expression $\|(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})\|_{L^{1}}=\int_{a}^{b}|(\mathrm{~d} \hat{x}(t), \mathrm{d} \hat{u}(t))| \Delta t$ appearing in (3.4), as well as the estimate

$$
\begin{equation*}
\|(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})\|_{L^{1}}^{2} \leq(b-a)\|(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})\|_{L^{2}}^{2} \tag{A.24}
\end{equation*}
$$

which follows from the Cauchy-Schwarz inequality. We also recall that

$$
\begin{equation*}
\eta=\mathrm{d} \hat{x}-\tilde{\eta}, \quad v=\mathrm{d} \hat{u}-\tilde{v}, \quad \eta^{\Delta}=\mathrm{d} \hat{x}^{\Delta}-\tilde{\eta}^{\Delta} . \tag{A.25}
\end{equation*}
$$

By the arithmetic-geometric mean inequality $\left(2 x y \leq x^{2}+y^{2}\right)$ and (A.24), we get from (3.4) for all $t \in[a, \rho(b)]_{\mathbb{T}}$

$$
\begin{equation*}
|\tilde{\eta}(t)|^{2} \leq|\tilde{\eta}(t)|^{2}+|\tilde{v}(t)|^{2} \leq 2 \varepsilon^{2}\left\{|(\mathrm{~d} \hat{x}(a), \mathrm{d} \hat{x}(b))|^{2}+(b-a)\|(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})\|_{L^{2}}^{2}\right\} \tag{A.26}
\end{equation*}
$$

The first inequality in (A.26) holds of course also for $t=b$. Inequality (A.26) implies that

$$
\begin{equation*}
|\tilde{\eta}(a)|^{2}+|\tilde{\eta}(b)|^{2} \leq 4 \varepsilon^{2}\left\{|(\mathrm{~d} \hat{x}(a), \mathrm{d} \hat{x}(b))|^{2}+(b-a)\|(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})\|_{L^{2}}^{2}\right\} \tag{A.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{a}^{b}\left(|\tilde{\eta}(t)|^{2}+|\tilde{v}(t)|^{2}\right) \Delta t \leq 2 \varepsilon^{2}(b-a)\left\{|(\mathrm{d} \hat{x}(a), \mathrm{d} \hat{x}(b))|^{2}+(b-a)\|(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})\|_{L^{2}}^{2}\right\} \tag{A.28}
\end{equation*}
$$

Since by (A.25) we have $|\eta(t)| \leq|\mathrm{d} \hat{x}(t)|+|\tilde{\eta}(t)|$ on $[a, b]_{\mathbb{T}}$ and $|v(t)| \leq|\mathrm{d} \hat{u}(t)|+|\tilde{v}(t)|$ on $[a, \rho(b)]_{\mathbb{T}}$, it follows by the arithmetic-geometric mean inequality and (A.24) that for all $t \in[a, b]_{\mathbb{T}}$

$$
\begin{equation*}
|\eta(t)||\tilde{\eta}(t)| \leq \varepsilon|\mathrm{d} \hat{x}(t)|^{2}+\left(\varepsilon+2 \varepsilon^{2}\right)\left\{|(\mathrm{d} \hat{x}(a), \mathrm{d} \hat{x}(b))|^{2}+(b-a)\|(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})\|_{L^{2}}^{2}\right\} \tag{A.29}
\end{equation*}
$$

and for all $t \in[a, \rho(b)]_{\mathbb{T}}$

$$
\begin{equation*}
|v(t)||\tilde{v}(t)| \leq \varepsilon|\mathrm{d} \hat{u}(t)|^{2}+\left(\varepsilon+2 \varepsilon^{2}\right)\left\{|(\mathrm{d} \hat{x}(a), \mathrm{d} \hat{x}(b))|^{2}+(b-a)\|(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})\|_{L^{2}}^{2}\right\} \tag{A.30}
\end{equation*}
$$

Therefore, by taking $t=a$ and $t=b$ in (A.29) we obtain

$$
\begin{equation*}
|\eta(a)||\tilde{\eta}(a)|+|\eta(b)||\tilde{\eta}(b)| \leq\left(3 \varepsilon+4 \varepsilon^{2}\right)\left\{|(\mathrm{d} \hat{x}(a), \mathrm{d} \hat{x}(b))|^{2}+(b-a)\|(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})\|_{L^{2}}^{2}\right\} \tag{A.31}
\end{equation*}
$$

and integrating the sum of (A.29) and (A.30) over $[a, b]_{\mathbb{T}}$ we get

$$
\begin{align*}
\int_{a}^{b}(|\eta(t)||\tilde{\eta}(t)|+|v(t)||\tilde{v}(t)|) \Delta t \leq & \left(2 \varepsilon+4 \varepsilon^{2}\right)(b-a)|(\mathrm{d} \hat{x}(a), \mathrm{d} \hat{x}(b))|^{2} \\
& +\left[\varepsilon+2 \varepsilon(b-a)+4 \varepsilon^{2}(b-a)^{2}\right]\|(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})\|_{L^{2}}^{2} \tag{A.32}
\end{align*}
$$

Now by (A.25) we have $|\mathrm{d} \hat{x}(t)| \leq|\eta(t)|+|\tilde{\eta}(t)|$ on $[a, b]_{\mathbb{T}}$ and $|\mathrm{d} \hat{u}(t)| \leq|v(t)|+|\tilde{v}(t)|$ on $[a, \rho(b)]_{\mathbb{T}}$. Then, by taking the square on both sides we obtain $|\mathrm{d} \hat{x}(t)|^{2} \leq 2\left(|\eta(t)|^{2}+|\tilde{\eta}(t)|^{2}\right)$ on $[a, b]_{\mathbb{T}}$ and $|\mathrm{d} \hat{u}(t)|^{2} \leq 2\left(|v(t)|^{2}+2|\tilde{v}(t)|^{2}\right)$ on $[a, \rho(b)]_{\mathbb{T}}$. This implies that for $t \in[a, \rho(b)]_{\mathbb{T}}$ we have

$$
2\left(|\eta(t)|^{2}+|v(t)|^{2}\right) \geq|\mathrm{d} \hat{x}(t)|^{2}+|\mathrm{d} \hat{u}(t)|^{2}-2\left(|\tilde{\eta}(t)|^{2}+|\tilde{v}(t)|^{2}\right)
$$

By integrating over $[a, b]_{\mathbb{T}}$ and using (A.28) we then obtain

$$
\begin{equation*}
\int_{a}^{b}\left(|\eta(t)|^{2}+|v(t)|^{2}\right) \Delta t \geq-2 \varepsilon^{2}(b-a)|(\mathrm{d} \hat{x}(a), \mathrm{d} \hat{x}(b))|^{2}+\left[\frac{1}{2}-2 \varepsilon^{2}(b-a)^{2}\right]\|(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})\|_{L^{2}}^{2} \tag{A.33}
\end{equation*}
$$

In a similar way we get by (A.27) that

$$
\begin{align*}
|\eta(a)|^{2}+|\eta(b)|^{2} & \geq \frac{1}{2}\left(|\mathrm{~d} \hat{x}(a)|^{2}+|\mathrm{d} \hat{x}(b)|^{2}\right)-\left(|\tilde{\eta}(a)|^{2}+|\tilde{\eta}(b)|^{2}\right) \\
& \geq\left(\frac{1}{2}-4 \varepsilon^{2}\right)|(\mathrm{d} \hat{x}(a), \mathrm{d} \hat{x}(b))|^{2}-4 \varepsilon^{2}(b-a)\|(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})\|_{L^{2}}^{2} \tag{A.34}
\end{align*}
$$

Now we insert the estimates in (A.34), (A.33), (A.27), (A.28), (A.31), and (A.32) into inequality (A.23) and collect the terms with the same powers of $\varepsilon$ to get

$$
2 J^{\prime \prime}(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u}) \geq\left(\alpha / 2-D \varepsilon-E \varepsilon^{2}\right)|(\mathrm{d} \hat{x}(a), \mathrm{d} \hat{x}(b))|^{2}+\left(\alpha / 2-F \varepsilon-G \varepsilon^{2}\right)\|(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})\|_{L^{2}}^{2}
$$

where

$$
\begin{array}{ll}
D:=2 C[3+2(b-a)], & E:=2[6 C+(\alpha+5 C)(b-a)] \\
F:=2 C[1+5(b-a)], & G:=2(b-a)[2 \alpha+6 C+(\alpha+5 C)(b-a)] .
\end{array}
$$

Choose $\varepsilon>0$ small enough so that $\max \left\{D \varepsilon, E \varepsilon^{2}, F \varepsilon, G \varepsilon^{2}\right\}<\alpha / 8$. Then with this choice of $\varepsilon$ we have by the beginning of this proof (i.e., by Lem. 3.4) the corresponding $\delta_{0}:=\delta$ such that for every feasible pair ( $x, u$ ) with $\|(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})\|_{\mathrm{C}_{\mathrm{prd}}}<\delta_{0}$ the inequality

$$
\begin{aligned}
2 J^{\prime \prime}(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u}) & \geq(\alpha / 2-\alpha / 8-\alpha / 8)|(\mathrm{d} \hat{x}(a), \mathrm{d} \hat{x}(b))|^{2}+(\alpha / 2-\alpha / 8-\alpha / 8)\|(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})\|_{L^{2}}^{2} \\
& =(\alpha / 4)\left\{|(\mathrm{d} \hat{x}(a), \mathrm{d} \hat{x}(b))|^{2}+\|(\mathrm{d} \hat{x}, \mathrm{~d} \hat{u})\|_{L^{2}}^{2}\right\}
\end{aligned}
$$

The proof of this lemma is complete.
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