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#### Abstract

In this work, decay estimates are derived for the solutions of 1-D linear parabolic PDEs with disturbances at both boundaries and distributed disturbances. The decay estimates are given in the $L^{2}$ and $H^{1}$ norms of the solution and discontinuous disturbances are allowed. Although an eigenfunction expansion for the solution is exploited for the proof of the decay estimates, the estimates do not require knowledge of the eigenvalues and the eigenfunctions of the corresponding Sturm-Liouville operator. Examples show that the obtained results can be applied for the stability analysis of parabolic PDEs with nonlocal terms.
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## 1. Introduction

The derivation of decay estimates for the solution of parabolic partial differential equations (PDEs) is a challenging topic, which has attracted the interest of many researchers (see [10, 14, 15, 36, 39-42, 44, 48]). The main tool for the derivation of decay estimates is the combination of maximum principles and the so-called "energy" method, i.e., the use of an appropriate functional, which satisfies certain differential inequalities that allow the estimation of the decay rate of the solution. Usually, decay estimates are obtained for systems which do not include time-varying disturbances in the PDE problem.

Recently, the derivation of decay estimates for parabolic PDEs with disturbances was studied by many researchers working mostly in mathematical control theory. Decay estimates for systems with disturbances are related to the input-to-state stability (ISS) property (first developed by Sontag in [47] for systems described by ordinary differential equations-ODEs). The intense interest of researchers in control theory in ISS is justified because: (a) control systems are systems with inputs, and (b) because ISS can be used for the stability analysis by means of small-gain theorems (see Chap. 5 in [19] and references therein). The extension of ISS to systems described by PDEs required novel mathematical tools and approaches (see for example [1, 4-7, 16-18, 20, 26, 29-32, 43]).

In particular, for PDE systems there are two qualitatively distinct locations, where a disturbance can appear: the domain (a distributed disturbance appearing in the PDE) and the boundary (a disturbance

[^0]that appears in the boundary conditions-BCs). Most of the existing results in the literature deal with distributed disturbances. Boundary disturbances present a major challenge, because the transformation of the boundary disturbance to a distributed disturbance leads to decay estimates involving the boundary disturbance and some of its time derivatives (see for example [1]). This is explained by the use of unbounded operators for the expression of the effect of the boundary disturbance (see the relevant discussion in [30] for inputs in infinite-dimensional systems that are expressed by means of unbounded linear operators). Moreover, although the construction of Lyapunov and "energy" functionals for PDEs has progressed significantly during the last years (see for example [2, 27, 28, 31, 33, 39-41, 43, 44]), none of the proposed Lyapunov functionals can be used for the derivation of the ISS property w.r.t. Dirichlet boundary disturbances. Therefore, the "energy" method cannot provide decay estimates for parabolic PDEs with Dirichlet boundary disturbances (but see [49] for boundary disturbances in boundary conditions of Robin type). On the other hand, it should be noted that Reaction-Diffusion PDEs with boundary disturbances arise naturally when studying heat and mass transfer phenomena, where flux disturbances appear at the boundaries and the reaction terms are the result of chemical reactions. Parabolic PDEs with boundary disturbances appear also in fluid dynamics (e.g., Navier-Stokes) where boundary/wall disturbances occur naturally in various flow problems.

The recent articles [21-23] suggested methodologies for the derivation of decay estimates for 1-D parabolic PDEs with boundary and domain disturbances. Two different methodologies were used in [21-23]: the eigenfunction expansion of the solution and the approximation of the solution by means of finite-difference schemes. The obtained ISS estimates were expressed in weighted $L^{1}, L^{2}$ and $L^{\infty}$ norms for the solution under strict regularity requirements for the disturbances $\left(C^{2}\right.$ regularity for boundary disturbances and $C^{1}$ regularity for distributed disturbances) and it was shown that such estimates can be used in a straightforward way for the derivation of decay estimates for parabolic PDEs with nonlocal terms. The interest for the stability analysis of parabolic PDEs with nonlocal terms is strong, both from the PDE literature as well as from the numerical analysis literature (see $[8,9,11-13,25,37,38]$ ). However, recent advances in feedback control of PDEs have forced the control literature to deal with PDEs containing nonlocal terms. This happened because the feedback law itself is a functional of the solution of the PDE and appears as a nonlocal term either in the BC or in the PDE (see [24, 45, 46] and references therein).

This paper focuses on 1-D parabolic PDEs with disturbances acting on both boundary sides and distributed disturbances. The contribution of the paper is threefold:

- the derivation of decay estimates in the $L^{2}$ norm for discontinuous disturbances,
- the derivation of decay estimates in the $H^{1}$ norm for certain cases, and
- the application of the obtained decay estimates to the stability analysis of parabolic PDEs with nonlocal terms.

More specifically, our first main result (Thm. 2.4) extends recent results (in [21-23]) to various directions: discontinuous boundary and domain disturbances can be handled and the obtained decay estimate is less conservative from the corresponding estimates in [21-23]. The derivation of decay estimates in the $H^{1}$ norm (Thms. 3.1 and 3.3) is achieved for two cases: (a) the case of Dirichlet BCs at both ends, and (b) the case of Dirichlet BC on the one end and Robin (or Neumann) BC on the other end. The obtained decay estimates involve the estimation of the principal eigenvalue of a Sturm-Liouville (SL) operator. To this purpose, we develop tools which allow the estimation of the principal eigenvalue (Prop. 2.6).

The structure of the paper is as follows. Sections 2 and 3 are devoted to the presentation of the problem and the statement of the main results which allow the derivation of decay estimates in various norms (Thms. 2.4, 3.1 and 3.3). The application of the obtained decay estimates to the stability analysis of parabolic PDEs with nonlocal terms is illustrated in Section 4. The examples show the exploitation of the decay estimates for the derivation of small-gain conditions for global exponential stability of the zero solution. Section 5 of the present work contains the proofs of all (main and auxiliary) results. The conclusions of the paper are provided in Section 6.

Notation. Throughout this paper, we adopt the following notation.

* $\mathbb{R}_{+}:=[0,+\infty)$.
* Let $A \subseteq \mathbb{R}^{n}$ be an open set and let $\Omega \subseteq \mathbb{R}$ and $A \subseteq U \subseteq \bar{A}$ be given sets. By $C^{0}(U)$ (or $C^{0}(U ; \Omega)$ ), we denote the class of continuous mappings on $U$ (which take values in $\Omega$ ). By $C^{k}(U)$ (or $C^{k}(U ; \Omega)$ ), where $k \geq 1$, we denote the class of continuous functions on $U$, which have continuous derivatives of order $k$ on $U$ (and also take values in $\Omega$ ).
* Let $I \subseteq \mathbb{R}$ be an interval. A function $f: I \rightarrow \mathbb{R}$ is called right continuous on $I$ if for every $t \in I$ and $\varepsilon>0$ there exists $\delta(\varepsilon, t)>0$ such that for all $\tau \in I$ with $t \leq \tau<t+\delta(\varepsilon, t)$ it holds that $|f(\tau)-f(t)|<\varepsilon$. A continuous function $f:[0,1] \rightarrow \mathbb{R}$ is called piecewise $C^{1}$ on $[0,1]$ and we write $f \in P C^{1}([0,1])$, if the following properties hold: (i) for every $x \in[0,1)$ the limit $\lim _{h \rightarrow 0^{+}}\left(h^{-1}(f(x+h)-f(x))\right)$ exists and is finite, (ii) for every $x \in(0,1]$ the limit $\lim _{h \rightarrow 0^{-}}\left(h^{-1}(f(x+h)-f(x))\right)$ exists and is finite, (iii) there exists a set $J \subset(0,1)$ of finite cardinality, where $f^{\prime}(x)=\lim _{h \rightarrow 0^{-}}\left(h^{-1}(f(x+h)-f(x))\right)=\lim _{h \rightarrow 0^{+}}\left(h^{-1}(f(x+h)-f(x))\right)$ holds for $x \in(0,1) \backslash J$, and (iv) the mapping $(0,1) \backslash J \ni x \rightarrow f^{\prime}(x) \in \mathbb{R}$ is continuous, i.e., $f^{\prime}(x)$ is continuous for every $x \in(0,1) \backslash J$. Notice that here a piecewise $C^{1}$ function is assumed to be continuous on $[0,1]$ (this is not assumed in many textbooks).
* Let $r \in C^{0}([0,1] ;(0,+\infty))$ be given. $L_{r}^{2}(0,1)$ denotes the equivalence class of measurable functions $f$ : $[0,1] \rightarrow \mathbb{R}$ for which $\|f\|_{r}=\left(\int_{0}^{1} r(x)|f(x)|^{2} \mathrm{~d} x\right)^{1 / 2}<+\infty . L_{r}^{2}(0,1)$ is a Hilbert space with inner product $\langle f, g\rangle=\int_{0}^{1} r(x) f(x) g(x) \mathrm{d} x$. When $r(x) \equiv 1$, we use the notation $L^{2}(0,1)$ for the standard space of squareintegrable functions and $\|f\|=\left(\int_{0}^{1}|f(x)|^{2} \mathrm{~d} x\right)^{1 / 2}<+\infty$ for $f \in L^{2}(0,1)$.
* Let $u: \mathbb{R}_{+} \times[0,1] \rightarrow \mathbb{R}$ be given. We use the notation $u[t]$ to denote the profile at certain $t \geq 0$, i.e., $(u[t])(x)=u(t, x)$ for all $x \in[0,1]$. When $u(t, x)$ is differentiable with respect to $x \in[0,1]$, we use the notation $u^{\prime}(t, x)$ for the derivative of $u$ with respect to $x \in[0,1]$, i.e., $u^{\prime}(t, x)=\frac{\partial u}{\partial x}(t, x)$. For an interval $I \subseteq \mathbb{R}_{+}$, the space $C^{0}\left(I ; L_{r}^{2}(0,1)\right)$ is the space of continuous mappings $I \ni t \rightarrow u[t] \in L_{r}^{2}(0,1)$.
* For an integer $k \geq 1, H^{k}(0,1)$ denotes the Sobolev space of functions in $L^{2}(0,1)$ with all its weak derivatives up to order $k \geq 1$ in $L^{2}(0,1)$.


## 2. Main results for the $L^{2}$ NORM

Consider the SL operator $A: D \rightarrow L_{r}^{2}(0,1)$ defined by

$$
\begin{equation*}
(A f)(x)=-\frac{1}{r(x)} \frac{\mathrm{d}}{\mathrm{~d} x}\left(p(x) \frac{\mathrm{d} f}{\mathrm{~d} x}(x)\right)+\frac{q(x)}{r(x)} f(x), \text { for all } f \in D \text { and } x \in(0,1), \tag{2.1}
\end{equation*}
$$

where $p \in C^{1}([0,1] ;(0,+\infty)), r \in C^{0}([0,1] ;(0,+\infty)), q \in C^{0}([0,1] ; \mathbb{R})$ and $D \subseteq H^{2}(0,1)$ is the set of all functions $f:[0,1] \rightarrow \mathbb{R}$ for which

$$
\begin{equation*}
b_{1} f(0)+b_{2} f^{\prime}(0)=a_{1} f(1)+a_{2} f^{\prime}(1)=0, \tag{2.2}
\end{equation*}
$$

where $a_{1}, a_{2}, b_{1}, b_{2}$ are real constants with $\left|a_{1}\right|+\left|a_{2}\right|>0,\left|b_{1}\right|+\left|b_{2}\right|>0$. It is well-known (Chap. 11 in [3] and pages 498-505 in [34]) that all eigenvalues of the SL operator $A: D \rightarrow L_{r}^{2}(0,1)$, defined by (2.1) and (2.2) are real. The eigenvalues form an infinite, increasing sequence $\lambda_{1}<\lambda_{2}<\cdots<\lambda_{n}<\cdots$ with $\lim _{n \rightarrow \infty}\left(\lambda_{n}\right)=+\infty$ and to each eigenvalue $\lambda_{n} \in \mathbb{R}(n=1,2, \ldots)$ corresponds exactly one eigenfunction $\phi_{n} \in C^{2}([0,1] ; \mathbb{R})$ that satisfies $A \phi_{n}=\lambda_{n} \phi_{n}$ and $b_{1} \phi_{n}(0)+b_{2} \phi_{n}^{\prime}(0)=a_{1} \phi_{n}(1)+a_{2} \phi_{n}^{\prime}(1)=0$. Moreover, the eigenfunctions form an orthonormal basis of $L_{r}^{2}(0,1)$.

In the present work, we use the following assumption for the SL operator $A: D \rightarrow L_{r}^{2}(0,1)$ defined by (2.1) and (2.2), where $a_{1}, a_{2}, b_{1}, b_{2}$ are real constants with $\left|a_{1}\right|+\left|a_{2}\right|>0,\left|b_{1}\right|+\left|b_{2}\right|>0$.
(H): The SL operator $A: D \rightarrow L_{r}^{2}(0,1)$ defined by (2.1) and (2.2), where $a_{1}, a_{2}, b_{1}, b_{2}$ are real constants with $\left|a_{1}\right|+\left|a_{2}\right|>0,\left|b_{1}\right|+\left|b_{2}\right|>0$, satisfies

$$
\begin{equation*}
\sum_{n=N}^{\infty} \lambda_{n}^{-1} \max _{0 \leq x \leq 1}\left(\left|\phi_{n}(x)\right|\right)<+\infty, \text { for certain } N>0 \text { with } \lambda_{N}>0 \tag{2.3}
\end{equation*}
$$

It is important to notice that the validity of assumption $(\mathrm{H})$ can be verified without knowledge of eigenvalues and the eigenfunctions of the SL operator $A$ (see [35]).

We next consider the following system

$$
\begin{gather*}
\frac{\partial u}{\partial t}(t, x)-\frac{1}{r(x)} \frac{\partial}{\partial x}\left(p(x) \frac{\partial u}{\partial x}(t, x)\right)+\frac{q(x)}{r(x)} u(t, x)=f(t, x), x \in(0,1)  \tag{2.4}\\
b_{1} u(t, 0)+b_{2} \frac{\partial u}{\partial x}(t, 0)-d_{0}(t)=a_{1} u(t, 1)+a_{2} \frac{\partial u}{\partial x}(t, 1)-d_{1}(t)=0 \tag{2.5}
\end{gather*}
$$

where $u[t]$ is the state and $f(t, x), d_{0}(t), d_{1}(t)$ are disturbance inputs. The following definition clarifies the notion of solution that is used throughout the paper.

Definition 2.1. Consider the SL operator $A: D \rightarrow L_{r}^{2}(0,1)$ defined by (2.1) and (2.2), where $a_{1}, a_{2}, b_{1}, b_{2}$ are real constants with $\left|a_{1}\right|+\left|a_{2}\right|>0,\left|b_{1}\right|+\left|b_{2}\right|>0$, under assumption (H). For every $u_{0} \in L_{r}^{2}(0,1)$ let $\Phi\left(A ; u_{0}\right)$ be the set of all functions $f: \mathbb{R}_{+} \times[0,1] \rightarrow \mathbb{R}, d_{0}, d_{1}: \mathbb{R}_{+} \rightarrow \mathbb{R}$ for which the following implication holds:
"If $\left(f, d_{0}, d_{1}\right) \in \Phi\left(A ; u_{0}\right)$ then $d_{0}, d_{1}: \mathbb{R}_{+} \rightarrow \mathbb{R}$ are locally bounded functions, $f[t] \in C^{0}([0,1])$, $\sup _{0<s<t}\left(\|f[s]\|_{r}\right)<+\infty$ for all $t>0$, the left limits $\lim _{s \rightarrow t^{-}}(f(s, z))$ exist and are finite for all $t>0$ and there exists an increasing sequence of times $\left\{\tau_{i} \geq 0, i=0,1,2, \ldots\right\}$ with $\tau_{0}=0, \lim _{i \rightarrow+\infty}\left(\tau_{i}\right)=+\infty$ and a unique mapping $u \in C^{0}\left(\mathbb{R}_{+} ; L_{r}^{2}(0,1)\right)$ with $u \in C^{1}(I \times[0,1])$ satisfying $u[t] \in C^{2}([0,1])$ for all $t>0, \lim _{t \rightarrow \tau_{i}^{-}}(u(t, x))=u\left(\tau_{i}, x\right)$, $\lim _{t \rightarrow \tau_{i}^{-}}\left(\frac{\partial u}{\partial t}(t, x)\right)=-\left(A u\left[\tau_{i}\right]\right)(x)+\lim _{t \rightarrow \tau_{i}^{-}}(f(t, x)), \lim _{t \rightarrow \tau_{i}^{-}}\left(\frac{\partial u}{\partial x}(t, x)\right)=\frac{\partial u}{\partial x}\left(\tau_{i}, x\right)$ for all $i \geq 1, u(0, x)=u_{0}(x)$ for all $x \in[0,1]$, and

$$
\begin{gather*}
\frac{\partial u}{\partial t}(t, x)-\frac{1}{r(x)} \frac{\partial}{\partial x}\left(p(x) \frac{\partial u}{\partial x}(t, x)\right)+\frac{q(x)}{r(x)} u(t, x)=f(t, x), \text { for all }(t, x) \in I \times(0,1)  \tag{2.6}\\
b_{1} u(t, 0)+b_{2} \frac{\partial u}{\partial x}(t, 0)-d_{0}(t)=a_{1} u(t, 1)+a_{2} \frac{\partial u}{\partial x}(t, 1)-d_{1}(t)=0, \text { for all } t \in I \tag{2.7}
\end{gather*}
$$

where $I=\mathbb{R}_{+} \backslash\left\{\tau_{i} \geq 0, i=0,1,2, \ldots\right\} . "$
Remark 2.2. The class of allowable disturbances $\Phi\left(A ; u_{0}\right)$ in Definition 2.1 allows disturbances which are not bounded on $\mathbb{R}_{+}$, i.e., we may have $\sup _{s>0}\left(\|f[s]\|_{r}\right)=+\infty$ and/or $\sup _{t>0}\left(\left|d_{i}(t)\right|\right)=+\infty$ for $i=0,1$. The notion of solution that is described by Definition 2.1 also allows us to consider discontinuous distributed and boundary disturbances. Indeed, using a methodology similar to that followed in [22], it can be shown that:

- if $f: \mathbb{R}_{+} \times[0,1] \rightarrow \mathbb{R}$ is a real function for which there exists an increasing sequence of times $\left\{\tau_{i} \geq 0, i=0,1,2, \ldots\right\}$ with $\tau_{0}=0, \lim _{i \rightarrow+\infty}\left(\tau_{i}\right)=+\infty$ and the following property: for every $i \geq 1$ there exist functions $f_{1, i}, f_{2, i} \in C^{0}\left(\left(\tau_{i-1}, \tau_{i}\right) \times[0,1]\right), \varphi_{i} \in P C^{1}([0,1]), \theta_{i} \in C^{0}([0,1]), c_{i} \in D \bigcap C^{2}([0,1])$, with $f_{1, i}[t] \in P C^{1}([0,1]), f_{2, i}[t] \in D \bigcap C^{2}([0,1]), f[t]=f_{1}[t]+f_{2}[t]$ for $t \in\left(\tau_{i-1}, \tau_{i}\right), \sup _{t \in\left(\tau_{i-1}, \tau_{i}\right)}\left(\left\|f_{1, i}[t]\right\|_{r}\right)+$
$\sup _{t \in\left(\tau_{i-1}, \tau_{i}\right)}\left(\left\|f_{2, i}[t]\right\|_{r}\right)+\sup _{t \in\left(\tau_{i-1}, \tau_{i}\right)}\left(\left\|A f_{2, i}[t]\right\|_{r}\right)<+\infty,\left(\tau_{i-1}, \tau_{i}\right) \times[0,1] \ni(t, x) \rightarrow \frac{\partial f_{1, i}}{\partial t}(t, x)$ is continuous, $\lim _{t \rightarrow \tau_{i}^{-}}\left(f_{1, i}(t, x)\right)=\varphi_{i}(x), \lim _{t \rightarrow \tau_{i}^{-}}\left(\frac{\partial f_{1, i}}{\partial t}(t, x)\right)=\theta_{i}(x), \lim _{t \rightarrow \tau_{i}^{-}}\left(f_{2, i}(t, x)\right)=c_{i}(x)$ for all $x \in[0,1]$ (notice that the bounds for $\sup _{t \in\left(\tau_{i-1}, \tau_{i}\right)}\left(\left\|f_{1, i}[t]\right\|_{r}\right)+\sup _{t \in\left(\tau_{i-1}, \tau_{i}\right)}\left(\left\|f_{2, i}[t]\right\|_{r}\right)+\sup _{t \in\left(\tau_{i-1}, \tau_{i}\right)}\left(\left\|A f_{2, i}[t]\right\|_{r}\right)$ are not uniform with respect to $i \geq 1$ ),
- if $d_{1}, d_{0}: \mathbb{R}_{+} \rightarrow \mathbb{R}$ are right continuous functions for which there exists an increasing sequence of times $\left\{\tau_{i} \geq 0, i=0,1,2, \ldots\right\}$ with $\tau_{0}=0, \lim _{i \rightarrow+\infty}\left(\tau_{i}\right)=+\infty$ such that: (i) $d_{1}, d_{0} \in C^{2}(I)$, where $I=\mathbb{R}_{+} \backslash\left\{\tau_{i} \geq 0, i=0,1,2, \ldots\right\}$, (ii) for every $\tau_{i}>0$ the left limits of $d_{1}(t), \dot{d}_{1}(t), \ddot{d}_{1}(t), d_{0}(t), \dot{d}_{0}(t), \ddot{d}_{0}(t)$ when $t$ tends to $\tau_{i}$ are finite, and (iii) $\sup _{t \in\left(\tau_{1}, \tau_{i+1}\right)}\left(\left|\dot{d}_{1}(t)\right|\right)+\sup _{t \in\left(\tau_{1}, \tau_{i+1}\right)}\left(\left|\dot{d}_{0}(t)\right|\right)<+\infty$ for $i=0,1,2, \ldots$ are finite,
then $\left(f, d_{0}, d_{1}\right) \in \Phi\left(A ; u_{0}\right)$. However, Definition 2.1 does not allow arbitrary functions to be considered as inputs for (2.4) and (2.5): the boundary inputs $d_{0}, d_{1}$ must be (at least) piecewise continuous functions on $\mathbb{R}_{+}$. Notice that if $\left(f, d_{0}, d_{1}\right) \in \Phi(A ; u)$ and $\left(\tilde{f}, \tilde{d}_{0}, \tilde{d}_{1}\right) \in \Phi(A ; \tilde{u})$ for certain $u, \tilde{u} \in L_{r}^{2}(0,1)$ then $\left(\lambda f, \lambda d_{0}, \lambda d_{1}\right) \in \Phi(A ; \lambda u)$ for every $\lambda \in \mathbb{R}$ and $\left(f+\tilde{f}, d_{0}+\tilde{d}_{0}, d_{1}+\tilde{d}_{0}\right) \in \Phi(A ; u+\tilde{u})$. In what follows, for any given $u_{0} \in L_{r}^{2}(0,1)$, $\left(f, d_{0}, d_{1}\right) \in \Phi\left(A ; u_{0}\right)$, the mapping $u \in C^{0}\left(\mathbb{R}_{+} ; L_{r}^{2}(0,1)\right)$ with $u \in C^{1}(I \times[0,1])$ satisfying $u[t] \in C^{2}([0,1])$ for all $t>0, \lim _{t \rightarrow \tau_{i}^{-}}(u(t, x))=u\left(\tau_{i}, x\right), \lim _{t \rightarrow \tau_{i}^{-}}\left(\frac{\partial u}{\partial t}(t, x)\right)=-\left(A u\left[\tau_{i}\right]\right)(x)+\lim _{t \rightarrow \tau_{i}^{-}}(f(t, x)), \lim _{t \rightarrow \tau_{i}^{-}}\left(\frac{\partial u}{\partial x}(t, x)\right)=\frac{\partial u}{\partial x}\left(\tau_{i}, x\right)$ for all $i \geq 1, u(0, x)=u_{0}(x)$ for all $x \in[0,1]$, and (2.6), (2.7), is called the (unique) solution of the evolution equation (2.4) with (2.5) and initial condition $u_{0} \in L_{r}^{2}(0,1)$ corresponding to inputs ( $\left.f, d_{0}, d_{1}\right) \in \Phi\left(A ; u_{0}\right)$.
Definition 2.3. Consider the SL operator $A: D \rightarrow L_{r}^{2}(0,1)$ defined by (2.1) and (2.2), where $a_{1}, a_{2}, b_{1}, b_{2}$ are real constants with $\left|a_{1}\right|+\left|a_{2}\right|>0,\left|b_{1}\right|+\left|b_{2}\right|>0$, under assumption (H). The operator $A: D \rightarrow L_{r}^{2}(0,1)$ is called exponentially stable (ES) if $\lambda_{1}>0$.

Our first main result provides decay estimates of the solution of (2.4) and (2.5) in the norm of $L_{r}^{2}(0,1)$.
Theorem 2.4. Suppose that the $S L$ operator $A: D \rightarrow L_{r}^{2}(0,1)$ defined by (2.1) and (2.2) is $E S$. Then for every $u_{0} \in L_{r}^{2}(0,1),\left(f, d_{0}, d_{1}\right) \in \Phi\left(A ; u_{0}\right)$, the unique solution $u \in C^{0}\left(\mathbb{R}_{+} ; L_{r}^{2}(0,1)\right)$ of the evolution equation (2.4) with (2.5) and initial condition $u_{0} \in L_{r}^{2}(0,1)$ satisfies the following estimate for all $\sigma \in\left[0, \lambda_{1}\right)$ and $t>0$ :

$$
\begin{align*}
& \|u[t]\|_{r} \leq \exp \left(-\lambda_{1} t\right)\left\|u_{0}\right\|_{r}+\frac{\lambda_{1}}{\lambda_{1}-\sigma} C_{0} \sup _{0<s<t}\left(\left|d_{0}(s)\right| \exp (-\sigma(t-s))\right) \\
& \quad+\frac{\lambda_{1}}{\lambda_{1}-\sigma} C_{1} \sup _{0<s<t}\left(\left|d_{1}(s)\right| \exp (-\sigma(t-s))\right)+\frac{1}{\lambda_{1}-\sigma} \sup _{0<s<t}\left(\|f[s]\|_{r} \exp (-\sigma(t-s))\right), \tag{2.8}
\end{align*}
$$

where

$$
\begin{align*}
& C_{0}:=\frac{p(0)}{b_{1}^{2}+b_{2}^{2}} \sqrt{\sum_{n=1}^{\infty} \frac{1}{\lambda_{n}^{2}}\left|b_{1} \frac{d \phi_{n}}{\mathrm{~d} z}(0)-b_{2} \phi_{n}(0)\right|^{2}}=\frac{1}{\sqrt{b_{1}^{2}+b_{2}^{2}}}\|\tilde{u}\|_{r},  \tag{2.9}\\
& C_{1}:=\frac{p(1)}{a_{1}^{2}+a_{2}^{2}} \sqrt{\sum_{n=1}^{\infty} \frac{1}{\lambda_{n}^{2}}\left|a_{2} \phi_{n}(1)-a_{1} \frac{\mathrm{~d} \phi_{n}}{\mathrm{~d} z}(1)\right|^{2}}=\frac{1}{\sqrt{a_{1}^{2}+a_{2}^{2}}}\|\bar{u}\|_{r},
\end{align*}
$$

$\tilde{u} \in C^{2}([0,1])$ is the unique solution of the boundary value problem $\left(p(x) \tilde{u}^{\prime}(x)\right)^{\prime}-q(x) \tilde{u}(x)=0$ for $x \in[0,1]$ with $b_{1} \tilde{u}(0)+b_{2} \tilde{u}^{\prime}(0)=\sqrt{b_{1}^{2}+b_{2}^{2}}, a_{1} \tilde{u}(1)+a_{2} \tilde{u}^{\prime}(1)=0$ and $\bar{u} \in C^{2}([0,1])$ is the unique solution of the boundary value problem $\left(p(x) \bar{u}^{\prime}(x)\right)^{\prime}-q(x) \bar{u}(x)=0$ for $x \in[0,1]$ with $b_{1} \bar{u}(0)+b_{2} \bar{u}^{\prime}(0)=0$ and $a_{1} \bar{u}(1)+a_{2} \bar{u}^{\prime}(1)=\sqrt{a_{1}^{2}+a_{2}^{2}}$.

Remark 2.5. Theorem 2.4 generalizes in many ways the result of Theorem 2.3 in [23]. Since Theorem 2.3 in [23] considers inputs for which the solution $u$ is continuous on $\mathbb{R}_{+} \times[0,1]$ and $C^{1}$ on $(0,+\infty) \times[0,1]$, it follows that no discontinuous inputs are allowed. On the other hand, Theorem 2.4 allows discontinuous inputs. Another difference between Theorem 2.3 in [23] and Theorem 2.4 is the obtained decay estimate. While Theorem 2.3 in [23] provides an decay estimate which involves only terms of the form $\sup _{0<s<t}\left(\left|d_{0}(s)\right| \exp (-\sigma(t-s))\right), \sup _{0<s<t}\left(\left|d_{1}(s)\right| \exp (-\sigma(t-s))\right)$ with $\sigma=0$, Theorem 2.4 allows positive values for $\sigma$. The difference is important, because Theorem 2.4 provides a "fading memory estimate" (see [19]), which can be directly used for small-gain analysis. The term describing the effect of the initial condition in (2.8), namely the term $\exp \left(-\lambda_{1} t\right)\left\|u_{0}\right\|_{r}$, is less conservative than the one used in Theorem 2.3 in [23]. Finally, Theorem 2.3 in [23] used the infinity norm of the distributed input $f$, while Theorem 2.4 uses the weighted 2-norm of the distributed input $f$. The proofs of Theorem 2.3 in [23] and Theorem 2.4 are very different (due to the fact that Theorem 2.4 does not impose the demanding regularity requirements for the solution of (2.4) and (2.5) in [23]).

It is clear that formulas (2.9) and (2.10) allow us to calculate the gain coefficients in (2.8) without requiring knowledge of the eigenvalues and the eigenfunctions of the SL operator $A: D \rightarrow L_{r}^{2}(0,1)$. However, we still need to know a positive lower bound of the principal eigenvalue $\lambda_{1}$. The following proposition provides the means to avoid the calculation of $\lambda_{1}$, as well as the means to verify that the SL operator $A: D \rightarrow L_{r}^{2}(0,1)$ defined by (2.1) and (2.2) is ES. It deals with the special case $p(x) \equiv p, r(x) \equiv 1$, because, when $p \in C^{2}([0,1] ;(0,+\infty))$, $r \in C^{2}([0,1] ;(0,+\infty))$, using a so-called gauge transformation, it is possible to convert system (2.4) and (2.5) into one with constant diffusion and zero advection terms. More specifically, this is achieved by the coordinate change:

$$
\xi=\sqrt{\varepsilon} \int_{0}^{x} \sqrt{\frac{p(s)}{r(s)}} \mathrm{d} s, \text { where } \varepsilon=\left(\int_{0}^{1} \sqrt{\frac{r(s)}{p(s)}} \mathrm{d} s\right)^{-2} \text { and } U(t, \xi)=(r(x) p(x))^{1 / 4} u(t, x)
$$

Proposition 2.6. Consider the $S L$ operator $A: D \rightarrow L^{2}(0,1)$ defined by (2.1) and (2.2), where $a_{1}, a_{2}, b_{1}, b_{2}$ are real constants with $\left|a_{1}\right|+\left|a_{2}\right|>0,\left|b_{1}\right|+\left|b_{2}\right|>0$, with $p(x) \equiv p, r(x) \equiv 1$, under assumption (H). Suppose that there exist constants $\varepsilon_{1}, \varepsilon_{2}>0, \lambda \in[0,1]$ and a function $g \in C^{2}([0,1] ;(0,+\infty))$ such that:

$$
\begin{align*}
& g^{\prime}(1)-2 q_{1} g(1)-2 R^{-1}(1-\lambda)\left(1+\varepsilon_{1}\right) \geq 0  \tag{2.11}\\
& 2 q_{0} g(0)-g^{\prime}(0)-2 R^{-1} \lambda\left(1+\varepsilon_{0}\right) \geq 0
\end{align*}
$$

and

$$
\begin{equation*}
2 R^{-1}+2 p^{-1} g(x) q(x)>g^{\prime \prime}(x), \text { for all } x \in[0,1] \tag{2.12}
\end{equation*}
$$

where

$$
\begin{gather*}
R:=\int_{0}^{1}\left(\lambda\left(1+\varepsilon_{0}^{-1}\right) \int_{0}^{z} \frac{\mathrm{~d} s}{g(s)}+(1-\lambda)\left(1+\varepsilon_{1}^{-1}\right) \int_{z}^{1} \frac{\mathrm{~d} s}{g(s)}\right) \mathrm{d} z  \tag{2.13}\\
q_{0}=+\infty \text { if } b_{2}=0 \text { and } q_{0}=-b_{1} / b_{2} \text { if } b_{2} \neq 0 \tag{2.14}
\end{gather*}
$$

$$
\begin{equation*}
q_{1}=-\infty \text { if } a_{2}=0 \text { and } q_{1}=-a_{1} / a_{2} \text { if } a_{2} \neq 0 \tag{2.15}
\end{equation*}
$$

Then the operator $A: D \rightarrow L^{2}(0,1)$ is $E S$. Moreover,

$$
\lambda_{1} \geq \frac{\min \left\{2 g(x) q(x)+2 p R^{-1}-p g^{\prime \prime}(x): x \in[0,1]\right\}}{2 \max \{g(x): x \in[0,1]\}}>0
$$

Conditions (2.11) involve the coefficients $a_{1}, a_{2}, b_{1}, b_{2}$ in the boundary conditions and guarantee that the level of dissipation of the "energy" functional $V(u)=\frac{1}{2} \int_{0}^{1} g(z) u^{2}(z) \mathrm{d} z$ induced by the boundary conditions is sufficient large. Inequality (2.12) is an inequality for the function $q(z)$ that is involved in the reaction term of the operator $A$ and consequently, inequality (2.12) is a bound on the strength of the reaction term. The selection of the function $g \in C^{2}([0,1] ;(0,+\infty))$ should be made with caution: an inappropriate selection may give very demanding conditions for the operator $A$ to be ES, while an appropriate selection for $g \in C^{2}([0,1] ;(0,+\infty))$ may give a very accurate lower bound for the principal eigenvalue $\lambda_{1}$. The following example illustrates the use of Proposition 2.6 to cases where analytical expressions for the eigenvalues of $A$ cannot be obtained.

Example 2.7. Consider the SL operator $A: D \rightarrow L^{2}(0,1)$ defined by (2.1) and (2.2), with $p(z) \equiv p, r(z) \equiv 1$, $b_{2}=a_{2}=1, b_{1} \leq-1$ and $a_{1} \geq 1$. Conditions (2.11), (2.13), (2.14), and (2.15) hold with $\varepsilon_{0}=\varepsilon_{1}=1, g(z) \equiv 1$, $R=1, \lambda=1 / 2$. Consequently, Proposition 2.6 implies that $A$ is ES if the inequality $q(z)>-p$ holds for all $z \in[0,1]$; this is inequality (2.12) for the aforementioned selection of constants. Moreover, the principal eigenvalue $\lambda_{1}$ of operator $A$ satisfies the inequality $\lambda_{1} \geq p+\min \{q(z): z \in[0,1]\}$. Notice that for such cases it is very difficult (if not impossible) to obtain analytical expressions for the eigenvalues of $A$. For this example, less restrictive conditions for the function $q(z)$ that guarantee that the operator $A$ is ES can be obtained if more complicated functions $g(z)$ are used (e.g., $g(z)=\exp (\sigma z)$ or $g(z)=1+\sigma z$, where $\sigma \in \mathbb{R}$ is a parameter to be chosen appropriately).

## 3. MAIN RESULTS FOR THE $H^{1}$ NORM

In order to obtain decay estimates in the $H^{1}$ norm we need to focus our attention to more specific cases. The following result provides decay estimates for the Dirichlet case in the $L^{2}$ norm of the solution as well as in the $L^{2}$ norm of the spatial derivative of the solution.

Theorem 3.1 (Dirichlet BCs-no boundary disturbances). Consider the SL operator $A: D \rightarrow L^{2}(0,1)$, defined by (2.1) and (2.2) with $p(x) \equiv p, r(x) \equiv 1, q(x) \equiv q, a_{2}=b_{2}=0, a_{1}=b_{1}=1$, where $q>-p \pi^{2}$. Consider also the $S L$ operator $A^{\prime}: D^{\prime} \rightarrow L^{2}(0,1)$ defined by $\left(A^{\prime} g\right)(x)=-p g^{\prime \prime}(x)+q g(x)$ for all $x \in[0,1]$ and $g \in D^{\prime} \in\left\{v \in H^{2}(0,1): v^{\prime}(0)=v^{\prime}(1)=0\right\}$. Then for every $u_{0} \in H^{1}(0,1)$ with $u_{0}(0)=u_{0}(1)=0$ and $(f, 0,0) \in \Phi\left(A ; u_{0}\right)$ with $f[t] \in C^{1}([0,1])$ for all $t \geq 0$, $\left(f^{\prime}, \tilde{d}_{0}, \tilde{d}_{1}\right) \in \Phi\left(A^{\prime} ; u_{0}^{\prime}\right)$ where $\tilde{d}_{1}(t)=-p^{-1} f(t, 1)$, $\tilde{d}_{0}(t)=-p^{-1} f(t, 0)$ for $t \geq 0$, the unique solution $u \in C^{0}\left(\mathbb{R}_{+} ; L^{2}(0,1)\right)$ of the evolution equation (2.4) with (2.5), $d_{0}(t)=d_{1}(t) \equiv 0$ and initial condition $u_{0} \in H^{1}(0,1)$ satisfies the following estimates for all $\sigma \in\left[0, p \pi^{2}+q\right)$, $t>0$ :

$$
\begin{array}{r}
\|u[t]\| \leq \exp \left(-\left(p \pi^{2}+q\right) t\right)\left\|u_{0}\right\|+\frac{1}{p \pi^{2}+q-\sigma} \sup _{0<s<t}(\|f[s]\| \exp (-\sigma(t-s))) \\
\left\|u^{\prime}[t]\right\| \leq \exp \left(-\left(p \pi^{2}+q\right) t\right)\left\|u_{0}^{\prime}\right\|+\left(\frac{p \pi^{2}+q}{p \pi^{2}+q-\sigma}\right) p^{-1} h(q / p) \sup _{0<s<t}(\|f[s]\| \exp (-\sigma(t-s))), \tag{3.2}
\end{array}
$$

where

$$
h(s):=\left\{\begin{array}{ll}
\frac{\sqrt{\exp (2 \sqrt{s})-\exp (-2 \sqrt{s})-4 \sqrt{s}}}{2(s)^{1 / 4}(\exp (\sqrt{s})-\exp (-\sqrt{s}))} & \text { if } s>0  \tag{3.3}\\
\sqrt{6 / 6} & \text { if } s=0 \\
\frac{\sqrt{4 \sqrt{-s}-2 \sin (2 \sqrt{-s})}}{4(-s)^{1 / 4} \sin (\sqrt{-s})} & \text { if }-\pi^{2}<s<0
\end{array} .\right.
$$

In order to obtain decay estimates in the $H^{1}$ norm for the case with Dirichlet BC at 0 and Robin (or Neumann) BC at 1 we need the following definition.

Definition 3.2. Consider the SL operator $A: D \rightarrow L_{r}^{2}(0,1)$ defined by (2.1) and (2.2), where $a_{1}, a_{2}, b_{1}, b_{2}$ are real constants with $q \in C^{2}([0,1] ;(0,+\infty)), b_{2}=0, b_{1}=a_{2}=1, p(x) \equiv p, r(x) \equiv 1$, under assumption (H). The "derived operator" of $A$ is the SL operator $A^{\prime}: D^{\prime} \rightarrow L^{2}(0,1)$ defined by

$$
\begin{equation*}
\left(A^{\prime} f\right)(x)=-p f^{\prime \prime}(x)+\left(q(x)+2 a_{1} p\right) f(x), \text { for all } f \in D^{\prime} \text { and } x \in(0,1) \tag{3.4}
\end{equation*}
$$

where $D^{\prime} \subseteq H^{2}(0,1)$ is the set of all functions $f:[0,1] \rightarrow \mathbb{R}$ for which

$$
\begin{equation*}
f^{\prime}(0)=f(1)=0 \tag{3.5}
\end{equation*}
$$

Theorem 3.3 (Dirichlet BC at 0 with no boundary disturbance-Robin BC at 1 with boundary disturbance). Suppose that the SL operator $A: D \rightarrow L^{2}(0,1)$ with $q \in C^{2}([0,1] ;(0,+\infty)), p(x) \equiv p, r(x) \equiv 1, b_{2}=0, b_{1}=$ $a_{2}=1$ and its derived operator $A^{\prime}: D^{\prime} \rightarrow L^{2}(0,1)$ defined by (3.4) and (3.5) are ES. Then there exist constants $M, \Theta_{1}, \Theta_{2}, \Theta_{3}, \gamma_{0}, \gamma_{1}, \gamma_{2}, \sigma>0$ such that for every $u_{0} \in H^{1}(0,1)$ with $u_{0}(0)=0,\left(f, 0, d_{1}\right) \in \Phi\left(A ; u_{0}\right)$ with $f[t] \in$ $C^{1}([0,1])$ for all $t \geq 0,\left(\tilde{f}, \tilde{d}_{0}, d_{1}\right) \in \Phi\left(A^{\prime}, P u_{0}\right)$, where $(P u)(x)=u^{\prime}(x)+a_{1} x u(x)$ for all $x \in[0,1], \tilde{f}[t]=P f[t]$, $\tilde{d}_{0}(t)=-p^{-1} f(t, 0)$ for $t \geq 0$, the unique solution $u \in C^{0}\left(\mathbb{R}_{+} ; L^{2}(0,1)\right)$ of the evolution equation (2.4) with (2.5), $d_{0}(t) \equiv 0$ and initial condition $u_{0} \in H^{1}(0,1)$ satisfies the following estimates for all $t>0$ :

$$
\begin{gather*}
\left\|u^{\prime}[t]\right\| \leq\left(\left\|u^{\prime}[0]\right\|+M\|u[0]\|\right) \exp (-\sigma t) \\
+\Theta_{1} \sup _{0 \leq s \leq t}(\|f[s]\| \exp (-\sigma(t-s)))+\Theta_{2} \sup _{0<s<t}\left(\left\|f^{\prime}[s]\right\| \exp (-\sigma(t-s))\right) \\
+\gamma_{0} \sup _{0<s<t}(|f(s, 0)| \exp (-\sigma(t-s)))+\gamma_{1} \sup _{0<s<t}\left(\left|d_{1}(s)\right| \exp (-\sigma(t-s))\right)  \tag{3.6}\\
\|u[t]\| \leq \exp (-\sigma t)\left\|u_{0}\right\|+\Theta_{3} \sup _{0<s<t}(\|f[s]\| \exp (-\sigma(t-s)))+\gamma_{2} \sup _{0<s<t}\left(\left|d_{1}(s)\right| \exp (-\sigma(t-s))\right) \tag{3.7}
\end{gather*}
$$

Remark 3.4. The proof of Theorem 3.3 provides explicit estimates for all constants $M, \Theta_{1}, \Theta_{2}, \gamma_{0}, \gamma_{1}, \sigma>0$ appearing in the right hand side of (3.6). More specifically, we get

$$
\begin{aligned}
& M=2\left|a_{1}\right|+\frac{\max _{0 \leq x \leq 1}\left(\left|q^{\prime}(x)-2 a_{1}^{2} p x\right|\right)}{\mu_{1}-\sigma}, \quad \gamma_{0}=\frac{\mu_{1}}{\mu_{1}-\sigma} \tilde{C}_{0} p^{-1} \\
& \gamma_{1}=\frac{\mu_{1}}{\mu_{1}-\sigma} \tilde{C}_{1}+\frac{\lambda_{1}}{\lambda_{1}-\sigma} C_{1}\left(\frac{\max _{0 \leq x \leq 1}\left(\left|q^{\prime}(x)-2 a_{1}^{2} p x\right|\right)}{\mu_{1}-\sigma}+\left|a_{1}\right|\right), \quad \gamma_{2}=\frac{\lambda_{1}}{\lambda_{1}-\sigma} C_{1} \\
& \Theta_{1}=\frac{\left|a_{1}\right|}{\mu_{1}-\sigma}+\frac{\left|a_{1}\right|}{\lambda_{1}-\sigma}+\lambda_{1} \frac{\max _{0 \leq x \leq 1}\left(\left|q^{\prime}(x)-2 a_{1}^{2} p x\right|\right)}{\left(\mu_{1}-\sigma\right)\left(\lambda_{1}-\sigma\right)} \quad, \quad \Theta_{2}=\frac{1}{\mu_{1}-\sigma}, \quad \Theta_{3}=\frac{1}{\lambda_{1}-\sigma}
\end{aligned}
$$

where $\sigma \in\left[0, \min \left(\mu_{1}, \lambda_{1}\right)\right)$ is arbitrary, $C_{0}:=\|\tilde{u}\|, C_{1}:=\frac{1}{\sqrt{a_{1}^{2}+1}}\|\bar{u}\|, \tilde{u} \in C^{2}([0,1])$ is the unique solution of the boundary value problem $p \tilde{u}^{\prime \prime}(z)-q(x) \tilde{u}(x)=0$ for $x \in[0,1]$ with $\tilde{u}(0)=1, a_{1} \tilde{u}(1)+\tilde{u}^{\prime}(1)=0, \bar{u} \in C^{2}([0,1])$ is the unique solution of the boundary value problem $p \bar{u}^{\prime \prime}(x)-q(x) \bar{u}(z)=0$ for $x \in[0,1]$ with $\bar{u}(0)=0$ and $a_{1} \bar{u}(1)+\bar{u}^{\prime}(1)=\sqrt{a_{1}^{2}+1}, 0<\mu_{1}<\mu_{2}<\cdots<\mu_{n}<\cdots$ with $\lim _{n \rightarrow \infty}\left(\mu_{n}\right)=+\infty$ are the eigenvalues of the SL operator $A^{\prime}, \tilde{C}_{0}:=\|\tilde{v}\|, \tilde{C}_{1}:=\|\bar{v}\|, \tilde{v} \in C^{2}([0,1])$ is the solution of the boundary value problem $p \tilde{v}^{\prime \prime}(x)-$ $\left(q(x)+2 a_{1} p\right) \tilde{v}(x)=0$ for $x \in[0,1]$ with $\tilde{v}^{\prime}(0)=1, \tilde{v}(1)=0$ and $\bar{v} \in C^{2}([0,1])$ is the solution of the boundary value problem $p \bar{v}^{\prime \prime}(x)-\left(q(x)+2 a_{1} p\right) \bar{v}(x)=0$ for $x \in[0,1]$ with $\bar{v}^{\prime}(0)=0$ and $\bar{v}(1)=1$.

The proofs of Theorems 3.1 and 3.3 rely on the following technical results, which are of independent interest. Both results show that the spatial derivative of the solution of the evolution equation (2.4) with (2.5) is determined by solving a specific evolution equation with specific boundary disturbances (even if boundary disturbances were absent in the original evolution Eqs. (2.4) and (2.5)).
Proposition 3.5. Consider the $S L$ operator $A: D \rightarrow L^{2}(0,1)$ defined by (2.1) and (2.2) with $p(x) \equiv p, r(x) \equiv 1$, $q(x) \equiv q, a_{2}=b_{2}=0, a_{1}=b_{1}=1$. Consider also the $S L$ operator $A^{\prime}: D^{\prime} \rightarrow L^{2}(0,1)$ defined by $\left(A^{\prime} g\right)(x)=$ $-p g^{\prime \prime}(x)+q g(x)$ for all $x \in[0,1]$ and $g \in D^{\prime} \in\left\{v \in H^{2}(0,1): v^{\prime}(0)=v^{\prime}(1)=0\right\}$. Let $u_{0} \in H^{1}(0,1)$ with $u_{0}(0)=u_{0}(1)=0$ and $(f, 0,0) \in \Phi\left(A ; u_{0}\right)$ be given functions with $f[t] \in C^{1}([0,1])$ for all $t \geq 0,\left(f^{\prime}, \tilde{d}_{0}, \tilde{d}_{1}\right) \in$ $\Phi\left(A^{\prime} ; u_{0}^{\prime}\right)$ where $\tilde{d}_{1}(t)=-p^{-1} f(t, 1), \tilde{d}_{0}(t)=-p^{-1} f(t, 0)$ for $t \geq 0$. Consider the solution $u \in C^{0}\left(\mathbb{R}_{+} ; L^{2}(0,1)\right)$ of the evolution equation (2.4) with $(2.5), d_{0}(t)=d_{1}(t) \equiv 0$ and initial condition $u_{0} \in H^{1}(0,1)$ with $u_{0}(0)=$ $u_{0}(1)=0$, corresponding to input $f$. Consider also the solution $v \in C^{0}\left(\mathbb{R}_{+} ; L^{2}(0,1)\right)$ of the initial-boundary value problem

$$
\begin{gather*}
\frac{\partial v}{\partial t}(t, x)=p \frac{\partial^{2} v}{\partial x^{2}}(t, x)-q v(t, x)+f^{\prime}(t, x)  \tag{3.8}\\
\frac{\partial v}{\partial x}(t, 0)+p^{-1} f(t, 0)=\frac{\partial v}{\partial x}(t, 1)+p^{-1} f(t, 1)=0 \tag{3.9}
\end{gather*}
$$

with initial condition $v_{0}=u_{0}^{\prime}$. Then the following equations hold for all $(t, x) \in \mathbb{R}_{+} \times[0,1]$ :

$$
\begin{gather*}
v(t, x)=\frac{\partial u}{\partial x}(t, x)  \tag{3.10}\\
\int_{0}^{1} v(t, x) \mathrm{d} x=0 \tag{3.11}
\end{gather*}
$$

Proposition 3.6. Consider the $S L$ operator $A: D \rightarrow L^{2}(0,1)$ defined by (2.1) and (2.2) with $p(x) \equiv p, r(x) \equiv 1$, $b_{2}=0, a_{2}=b_{1}=1$. Suppose that the $S L$ operator $A^{\prime}: D^{\prime} \rightarrow L^{2}(0,1)$ defined by (3.4) and (3.5), satisfies assumption $(H)$. Let $u_{0} \in H^{1}(0,1)$ with $u_{0}(0)=0,\left(f, 0, d_{1}\right) \in \Phi\left(A ; u_{0}\right)$ with $f[t] \in C^{1}([0,1])$ for all $t \geq 0$, $\left(\tilde{f}, \tilde{d}_{0}, d_{1}\right) \in \Phi\left(A^{\prime}, P u_{0}\right)$, where $(P u)(x)=u^{\prime}(x)+a_{1} x u(x)$ for all $x \in[0,1], \tilde{f}[t]=P f[t], \tilde{d}_{0}(t)=-p^{-1} f(t, 0)$ for $t \geq 0$, be given functions. Consider the solution $u \in C^{0}\left(\mathbb{R}_{+} ; L^{2}(0,1)\right)$ of the evolution equation (2.4) with (2.5), $d_{0}(t) \equiv 0$ and initial condition $u_{0} \in H^{1}(0,1)$, corresponding to inputs $f$, $d_{1}$. Consider also the solution $v \in C^{0}\left(\mathbb{R}_{+} ; L^{2}(0,1)\right)$ of the initial-boundary value problem

$$
\begin{gather*}
\frac{\partial v}{\partial t}(t, x)=p \frac{\partial^{2} v}{\partial x^{2}}(t, x)-\left(q(x)+2 a_{1} p\right) v(t, x)-\left(q^{\prime}(x)-2 a_{1}^{2} p x\right) u(t, z)+f^{\prime}(t, x)+a_{1} x f(t, x)  \tag{3.12}\\
\frac{\partial v}{\partial x}(t, 0)+p^{-1} f(t, 0)=v(t, 1)-d_{1}(t)=0 \tag{3.13}
\end{gather*}
$$

with initial condition $v_{0}(x)=u_{0}^{\prime}(x)+a_{1} x u_{0}(x)$ for $x \in[0,1]$. Then the following equation holds for all $(t, x) \in$ $\mathbb{R}_{+} \times[0,1]:$

$$
\begin{equation*}
v(t, x)=\frac{\partial u}{\partial x}(t, x)+a_{1} x u(t, x) . \tag{3.14}
\end{equation*}
$$

The following example shows how easily the obtained results can be applied to the study of heat transfer phenomena.

Example 3.7. Consider a solid bar of length $L>0$ and its temperature $T(t, z)$ at time $t \geq 0$ and position $z \in[0, L]$. The temperature of the bar is kept constant at $z=0$, i.e.,

$$
\begin{equation*}
T(t, 0)=T_{0}, \text { for } t \geq 0 \tag{3.15}
\end{equation*}
$$

while at $z=L$ the bar is in contact with air. The air temperature $T_{\mathrm{air}}(t)$ is subject to variation around a nominal temperature $T_{\text {nom }}$, i.e.,

$$
\begin{equation*}
T_{\mathrm{air}}(t)=T_{\mathrm{nom}}+d(t) \text { for } t \geq 0 \tag{3.16}
\end{equation*}
$$

Applying Newton's law of cooling and Fourier's law of heat conduction, we get

$$
\begin{equation*}
-k \frac{\partial T}{\partial z}(t, L)=h\left(T(t, L)-T_{\mathrm{air}}(t)\right) \text { for } t \geq 0 \tag{3.17}
\end{equation*}
$$

where $h>0$ is the heat transfer coefficient of air and $k>0$ is the thermal conductivity of the solid. Taking into account (3.15)-(3.17) and using the dimensionless position $x=z / L$, we obtain the following evolution problem:

$$
\begin{gather*}
\frac{\partial T}{\partial t}(t, x)=p \frac{\partial^{2} T}{\partial x^{2}}(t, x), \text { for } x \in(0,1)  \tag{3.18}\\
T(t, 0)-T_{0}=\frac{\partial T}{\partial x}(t, 1)+a_{1} T(t, 1)-a_{1} T_{\mathrm{nom}}-a_{1} d(t)=0 \tag{3.19}
\end{gather*}
$$

where $p, a_{1}>0$ are constants. Using the dimensionless deviation variable $u(t, x)$ around the equilibrium temperature profile $T(x)=T_{0}+\frac{a_{1}}{1+a_{1}}\left(T_{\text {nom }}-T_{0}\right) x$, i.e., defining

$$
\begin{equation*}
u(t, x)=\frac{T(t, x)}{T_{0}}-1-\frac{a_{1}}{1+a_{1}}\left(\frac{T_{\mathrm{nom}}}{T_{0}}-1\right) x \tag{3.20}
\end{equation*}
$$

we get the following evolution problem:

$$
\begin{gather*}
\frac{\partial u}{\partial t}(t, x)=p \frac{\partial^{2} u}{\partial x^{2}}(t, x), \text { for } x \in(0,1)  \tag{3.21}\\
u(t, 0)=\frac{\partial u}{\partial x}(t, 1)+a_{1} u(t, 1)-d_{1}(t)=0 \tag{3.22}
\end{gather*}
$$

where $d_{1}(t)=a_{1} d(t) / T_{0}$.
The goal is the estimation of the effect of the disturbance $d_{1}(t)$ to the temperature profile of the bar. The evolution of $u$ may be studied using the results in [21-23]. In this case, we obtain estimates for initial conditions
$u_{0} \in C^{2}([0,1])$ and disturbances $d_{1} \in C^{2}\left(\mathbb{R}_{+}\right)$with $u_{0}(0)=u_{0}^{\prime}(1)+a_{1} u_{0}(1)-d_{1}(0)=0$. Let $\theta \in\left(\frac{\pi}{2}, \pi\right)$ be the unique solution of the equation $\tan (\theta)=-a_{1}^{-1} \theta$. It follows from Theorem 2.3 in [23] or Theorem 2.2 in [22] (by performing all relevant computations) that the following estimate holds for all $t \geq 0$ :

$$
\begin{equation*}
\|u[t]\| \leq \sqrt{\frac{\exp \left(-p \theta^{2} t\right)}{2-\exp \left(-p \theta^{2} t\right)}}\left\|u_{0}\right\|+\frac{\sqrt{3}}{3\left(1+a_{1}\right)} \max _{0 \leq s \leq t}\left(\left|d_{1}(s)\right|\right) \tag{3.23}
\end{equation*}
$$

Pick $\theta_{0} \in\left(\frac{\pi}{2}, \theta\right), \varphi \in\left(0, \theta-\theta_{0}\right)$ and notice that assumption (H4) in [23] holds with $\eta(x)=\sin \left(\theta_{0} x+\varphi\right)$. It follows from Theorem 2.2 in [23] that the following estimate holds for all $t \geq 0, \theta_{0} \in\left(\frac{\pi}{2}, \theta\right)$ and $\varphi \in\left(0, \theta-\theta_{0}\right)$ :

$$
\begin{equation*}
\max _{0 \leq x \leq 1}\left(\frac{|u(t, x)|}{\sin \left(\theta_{0} x+\varphi\right)}\right) \leq \max \left(\exp \left(-p \theta_{0}^{2} t\right) \max _{0 \leq x \leq 1}\left(\frac{\left|u_{0}(x)\right|}{\sin \left(\theta_{0} x+\varphi\right)}\right), \frac{\max _{0 \leq s \leq t}\left(\left|d_{1}(s)\right|\right)}{a_{1} \sin \left(\theta_{0}+\varphi\right)+\theta_{0} \cos \left(\theta_{0}+\varphi\right)}\right) \tag{3.24}
\end{equation*}
$$

Applying the results of the present work, we obtain different results. Theorem 2.4 can be applied to initial conditions $u_{0} \in L^{2}(0,1)$ and boundary disturbances $d_{1}$ such as those described in Remark 2.2 and provides the following estimate which holds for all $t>0$ and $\sigma \in\left[0, p \theta^{2}\right)$ :

$$
\begin{equation*}
\|u[t]\| \leq \exp \left(-p \theta^{2} t\right)\left\|u_{0}\right\|+\frac{p \theta^{2}}{p \theta^{2}-\sigma} \frac{\sqrt{3}}{3\left(1+a_{1}\right)} \sup _{0<s<t}\left(\left|d_{1}(s)\right| \exp (-\sigma(t-s))\right) \tag{3.25}
\end{equation*}
$$

Estimate (3.25) should be compared with estimate (3.23): estimate (3.25) is sharper and more flexible than estimate (3.23). Moreover, by performing all relevant computations, we can verify that Theorem 3.3 can be also applied. Using Theorem 3.3 and Remark 3.4, we are in a position to conclude that for initial conditions $u_{0} \in H^{1}(0,1)$ with $u_{0}(0)=0$ and disturbances $d_{1}$ such as those described in Remark 2.2, the following estimate which holds for all $t>0$ and $\sigma \in\left[0, \min \left(p \frac{\pi^{2}+8 a_{1}}{4}, p \theta^{2}\right)\right)$ :

$$
\begin{equation*}
\left\|u^{\prime}[t]\right\| \leq\left(\left\|u^{\prime}[0]\right\|+M\|u[0]\|\right) \exp (-\sigma t)+\gamma_{1} \sup _{0<s<t}\left(\left|d_{1}(s)\right| \exp (-\sigma(t-s))\right) \tag{3.26}
\end{equation*}
$$

where

$$
\begin{aligned}
M & :=2 a_{1}+\frac{8 a_{1}^{2} p}{p \pi^{2}+8 p a_{1}-4 \sigma} \\
\gamma_{1} & :=\frac{p \pi^{2}+8 p a_{1}}{p \pi^{2}+8 p a_{1}-4 \sigma} \tilde{C}_{1}+\frac{p \theta^{2}}{p \theta^{2}-\sigma} \frac{\sqrt{3} a_{1}}{3\left(1+a_{1}\right)} \frac{p \pi^{2}+16 \pi^{2}+8 p a_{1}-4 \sigma}{p \pi_{1}-4 \sigma} \\
\tilde{C}_{1} & :=\frac{1}{\exp \left(\sqrt{2 a_{1}}\right)+\exp \left(-\sqrt{2 a_{1}}\right)} \sqrt{2+\frac{\exp \left(2 \sqrt{2 a_{1}}\right)-\exp \left(-2 \sqrt{2 a_{1}}\right)}{2 \sqrt{2 a_{1}}}}
\end{aligned}
$$

Estimates (3.24)-(3.26) may be used in a straightforward way in order to obtain quantitative results for the temperature of the bar.

## 4. Applications to 1-D nonlocal parabolic PDEs

This section provides two examples of 1-D parabolic PDEs with nonlocal terms. The nonlocal terms may appear either in the BCs or in the PDE. We are not dealing with existence/uniqueness issues for the PDEs; instead we show how the main results of the present work can be used directly in order to derive exponential stability estimates for the solution.

Example 4.1. Let $p>0, q \in \mathbb{R}$ with $q>-p \pi^{2} / 4$ and consider the system

$$
\begin{equation*}
\frac{\partial u}{\partial t}(t, x)=p \frac{\partial^{2} u}{\partial x^{2}}(t, x)-q u(t, x) \tag{4.1}
\end{equation*}
$$

with nonlocal BCs

$$
\begin{equation*}
u(t, 0)=u^{\prime}(t, 1)-\int_{0}^{1} \beta_{0}(s) u(t, s) \mathrm{d} s-\int_{0}^{1} \beta_{1}(s) u^{\prime}(t, s) \mathrm{d} s=0 \tag{4.2}
\end{equation*}
$$

where $\beta_{0}, \beta_{1} \in L^{2}(0,1)$ are given functions. Here we are not concerned with existence/uniqueness questions for problem (4.1), (4.2) but rather we assume that $\beta_{0}, \beta_{1} \in L^{2}(0,1)$ satisfy appropriate conditions so that there exists a set $\tilde{D} \subseteq H^{1}(0,1)$ with the following property:
"For every $u_{0} \in \tilde{D}$ with $u_{0}(0)=0$, the initial-boundary value problem (4.1) and (4.2) with $u[0]=u_{0}$ has a unique solution $u[t]$ for $t \geq 0$ and the initial-boundary value problem $\frac{\partial w}{\partial t}(t, x)=p \frac{\partial^{2} w}{\partial x^{2}}(t, x)-q w(t, x)$ with $w[0]=u_{0}^{\prime}, w^{\prime}(t, 0)=0$ and $w(t, 1)-\int_{0}^{1} \beta_{0}(s) u(t, s) \mathrm{d} s-\int_{0}^{1} \beta_{1}(s) u^{\prime}(t, s) \mathrm{d} s=0$ has a unique solution $w[t]$ for $t \geq 0$."

Our aim is to provide conditions for exponential stability of system (4.1) and (4.2). More specifically, we show that if

$$
\begin{equation*}
\left\|\beta_{0}\right\| h(q / p)+\left\|\beta_{1}\right\| \tilde{h}(q / p)<1 \tag{4.3}
\end{equation*}
$$

where
$h(s):=\left\{\begin{array}{ll}\frac{\sqrt{\exp (2 \sqrt{s})-\exp (-2 \sqrt{s})-4 \sqrt{s}}}{(\exp (\sqrt{s})+\exp (-\sqrt{s})) \sqrt{s}}, & \text { if } s>0 \\ \frac{\sqrt{3}}{3}, & \text { if } s=0 \\ \frac{\sqrt{2 \sqrt{-s}-\sin (2 \sqrt{-s})}}{2 \cos (\sqrt{-s})(-s)^{3 / 4}}, & \text { if }-\frac{\pi^{2}}{4}<s<0\end{array} \quad, \tilde{h}(s):= \begin{cases}\frac{\sqrt{\exp (2 \sqrt{s})-\exp (-2 \sqrt{s})+4 \sqrt{s}}}{2 \sqrt{2}(s)^{1 / 4}}, & \text { if } s>0 \\ 1, & \text { if } s=0 \\ \frac{\sqrt{2 \sqrt{-s}+\sin (2 \sqrt{-s})}}{2(-s)^{1 / 4} \cos (\sqrt{-s})}, & \text { if }-\frac{\pi^{2}}{4}<s<0\end{cases}\right.$
then there exist constants $M, \sigma>0$ such that for every $u_{0} \in \tilde{D}$ with $u_{0}(0)=0$ the unique solution $u[t]$ of system (4.1), (4.2) with initial condition $u[0]=u_{0}$ satisfies the following decay estimate for all $t \geq 0$ :

$$
\begin{equation*}
\|u[t]\|+\left\|u^{\prime}[t]\right\| \leq M \exp (-\sigma t)\left(\left\|u_{0}\right\|+\left\|u_{0}^{\prime}\right\|\right) \tag{4.5}
\end{equation*}
$$

In order to prove the decay estimate (4.5), we first study an auxiliary problem. We consider the solution $u[t]$ of (4.1) with $d_{1}(t):=\int_{0}^{1} \beta_{0}(s) u(t, s) \mathrm{d} s+\int_{0}^{1} \beta_{1}(s) u^{\prime}(t, s) \mathrm{d} s$, for $t \geq 0$ and

$$
\begin{equation*}
u(t, 0)=u^{\prime}(t, 1)-d_{1}(t)=0 \tag{4.6}
\end{equation*}
$$

The corresponding SL operator $A: D \rightarrow L^{2}(0,1)$ is defined by

$$
\begin{equation*}
(A f)(x)=-p f^{\prime \prime}(x)+q f(x), \text { for all } f \in D \text { and } x \in(0,1) \tag{4.7}
\end{equation*}
$$

where $D \subseteq H^{2}(0,1)$ is the set of all functions $f:[0,1] \rightarrow \mathbb{R}$ for which $f(0)=f^{\prime}(1)=0$. This operator has eigenfunctions $\phi_{n}(x)=\sqrt{2} \sin \left(\frac{(2 n-1) \pi x}{2}\right)$, for $n=1,2,3, \ldots$ and eigenvalues $\lambda_{n}=\frac{(2 n-1)^{2} \pi^{2}}{4} p+q$, for $n=1,2,3, \ldots$.

Assumption (H) holds for $A: D \rightarrow L^{2}(0,1)$ and since $q>-p \frac{\pi^{2}}{4}$, it follows that $\lambda_{1}>0$ and consequently, $A: D \rightarrow L^{2}(0,1)$ is an ES operator. Its derived operator $A^{\prime}: D^{\prime} \rightarrow L^{2}(0,1)$ is defined by

$$
\begin{equation*}
\left(A^{\prime} f\right)(x)=-p f^{\prime \prime}(x)+q f(x), \text { for all } f \in D^{\prime} \text { and } x \in(0,1) \tag{4.8}
\end{equation*}
$$

where $D^{\prime} \subseteq H^{2}(0,1)$ is the set of all functions $f:[0,1] \rightarrow \mathbb{R}$ for which $f^{\prime}(0)=f(1)=0$. This operator has eigenfunctions $\psi_{n}(x)=\sqrt{2} \cos \left(\frac{(2 n-1) \pi x}{2}\right)$, for $n=1,2,3, \ldots$ and eigenvalues $\mu_{n}=\frac{(2 n-1)^{2} \pi^{2}}{4} p+q$, for $n=1,2,3, \ldots$. Assumption (H) holds for $A^{\prime}: D^{\prime} \rightarrow L^{2}(0,1)$ and since $q>-p \frac{\pi^{2}}{4}$, it follows that $\mu_{1}>0$ and consequently, $A^{\prime}: D^{\prime} \rightarrow L^{2}(0,1)$ is an ES operator. It follows from Theorem 3.3 and Remark 3.4 that for every $u_{0} \in H^{1}(0,1)$ with $u_{0}(0)=0,\left(0,0, d_{1}\right) \in \Phi\left(A^{\prime}, u_{0}^{\prime}\right) \bigcap \Phi\left(A, u_{0}\right)$, the unique solution $u: \mathbb{R}_{+} \times[0,1] \rightarrow \mathbb{R}$ of the evolution equation (4.1) with (4.6) and initial condition $u_{0} \in H^{1}(0,1)$ satisfies the following estimates for all $\sigma \in\left[0, \frac{\pi^{2}}{4} p+q\right.$ ) and $t>0$ :

$$
\begin{align*}
& \|u[t]\| \leq \exp (-\sigma t)\left\|u_{0}\right\|+\frac{p \pi^{2}+4 q}{p \pi^{2}+4 q-4 \sigma} C_{1} \sup _{0<s<t}\left(\left|d_{1}(s)\right| \exp (-\sigma(t-s))\right),  \tag{4.9}\\
& \left\|u^{\prime}[t]\right\| \leq \exp (-\sigma t)\left\|u_{0}^{\prime}\right\|+\frac{p \pi^{2}+4 q}{p \pi^{2}+4 q-4 \sigma} \tilde{C}_{1} \sup _{0<s<t}\left(\left|d_{1}(s)\right| \exp (-\sigma(t-s))\right), \tag{4.10}
\end{align*}
$$

where $C_{1}:=\|\bar{u}\|, \bar{u} \in C^{2}([0,1])$ is the unique solution of the boundary value problem $p \bar{u}^{\prime \prime}(x)-q \bar{u}(x)=0$ for $x \in[0,1]$ with $\bar{u}(0)=0$ and $\bar{u}^{\prime}(1)=1, \tilde{C}_{1}:=\|\bar{v}\|, \bar{v} \in C^{2}([0,1])$ is the solution of the boundary value problem $p \bar{v}^{\prime \prime}(x)-q \bar{v}(x)=0$ for $x \in[0,1]$ with $\bar{v}^{\prime}(0)=0$ and $\bar{v}(1)=1$. A direct computation of the solutions of the aforementioned boundary value problems in conjunction with definition (4.4) shows that $C_{1}=h(q / p)$ and $\tilde{C}_{1}=\tilde{h}(q / p)$. Moreover, if (4.3) holds, then there exists $\sigma>0$ sufficiently small so that

$$
\begin{equation*}
\frac{p \pi^{2}+4 q}{p \pi^{2}+4 q-4 \sigma} C_{1}\left\|\beta_{0}\right\|+\frac{p \pi^{2}+4 q}{p \pi^{2}+4 q-4 \sigma} \tilde{C}_{1}\left\|\beta_{1}\right\|<1 \tag{4.11}
\end{equation*}
$$

Next, we notice that the solution of (4.1) and (4.2) coincides with the solution of (4.1) and (4.6) when $d_{1}(t)=\int_{0}^{1} \beta_{0}(s) u(t, s) \mathrm{d} s+\int_{0}^{1} \beta_{1}(s) u^{\prime}(t, s) \mathrm{d} s$. Consequently, estimates (4.9) and (4.10) hold for all $t>0$ and for the specific $\sigma>0$ for which (4.11) holds with $d_{1}(t)=\int_{0}^{1} \beta_{0}(s) u(t, s) \mathrm{d} s+\int_{0}^{1} \beta_{1}(s) u^{\prime}(t, s) \mathrm{d} s$. It follows from the Cauchy-Schwarz inequality that

$$
\begin{equation*}
\left|d_{1}(t)\right| \leq\left\|\beta_{0}\right\|\|u[t]\|+\left\|\beta_{1}\right\|\left\|u^{\prime}[t]\right\|, \text { for all } t>0 \tag{4.12}
\end{equation*}
$$

Combining (4.9), (4.10), and (4.12), we get for all $t>0$ :

$$
\begin{align*}
& \|u[t]\| \exp (\sigma t) \leq\left\|u_{0}\right\|+\frac{p \pi^{2}+4 q}{p \pi^{2}+4 q-4 \sigma} C_{1}\left\|\beta_{0}\right\| \sup _{0<s<t}(\|u[s]\| \exp (\sigma s)) \\
& \quad+\frac{p \pi^{2}+4 q}{p \pi^{2}+4 q-4 \sigma} C_{1}\left\|\beta_{1}\right\| \sup _{0<s<t}\left(\left\|u^{\prime}[s]\right\| \exp (\sigma s)\right) .  \tag{4.13}\\
& \left\|u^{\prime}[t]\right\| \exp (\sigma t) \leq\left\|u_{0}^{\prime}\right\|+\frac{p \pi^{2}+4 q}{p \pi^{2}+4 q-4 \sigma} \tilde{C}_{1}\left\|\beta_{0}\right\| \sup _{0<s<t}(\|u[s]\| \exp (\sigma s)) \\
& \quad+\frac{p \pi^{2}+4 q}{p \pi^{2}+4 q-4 \sigma} \tilde{C}_{1}\left\|\beta_{1}\right\| \sup _{0<s<t}\left(\left\|u^{\prime}[s]\right\| \exp (\sigma s)\right) . \tag{4.14}
\end{align*}
$$

Since (4.11) holds, we get from (4.13) for all $t>0$ :

$$
\begin{align*}
& \sup _{0<s<t}(\|u[s]\| \exp (\sigma s)) \\
& \leq\left(1-\frac{p \pi^{2}+4 q}{p \pi^{2}+4 q-4 \sigma} C_{1}\left\|\beta_{0}\right\|\right)^{-1}\left(\left\|u_{0}\right\|+\frac{p \pi^{2}+4 q}{p \pi^{2}+4 q-4 \sigma} C_{1}\left\|\beta_{1}\right\| \sup _{0<s<t}\left(\left\|u^{\prime}[s]\right\| \exp (\sigma s)\right)\right) \tag{4.15}
\end{align*}
$$

Combining (4.14), (4.15), and using (4.11), we get for all $t>0$ :

$$
\begin{align*}
& \sup _{0<s<t}\left(\left\|u^{\prime}[s]\right\| \exp (\sigma s)\right) \\
& \leq\left(1-\frac{p \pi^{2}+4 q}{p \pi^{2}+4 q-4 \sigma} C_{1}\left\|\beta_{0}\right\|-\frac{p \pi^{2}+4 q}{p \pi^{2}+4 q-4 \sigma} \tilde{C}_{1}\left\|\beta_{1}\right\|\right)^{-1}\left(1-\frac{p \pi^{2}+4 q}{p \pi^{2}+4 q-4 \sigma} C_{1}\left\|\beta_{0}\right\|\right)\left\|u_{0}^{\prime}\right\|  \tag{4.16}\\
& \quad+\left(1-\frac{p \pi^{2}+4 q}{p \pi^{2}+4 q-4 \sigma} C_{1}\left\|\beta_{0}\right\|-\frac{p \pi^{2}+4 q}{p \pi^{2}+4 q-4 \sigma} \tilde{C}_{1}\left\|\beta_{1}\right\|\right)^{-1} \frac{p \pi^{2}+4 q}{p \pi^{2}+4 q-4 \sigma} \tilde{C}_{1}\left\|\beta_{0}\right\|\left\|u_{0}\right\|
\end{align*}
$$

The decay estimate (4.5) with appropriate constant $M>0$ is a direct consequence of estimates (4.15) and (4.16).

Example 4.2. Let $p>0, q \in \mathbb{R}$ with $q>-p \pi^{2}$ and consider the nonlocal PDE

$$
\begin{equation*}
\frac{\partial u}{\partial t}(t, x)=p \frac{\partial^{2} u}{\partial x^{2}}(t, x)-q u(t, x)+\int_{0}^{1} \beta(s) u^{\prime}(t, s) \mathrm{d} s \tag{4.17}
\end{equation*}
$$

where $\beta \in L^{2}(0,1)$ is a given function with Dirichlet BCs

$$
\begin{equation*}
u(t, 0)=u(t, 1)=0 \tag{4.18}
\end{equation*}
$$

Here, again, we are not concerned with existence/uniqueness questions for problem (4.17) and (4.18) but rather we assume that $\beta \in L^{2}(0,1)$ satisfies appropriate conditions so that there exists a set $\tilde{D} \subseteq H^{1}(0,1)$ with the following property:
"For every $u_{0} \in \tilde{D}$ with $u_{0}(0)=u_{0}(1)=0$, the initial-boundary value problem (4.17) and (4.18) with $u[0]=u_{0}$ has a unique solution $u[t]$ for all $t \geq 0$ and the initial-boundary value problem $\frac{\partial w}{\partial t}(t, x)=p \frac{\partial^{2} w}{\partial x^{2}}(t, x)-q w(t, x)$ with $w(t, 0)=w(t, 1)=-p^{-1} \int_{0}^{1} \beta(s) u^{\prime}(t, s) \mathrm{d} s, w[0]=u_{0}^{\prime}$ has a unique solution $w[t]$ for all $t \geq 0$."

Our aim is to provide sufficient conditions for exponential stability of system (4.17) and (4.18). More specifically, we show that if

$$
\begin{equation*}
p^{-1} h(q / p)\|\beta\|<1 \tag{4.19}
\end{equation*}
$$

where $h$ is defined by (3.3), then there exist constants $M, \sigma>0$ such that for every $u_{0} \in \tilde{D}$ with $u_{0}(0)=u_{0}(1)=$ 0 the unique solution $u[t]$ of system (4.17) and (4.18) with initial condition $u[0]=u_{0}$ satisfies the following decay estimate for all $t \geq 0$ :

$$
\begin{equation*}
\|u[t]\|+\left\|u^{\prime}[t]\right\| \leq M \exp (-\sigma t)\left(\left\|u_{0}\right\|+\left\|u_{0}^{\prime}\right\|\right) \tag{4.20}
\end{equation*}
$$

The corresponding SL operator $A: D \rightarrow L^{2}(0,1)$ is defined by

$$
\begin{equation*}
(A f)(x)=-p f^{\prime \prime}(x)+q f(x), \text { for all } f \in D \text { and } x \in(0,1) \tag{4.21}
\end{equation*}
$$

where $D \subseteq H^{2}(0,1)$ is the set of all functions $f:[0,1] \rightarrow \mathbb{R}$ for which $f(0)=f(1)=0$. We also consider the SL operator $A^{\prime}: D^{\prime} \rightarrow L^{2}(0,1)$ defined by $\left(A^{\prime} g\right)(x)=-p g^{\prime \prime}(x)+q g(x)$ for all $x \in[0,1]$ and $g \in D^{\prime} \in$ $\left\{v \in H^{2}(0,1): v^{\prime}(0)=v^{\prime}(1)=0\right\}$.

In order to prove the decay estimate (4.20), we first study an auxiliary problem. We consider the solution $u[t]$ of

$$
\begin{equation*}
\frac{\partial u}{\partial t}(t, x)=p \frac{\partial^{2} u}{\partial x^{2}}(t, x)-q u(t, x)+f(t, x) \tag{4.22}
\end{equation*}
$$

with (4.18), $(f, 0,0) \in \Phi\left(A ; u_{0}\right)$ with $f[t] \in C^{1}([0,1])$ for all $t \geq 0,\left(f^{\prime}, \tilde{d}_{0}, \tilde{d}_{1}\right) \in \Phi\left(A^{\prime} ; u_{0}^{\prime}\right)$ where $\tilde{d}_{1}(t)=$ $-p^{-1} f(t, 1), \tilde{d}_{0}(t)=-p^{-1} f(t, 0)$ for $t \geq 0$. It follows from Theorem 3.1 that for every $u_{0} \in H^{1}(0,1)$ with $u_{0}(0)=u_{0}(1)=0$, the unique solution $u: \mathbb{R}_{+} \times[0,1] \rightarrow \mathbb{R}$ of the evolution equation (4.22) with (4.18) and initial condition $u_{0} \in H^{1}(0,1)$ satisfies estimates (3.1) and (3.2) for all $\sigma \in\left[0, p \pi^{2}+q\right)$ and $t>0$. Moreover, if (4.19) holds, then there exists $\sigma>0$ sufficiently small so that

$$
\begin{equation*}
\left(\frac{p \pi^{2}+q}{p \pi^{2}+q-\sigma}\right) p^{-1} h(q / p)\|\beta\|<1 \tag{4.23}
\end{equation*}
$$

Next, we notice that the solution of (4.17) and (4.18) coincides with the solution of (4.22) and (4.18) when $f(t, x):=\int_{0}^{1} \beta(s) u^{\prime}(t, s) \mathrm{d} s$. Consequently, estimates (3.1) and (3.2) hold for all $t>0$ and for the specific $\sigma>0$ for which (4.23) holds with $f(t, x):=\int_{0}^{1} \beta(s) u^{\prime}(t, s) \mathrm{d} s$. It follows from the Cauchy-Schwarz inequality that

$$
\begin{equation*}
\|f[t]\| \leq\|\beta\|\left\|u^{\prime}[t]\right\|, \text { for all } t \geq 0 \tag{4.24}
\end{equation*}
$$

Combining (3.2) and (4.24), we get for all $t>0$ :

$$
\begin{equation*}
\left\|u^{\prime}[t]\right\| \exp (\sigma t) \leq\left\|u_{0}^{\prime}\right\|+\frac{p \pi^{2}+q}{p \pi^{2}+q-\sigma} p^{-1} h(q / p)\|\beta\| \sup _{0<s<t}\left(\left\|u^{\prime}[s]\right\| \exp (\sigma s)\right) \tag{4.25}
\end{equation*}
$$

Since (4.23) holds, we get from (4.25) for all $t>0$ :

$$
\begin{equation*}
\sup _{0<s<t}\left(\left\|u^{\prime}[s]\right\| \exp (\sigma s)\right) \leq\left(1-\frac{p \pi^{2}+q}{p \pi^{2}+q-\sigma} p^{-1} h(q / p)\|\beta\|\right)^{-1}\left\|u_{0}^{\prime}\right\| \tag{4.26}
\end{equation*}
$$

The decay estimate (4.20) with appropriate constant $M>0$ is a direct consequence of estimates (3.1) and (4.26).

## 5. PROOFS OF MAIN RESULTS

We first provide the proofs of Theorem 2.4 and Proposition 2.6.
Proof of Theorem 2.4. First, we prove the following Claim.
Claim: For every solution $u: \mathbb{R}_{+} \times[0,1] \rightarrow \mathbb{R}$ of the evolution equation (2.4) with (2.5), initial condition $u_{0} \in L_{r}^{2}(0,1)$ and corresponding to inputs $\left(f, d_{0}, d_{1}\right) \in \Phi\left(A ; u_{0}\right)$, the following equations hold for all
$t \geq 0$ and $n=1,2, \ldots:$

$$
\begin{align*}
& c_{n}(t)=\exp \left(-\lambda_{n} t\right) c_{n}(0)+\frac{p(1)}{a_{1}^{2}+a_{2}^{2}}\left(a_{2} \phi_{n}(1)-a_{1} \frac{\mathrm{~d} \phi_{n}}{\mathrm{~d} z}(1)\right) \int_{0}^{t} \exp \left(-\lambda_{n}(t-s)\right) d_{1}(s) \mathrm{d} s \\
& \quad+\frac{p(0)}{b_{1}^{2}+b_{2}^{2}}\left(b_{1} \frac{\mathrm{~d} \phi_{n}}{\mathrm{~d} z}(0)-b_{2} \phi_{n}(0)\right) \int_{0}^{t} \exp \left(-\lambda_{n}(t-s)\right) \mathrm{d}_{0}(s) \mathrm{d} s+\int_{0}^{t} \exp \left(-\lambda_{n}(t-s)\right)\left(\int_{0}^{1} r(x) f(s, x) \phi_{n}(x) \mathrm{d} x\right) \mathrm{d} s, \tag{5.1}
\end{align*}
$$

where

$$
\begin{equation*}
c_{n}(t):=\int_{0}^{1} r(x) u(t, x) \phi_{n}(x) \mathrm{d} x, \text { for } n=1,2, \ldots \tag{5.2}
\end{equation*}
$$

Proof of Claim. Let $\left\{\tau_{i} \geq 0, i=0,1,2, \ldots\right\}$ be the increasing sequence of times with $\tau_{0}=0, \lim _{i \rightarrow+\infty}\left(\tau_{i}\right)=+\infty$ involved in Definition 2.1. The mappings $\mathbb{R}_{+} \ni t \rightarrow c_{n}(t)$ are continuous for $n=1,2, \ldots$ Moreover, the mappings $I \ni t \rightarrow c_{n}(t)$, where $I=\mathbb{R}_{+} \backslash\left\{\tau_{i} \geq 0, i=0,1,2, \ldots\right\}$, are $C^{1}$ on $I$. By virtue of (2.6), it follows from repeated integration by parts, that the following equalities hold for all $t \in I$ and $n=1,2, \ldots$ :

$$
\begin{aligned}
\dot{c}_{n}(t)= & \int_{0}^{1} r(x) \frac{\partial u}{\partial t}(t, x) \phi_{n}(x) \mathrm{d} x \\
= & p(1)\left(\frac{\partial u}{\partial x}(t, 1) \phi_{n}(1)-x(t, 1) \frac{\mathrm{d} \phi_{n}}{\mathrm{~d} x}(1)\right)+p(0)\left(\frac{\mathrm{d} \phi_{n}}{\mathrm{~d} z}(0) u(t, 0)-\frac{\partial u}{\partial x}(t, 0) \phi_{n}(0)\right) \\
& -\int_{0}^{1} r(x) u(t, x)\left(A \phi_{n}\right)(x) \mathrm{d} x+\int_{0}^{1} r(x) f(t, x) \phi_{n}(x) \mathrm{d} x
\end{aligned}
$$

Thus we get for all $t \in I$ and $n=1,2, \ldots$ :

$$
\begin{align*}
\dot{c}_{n}(t)= & p(1)\left(\frac{\partial u}{\partial x}(t, 1) \phi_{n}(1)-u(t, 1) \frac{\mathrm{d} \phi_{n}}{\mathrm{~d} x}(1)\right)+p(0)\left(\frac{\mathrm{d} \phi_{n}}{\mathrm{~d} x}(0) u(t, 0)-\frac{\partial u}{\partial x}(t, 0) \phi_{n}(0)\right) \\
& -\int_{0}^{1} r(x) u(t, x)\left(A \phi_{n}\right)(x) \mathrm{d} x+\int_{0}^{1} r(x) f(t, x) \phi_{n}(x) \mathrm{d} x \tag{5.3}
\end{align*}
$$

It follows from (5.3), the fact that $\left(A \phi_{n}\right)(x)=\lambda_{n} \phi_{n}(x)$ and definition (5.2) that the following equation holds for all $t \in I$ and $n=1,2, \ldots$ :

$$
\begin{align*}
& \dot{c}_{n}(t)+\lambda_{n} c_{n}(t)=p(1)\left(\frac{\partial u}{\partial x}(t, 1) \phi_{n}(1)-u(t, 1) \frac{\mathrm{d} \phi_{n}}{\mathrm{~d} x}(1)\right)  \tag{5.4}\\
& \quad+p(0)\left(\frac{\mathrm{d} \phi_{n}}{\mathrm{~d} x}(0) u(t, 0)-\frac{\partial u}{\partial x}(t, 0) \phi_{n}(0)\right)+\int_{0}^{1} r(x) f(t, x) \phi_{n}(x) \mathrm{d} x
\end{align*}
$$

Proceeding exactly as in the proof of Theorem 2.3 in [23], it can be shown that for all $t \in I$ and $n=1,2, \ldots$ the following equalities hold:

$$
\begin{align*}
u(t, 0) \frac{\mathrm{d} \phi_{n}}{\mathrm{~d} x}(0)-\frac{\partial u}{\partial x}(t, 0) \phi_{n}(0) & =\frac{d_{0}(t)}{b_{1}^{2}+b_{2}^{2}}\left(b_{1} \frac{d \phi_{n}}{\mathrm{~d} x}(0)-b_{2} \phi_{n}(0)\right)  \tag{5.5}\\
\phi_{n}(1) \frac{\partial u}{\partial x}(t, 1)-u(t, 1) \frac{\mathrm{d} \phi_{n}}{\mathrm{~d} x}(1) & =\frac{d_{1}(t)}{a_{1}^{2}+a_{2}^{2}}\left(a_{2} \phi_{n}(1)-a_{1} \frac{\mathrm{~d} \phi_{n}}{\mathrm{~d} x}(1)\right) . \tag{5.6}
\end{align*}
$$

Using (5.4)-(5.6), we obtain for all $t \in I$ and $n=1,2, \ldots$ :

$$
\begin{align*}
& \dot{c}_{n}(t)+\lambda_{n} c_{n}(t)=\frac{p(1) d_{1}(t)}{a_{1}^{2}+a_{2}^{2}}\left(a_{2} \phi_{n}(1)-a_{1} \frac{\mathrm{~d} \phi_{n}}{\mathrm{~d} x}(1)\right)  \tag{5.7}\\
& \quad+\frac{p(0) d_{0}(t)}{b_{1}^{2}+b_{2}^{2}}\left(b_{1} \frac{\mathrm{~d} \phi_{n}}{\mathrm{~d} x}(0)-b_{2} \phi_{n}(0)\right)+\int_{0}^{1} r(x) f(t, x) \phi_{n}(x) \mathrm{d} x
\end{align*}
$$

Integrating the differential equations (5.7), we obtain (5.1) for all $t \geq 0$ and $n=1,2, \ldots$ The proof of the claim is complete.

Next, we recognize that the solution $u: \mathbb{R}_{+} \times[0,1] \rightarrow \mathbb{R}$ of the evolution equation (2.4) with (2.5), initial condition $u_{0} \in L_{r}^{2}(0,1)$ and corresponding to inputs $\left(f, d_{0}, d_{1}\right) \in \Phi\left(A ; u_{0}\right)$ satisfies the following equation:

$$
\begin{equation*}
u[t]=u_{1}[t]+u_{2}[t]+u_{3}[t]+u_{4}[t], \text { for all } t \geq 0 \tag{5.8}
\end{equation*}
$$

where the above equality should be seen as an equality of functions in $L_{r}^{2}(0,1)$ with

$$
\begin{gather*}
u_{1}(t, x):=\sum_{n=1}^{\infty} \exp \left(-\lambda_{n} t\right) c_{n}(0) \phi_{n}(x), \text { for }(t, x) \in \mathbb{R}_{+} \times(0,1)  \tag{5.9}\\
u_{2}(t, x):=\sum_{n=1}^{\infty} \phi_{n}(x) \frac{p(0)}{b_{1}^{2}+b_{2}^{2}}\left(b_{1} \frac{\mathrm{~d} \phi_{n}}{\mathrm{~d} x}(0)-b_{2} \phi_{n}(0)\right)_{0}^{t} \exp \left(-\lambda_{n}(t-s)\right) d_{0}(s) \mathrm{d} s, \text { for }(t, x) \in \mathbb{R}_{+} \times(0,1)  \tag{5.10}\\
u_{3}(t, x):=\sum_{n=1}^{\infty} \phi_{n}(x) \frac{p(1)}{a_{1}^{2}+a_{2}^{2}}\left(a_{2} \phi_{n}(1)-a_{1} \frac{\mathrm{~d} \phi_{n}}{\mathrm{~d} x}(1)\right) \int_{0}^{t} \exp \left(-\lambda_{n}(t-s)\right) d_{1}(s) \mathrm{d} s, \text { for }(t, x) \in \mathbb{R}_{+} \times(0,1)  \tag{5.11}\\
u_{4}(t, x)=\sum_{n=1}^{\infty} \phi_{n}(x) \int_{0}^{t} \exp \left(-\lambda_{n}(t-s)\right)\left(\int_{0}^{1} r(z) f(s, z) \phi_{n}(z) \mathrm{d} z\right) \mathrm{d} s, \text { for }(t, x) \in \mathbb{R}_{+} \times(0,1) \tag{5.12}
\end{gather*}
$$

Next, we estimate each component of $u: \mathbb{R}_{+} \times[0,1] \rightarrow \mathbb{R}$ separately.
(1) Estimate for $u_{1}: \mathbb{R}_{+} \times[0,1] \rightarrow \mathbb{R}$.

Since the eigenfunctions $\left\{\phi_{n}\right\}_{n=1}^{\infty}$ of the SL operator $A: D \rightarrow L_{r}^{2}(0,1)$ defined by (2.1) and (2.2) form an orthonormal basis of $L_{r}^{2}(0,1)$, it follows that Parseval's identity holds, i.e.,

$$
\begin{equation*}
\left\|u_{1}[t]\right\|_{r}^{2}=\sum_{n=1}^{\infty} A_{n}^{2}(t), \text { for all } t \geq 0 \tag{5.13}
\end{equation*}
$$

where $A_{n}(t):=\int_{0}^{1} r(z) u_{1}(t, z) \phi_{n}(z) \mathrm{d} z$. Using (5.9), (5.13) and the fact that $\lambda_{n} \geq \lambda_{1}$ for all $n=1,2, \ldots$, we get for all $t \geq 0$ :

$$
\begin{equation*}
\left\|u_{1}[t]\right\|_{r} \leq \exp \left(-\lambda_{1} t\right)\left\|u_{0}\right\|_{r} \tag{5.14}
\end{equation*}
$$

(2) Estimate for $u_{2}: \mathbb{R}_{+} \times[0,1] \rightarrow \mathbb{R}$.

Again, Parseval's identity holds, i.e.,

$$
\begin{equation*}
\left\|u_{2}[t]\right\|_{r}^{2}=\sum_{n=1}^{\infty} B_{n}^{2}(t), \text { for all } t \geq 0 \tag{5.15}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{n}(t)=\frac{p(0)}{b_{1}^{2}+b_{2}^{2}}\left(b_{1} \frac{\mathrm{~d} \phi_{n}}{\mathrm{~d} z}(0)-b_{2} \phi_{n}(0)\right) \int_{0}^{t} \exp \left(-\lambda_{n}(t-s)\right) d_{0}(s) \mathrm{d} s \tag{5.16}
\end{equation*}
$$

(a consequence of (5.10)). Using (5.16), we get all $\sigma \in\left[0, \lambda_{1}\right), t>0$ and $n=1,2, \ldots$ :

$$
\begin{equation*}
\left|B_{n}(t)\right|^{2} \leq \frac{1}{\left(\lambda_{n}-\sigma\right)^{2}}\left(\frac{p(0)}{b_{1}^{2}+b_{2}^{2}}\right)^{2}\left|b_{1} \frac{\mathrm{~d} \phi_{n}}{\mathrm{~d} z}(0)-b_{2} \phi_{n}(0)\right|^{2} \sup _{0<s<t}\left(\left|d_{0}(s)\right|^{2} \exp (-2 \sigma(t-s))\right) \tag{5.17}
\end{equation*}
$$

Therefore, by virtue of (5.15) and (5.17), the following estimate holds for all $\sigma \in\left[0, \lambda_{1}\right), t>0$ :

$$
\begin{equation*}
\left\|u_{2}[t]\right\|_{r} \leq K_{0} \sup _{0<s<t}\left(\left|d_{0}(s)\right| \exp (-\sigma(t-s))\right) \tag{5.18}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{0}:=\frac{p(0)}{\sqrt{b_{1}^{2}+b_{2}^{2}}} \sqrt{\sum_{n=1}^{\infty} \frac{1}{\left(\lambda_{n}-\sigma\right)^{2}}\left|\frac{b_{1}}{\sqrt{b_{1}^{2}+b_{2}^{2}}} \frac{\mathrm{~d} \phi_{n}}{\mathrm{~d} x}(0)-\frac{b_{2}}{\sqrt{b_{1}^{2}+b_{2}^{2}}} \phi_{n}(0)\right|^{2}} \tag{5.19}
\end{equation*}
$$

Equation (2.9) is a direct consequence of Theorem 2.3 in [23]. Moreover, definitions (2.9), (5.19) imply that $K_{0} \leq \frac{\lambda_{1}}{\lambda_{1}-\sigma} C_{0}$. Consequently, the following estimate holds for all $\sigma \in\left[0, \lambda_{1}\right), t>0$ :

$$
\begin{equation*}
\left\|u_{2}[t]\right\|_{r} \leq \frac{\lambda_{1}}{\lambda_{1}-\sigma} C_{0} \sup _{0<s<t}\left(\left|d_{0}(s)\right| \exp (-\sigma(t-s))\right) \tag{5.20}
\end{equation*}
$$

(3) Estimate for $u_{3}: \mathbb{R}_{+} \times[0,1] \rightarrow \mathbb{R}$.

Again, Parseval's identity holds, i.e.,

$$
\begin{equation*}
\left\|u_{2}[t]\right\|_{r}^{2}=\sum_{n=1}^{\infty} G_{n}^{2}(t), \text { for all } t \geq 0 \tag{5.21}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{n}(t)=\frac{p(1)}{a_{1}^{2}+a_{2}^{2}}\left(a_{2} \phi_{n}(1)-a_{1} \frac{\mathrm{~d} \phi_{n}}{\mathrm{~d} z}(1)\right) \int_{0}^{t} \exp \left(-\lambda_{n}(t-s)\right) d_{1}(s) \mathrm{d} s \tag{5.22}
\end{equation*}
$$

Using (5.22), we get all $\sigma \in\left[0, \lambda_{1}\right), t>0$ and $n=1,2, \ldots$ :

$$
\begin{equation*}
\left|G_{n}(t)\right|^{2} \leq \frac{1}{\left(\lambda_{n}-\sigma\right)^{2}}\left(\frac{p(1)}{a_{1}^{2}+a_{2}^{2}}\right)^{2}\left|a_{1} \frac{\mathrm{~d} \phi_{n}}{\mathrm{~d} x}(0)-a_{2} \phi_{n}(0)\right|^{2} \sup _{0<s<t}\left(\left|d_{1}(s)\right|^{2} \exp (-2 \sigma(t-s))\right) \tag{5.23}
\end{equation*}
$$

Therefore, by virtue of (5.21), (5.23), the following estimate holds for all $\sigma \in\left[0, \lambda_{1}\right), t>0$ :

$$
\begin{equation*}
\left\|u_{3}[t]\right\|_{r} \leq K_{1} \sup _{0<s<t}\left(\left|d_{1}(s)\right| \exp (-\sigma(t-s))\right) \tag{5.24}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{1}:=\frac{p(1)}{\sqrt{a_{1}^{2}+a_{2}^{2}}} \sqrt{\sum_{n=1}^{\infty} \frac{1}{\left(\lambda_{n}-\sigma\right)^{2}}\left|\frac{a_{2}}{\sqrt{a_{1}^{2}+a_{2}^{2}}} \phi_{n}(1)-\frac{a_{1}}{\sqrt{a_{1}^{2}+a_{2}^{2}}} \frac{\mathrm{~d} \phi_{n}}{\mathrm{~d} x}(1)\right|^{2}} . \tag{5.25}
\end{equation*}
$$

Equation (2.10) is a direct consequence of Theorem 2.3 in [23]. Moreover, definitions (2.10), (5.25) imply that $K_{1} \leq \frac{\lambda_{1}}{\lambda_{1}-\sigma} C_{1}$. Consequently, the following estimate holds for all $\sigma \in\left[0, \lambda_{1}\right), t>0$ :

$$
\begin{equation*}
\left\|u_{3}[t]\right\|_{r} \leq \frac{\lambda_{1}}{\lambda_{1}-\sigma} C_{1} \sup _{0<s<t}\left(\left|d_{1}(s)\right| \exp (-\sigma(t-s))\right) \tag{5.26}
\end{equation*}
$$

(4) Estimate for $u_{4}: \mathbb{R}_{+} \times[0,1] \rightarrow \mathbb{R}$.

Again, Parseval's identity holds, i.e.,

$$
\begin{equation*}
\left\|u_{2}[t]\right\|_{r}^{2}=\sum_{n=1}^{\infty} D_{n}^{2}(t), \text { for all } t \geq 0 \tag{5.27}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{n}(t)=\int_{0}^{t} \exp \left(-\lambda_{n}(t-s)\right) f_{n}(s) \mathrm{d} s \tag{5.28}
\end{equation*}
$$

and $f_{n}(t):=\int_{0}^{1} r(z) f(t, z) \phi_{n}(z) \mathrm{d} z$. Since the eigenfunctions $\left\{\phi_{n}\right\}_{n=1}^{\infty}$ of the SL operator $A: D \rightarrow L_{r}^{2}(0,1)$ defined by (2.1) and (2.2) form an orthonormal basis of $L_{r}^{2}(0,1)$, it follows that Parseval's identity holds, i.e.,

$$
\begin{equation*}
\|f[t]\|_{r}^{2}=\sum_{n=1}^{\infty} f_{n}^{2}(t), \text { for all } t>0 \tag{5.29}
\end{equation*}
$$

It follows from (5.28) that the following inequality holds for all $\sigma \in\left[0, \lambda_{1}\right), t \geq 0$ and $n=1,2, \ldots$ :

$$
\begin{equation*}
\left|D_{n}(t)\right| \leq \int_{0}^{t} \exp \left(-\lambda_{n}(t-s)\right)\left|f_{n}(s)\right| \mathrm{d} s \leq \int_{0}^{t} \exp \left(-\left(\lambda_{1}-\sigma\right)(t-s)\right)\left|f_{n}(s)\right| \exp (-\sigma(t-s)) \mathrm{d} s \tag{5.30}
\end{equation*}
$$

Using the Cauchy-Schwarz inequality and (5.30), we obtain for all $\sigma \in\left[0, \lambda_{1}\right), t \geq 0$ and $n=1,2, \ldots$ :

$$
\left|D_{n}(t)\right| \leq \frac{1}{\sqrt{\lambda_{1}-\sigma}}\left(\int_{0}^{t} \exp \left(-\left(\lambda_{1}-\sigma\right)(t-s)\right)\left|f_{n}(s)\right|^{2} \exp (-2 \sigma(t-s)) \mathrm{d} s\right)^{1 / 2}
$$

which directly implies

$$
\begin{equation*}
\left|D_{n}(t)\right|^{2} \leq \frac{1}{\lambda_{1}-\sigma} \int_{0}^{t} \exp \left(-\left(\lambda_{1}-\sigma\right)(t-s)\right)\left|f_{n}(s)\right|^{2} \exp (-2 \sigma(t-s)) \mathrm{d} s \tag{5.31}
\end{equation*}
$$

Combining (5.28), (5.29), and (5.31), we obtain for all $\sigma \in\left[0, \lambda_{1}\right), t>0$ :

$$
\left\|u_{4}[t]\right\|_{r}^{2} \leq \frac{1}{\lambda_{1}-\sigma} \int_{0}^{t} \exp \left(-\left(\lambda_{1}-\sigma\right)(t-s)\right)\|f[s]\|_{r}^{2} \exp (-2 \sigma(t-s)) \mathrm{d} s
$$

which directly implies

$$
\begin{equation*}
\left\|u_{4}[t]\right\|_{r}^{2} \leq \frac{1}{\left(\lambda_{1}-\sigma\right)^{2}} \sup _{0<s<t}\left(\|f[s]\|_{r}^{2} \exp (-2 \sigma(t-s))\right) \tag{5.32}
\end{equation*}
$$

Therefore, we conclude that the following inequality holds for all $\sigma \in\left[0, \lambda_{1}\right), t>0$ :

$$
\begin{equation*}
\left\|u_{4}[t]\right\|_{r} \leq \frac{1}{\lambda_{1}-\sigma} \sup _{0<s<t}\left(\|f[s]\|_{r} \exp (-\sigma(t-s))\right) \tag{5.33}
\end{equation*}
$$

Equation (5.8) implies that

$$
\begin{equation*}
\|u[t]\|_{r} \leq\left\|u_{1}[t]\right\|_{r}+\left\|u_{2}[t]\right\|_{r}+\left\|u_{3}[t]\right\|_{r}+\left\|u_{4}[t]\right\|_{r}, \text { for all } t \geq 0 \tag{5.34}
\end{equation*}
$$

Using (5.34), (5.14), (5.20), (5.26), and (5.33), we get estimate (2.8). The proof is complete.

Proof of Proposition 2.6. It suffices to show that there exists a constant $\mu>0$

$$
\begin{equation*}
\int_{0}^{1} g(x) f(x)(A f)(x) \mathrm{d} x \geq \mu \int_{0}^{1} f^{2}(x) \mathrm{d} x, \text { for all } f \in D \tag{5.35}
\end{equation*}
$$

Since $p(x) \equiv p, r(x) \equiv 1$, we obtain from (2.1) for all $f \in D$ :

$$
\begin{align*}
& \int_{0}^{1} g(x) f(x)(A f)(x) \mathrm{d} x=p g(1)\left(\frac{g^{\prime}(1)}{2 g(1)} f(1)-f^{\prime}(1)\right) f(1)+p g(0)\left(f^{\prime}(0)-\frac{g^{\prime}(0)}{2 g(0)} f(0)\right) f(0)  \tag{5.36}\\
& \quad+p \int_{0}^{1} g(x)\left(f^{\prime}(x)\right)^{2} \mathrm{~d} x+\int_{0}^{1}\left(g(x) q(x)-\frac{p}{2} g^{\prime \prime}(x)\right) f^{2}(x) \mathrm{d} x
\end{align*}
$$

Since $f(z)=f(0)+\int_{0}^{z} f^{\prime}(s) \mathrm{d} s$ for all $x \in[0,1]$ and since $\varepsilon_{0}>0$, we get for all $x \in[0,1]$ :

$$
\begin{equation*}
f^{2}(x) \leq\left(1+\varepsilon_{0}\right) f^{2}(0)+\left(1+\varepsilon_{0}^{-1}\right)\left(\int_{0}^{x} f^{\prime}(s) \mathrm{d} s\right)^{2} \tag{5.37}
\end{equation*}
$$

Using the Cauchy-Schwarz inequality, which gives

$$
\left(\int_{0}^{x} f^{\prime}(s) \mathrm{d} s\right)^{2} \leq\left(\int_{0}^{x} \frac{\mathrm{~d} s}{g(s)}\right)\left(\int_{0}^{x} g(s)\left(f^{\prime}(s)\right)^{2} \mathrm{~d} s\right) \leq\left(\int_{0}^{x} \frac{\mathrm{~d} s}{g(s)}\right)\left(\int_{0}^{1} g(s)\left(f^{\prime}(s)\right)^{2} \mathrm{~d} s\right), \text { for all } x \in[0,1]
$$

we get from (5.37) for all $x \in[0,1]$ :

$$
\begin{equation*}
f^{2}(x) \leq\left(1+\varepsilon_{0}\right) f^{2}(0)+\left(1+\varepsilon_{0}^{-1}\right)\left(\int_{0}^{x} \frac{\mathrm{~d} s}{g(s)}\right)\left(\int_{0}^{1} g(s)\left(f^{\prime}(s)\right)^{2} \mathrm{~d} s\right) \tag{5.38}
\end{equation*}
$$

Inequality (5.38) implies the following inequality:

$$
\begin{equation*}
\int_{0}^{1} f^{2}(x) \mathrm{d} x \leq\left(1+\varepsilon_{0}\right) f^{2}(0)+\left(\left(1+\varepsilon_{0}^{-1}\right) \int_{0}^{1} \int_{0}^{x} \frac{\mathrm{~d} s}{g(s)} \mathrm{d} x\right)\left(\int_{0}^{1} g(s)\left(f^{\prime}(s)\right)^{2} \mathrm{~d} s\right) \tag{5.39}
\end{equation*}
$$

Moreover, since $f(x)=f(1)-\int_{x}^{1} f^{\prime}(s) \mathrm{d} s$ for all $x \in[0,1]$ and since $\varepsilon_{1}>0$, we get for all $x \in[0,1]$ :

$$
\begin{equation*}
f^{2}(x) \leq\left(1+\varepsilon_{1}\right) f^{2}(1)+\left(1+\varepsilon_{1}^{-1}\right)\left(\int_{x}^{1} f^{\prime}(s) \mathrm{d} s\right)^{2} \tag{5.40}
\end{equation*}
$$

Using again the Cauchy-Schwarz inequality, which gives

$$
\left(\int_{x}^{1} f^{\prime}(s) \mathrm{d} s\right)^{2} \leq\left(\int_{x}^{1} \frac{\mathrm{~d} s}{g(s)}\right)\left(\int_{x}^{1} g(s)\left(f^{\prime}(s)\right)^{2} \mathrm{~d} s\right) \leq\left(\int_{x}^{1} \frac{\mathrm{~d} s}{g(s)}\right)\left(\int_{0}^{1} g(s)\left(f^{\prime}(s)\right)^{2} \mathrm{~d} s\right), \text { for all } x \in[0,1]
$$

we get from (5.40) for all $x \in[0,1]$ :

$$
\begin{equation*}
f^{2}(x) \leq\left(1+\varepsilon_{1}\right) f^{2}(1)+\left(1+\varepsilon_{1}^{-1}\right)\left(\int_{x}^{1} \frac{\mathrm{~d} s}{g(s)}\right)\left(\int_{0}^{1} g(s)\left(f^{\prime}(s)\right)^{2} \mathrm{~d} s\right) \tag{5.41}
\end{equation*}
$$

Inequality (5.41) implies the following inequality:

$$
\begin{equation*}
\int_{0}^{1} f^{2}(x) \mathrm{d} x \leq\left(1+\varepsilon_{1}\right) f^{2}(1)+\left(\left(1+\varepsilon_{1}^{-1}\right) \int_{0}^{1} \int_{x}^{1} \frac{\mathrm{~d} s}{g(s)} \mathrm{d} x\right)\left(\int_{0}^{1} g(s)\left(f^{\prime}(s)\right)^{2} \mathrm{~d} s\right) \tag{5.42}
\end{equation*}
$$

Multiplying (5.39) by $\lambda$ and (5.42) by $1-\lambda$ and adding, we get from (2.13):

$$
\begin{equation*}
\int_{0}^{1} f^{2}(x) \mathrm{d} x \leq \lambda\left(1+\varepsilon_{0}\right) f^{2}(0)+(1-\lambda)\left(1+\varepsilon_{1}\right) f^{2}(1)+R\left(\int_{0}^{1} g(s)\left(f^{\prime}(s)\right)^{2} \mathrm{~d} s\right) \tag{5.43}
\end{equation*}
$$

Combining (5.36) and (5.43), we get for all $f \in D$ :

$$
\begin{align*}
& \int_{0}^{1} g(x) f(x)(A f)(x) \mathrm{d} x \geq p g(1)\left(\frac{g^{\prime}(1)}{2 g(1)} f(1)-f^{\prime}(1)-\frac{(1-\lambda)\left(1+\varepsilon_{1}\right)}{R g(1)} f(1)\right) f(1)  \tag{5.44}\\
& \quad+p g(0)\left(f^{\prime}(0)-\frac{g^{\prime}(0)}{2 g(0)} f(0)-\frac{\lambda\left(1+\varepsilon_{0}\right)}{R g(0)} f(0)\right) f(0)+\int_{0}^{1}\left(g(x) q(x)-\frac{p}{2} g^{\prime \prime}(x)+p R^{-1}\right) f^{2}(x) \mathrm{d} x
\end{align*}
$$

Using (2.2), (2.11), (2.14), and (2.15), it follows that for all $f \in D$ the following inequalities hold:

$$
\begin{aligned}
& \left(\frac{g^{\prime}(1)}{2 g(1)} f(1)-f^{\prime}(1)-\frac{(1-\lambda)\left(1+\varepsilon_{1}\right)}{R g(1)} f(1)\right) f(1) \geq 0 \\
& \left(f^{\prime}(0)-\frac{g^{\prime}(0)}{2 g(0)} f(0)-\frac{\lambda\left(1+\varepsilon_{0}\right)}{R g(0)} f(0)\right) f(0) \geq 0
\end{aligned}
$$

The above inequalities in conjunction with (5.44) imply that (5.35) holds for all $f \in D$ with

$$
\mu:=\min _{0 \leq x \leq 1}\left(g(x) q(x)-\frac{p}{2} g^{\prime \prime}(x)+p R^{-1}\right)
$$

Inequality (2.12) implies that $\mu>0$. Inequality (5.35) with $f=\phi_{1}$ gives

$$
\lambda_{1} \geq \frac{\min \left\{2 g(x) q(x)+2 p R^{-1}-p g^{\prime \prime}(x): x \in[0,1]\right\}}{2 \max \{g(x): x \in[0,1]\}}
$$

The proof is complete.
Since the proof of Theorem 3.1 requires Proposition 3.5, we first prove Proposition 3.5.
Proof of Proposition 3.5. Since the SL operator $A_{\tilde{\sim}}^{\prime}: D^{\prime} \rightarrow L^{2}(0,1)$ satisfies assumption (H) and since $\left(f^{\prime}, \tilde{d}_{0}, \tilde{d}_{1}\right) \in \Phi\left(A^{\prime} ; u_{0}^{\prime}\right)$, where $\tilde{d}_{1}(t)=-p^{-1} f(t, 1), \tilde{d}_{0}(t)=-p^{-1} f(t, 0)$ for $t \geq 0$, it follows from Definition 2.1 that there exists an increasing sequence of times $\left\{\tau_{i} \geq 0, i=0,1,2, \ldots\right\}$ with $\tau_{0}=0, \lim _{i \rightarrow+\infty}\left(\tau_{i}\right)=+\infty$ and a unique function $v: \mathbb{R}_{+} \times[0,1] \rightarrow \mathbb{R}$ for which the mapping $\mathbb{R}_{+} \ni t \rightarrow v[t] \in L^{2}(0,1)$ is continuous, with $v \in C^{1}(I \times[0,1])$ satisfying $v[t] \in C^{2}([0,1])$ for all $t>0, \lim _{t \rightarrow \tau_{i}^{-}}(v(t, x))=v\left(\tau_{i}, x\right), \lim _{t \rightarrow \tau_{i}^{-}}\left(\frac{\partial v}{\partial t}(t, x)\right)=$ $-\left(A^{\prime} v\left[\tau_{i}\right]\right)(x)+\lim _{t \rightarrow \tau_{i}^{-}}\left(f^{\prime}(t, x)\right), \lim _{t \rightarrow \tau_{i}^{-}}\left(\frac{\partial v}{\partial x}(t, x)\right)=\frac{\partial v}{\partial x}\left(\tau_{i}, x\right), v(0, x)=v_{0}(x)=u_{0}^{\prime}(x)$ for all $x \in[0,1]$, and

$$
\begin{gather*}
\frac{\partial v}{\partial t}(t, x)=p \frac{\partial^{2} v}{\partial x^{2}}(t, x)-q v(t, x)+f^{\prime}(t, x), \text { for all }(t, x) \in I \times(0,1)  \tag{5.45}\\
\frac{\partial v}{\partial x}(t, 0)+p^{-1} f(t, 0)=\frac{\partial v}{\partial x}(t, 1)+p^{-1} f(t, 1)=0, \text { for all } t \in I \tag{5.46}
\end{gather*}
$$

where $I=\mathbb{R}_{+} \backslash\left\{\tau_{i} \geq 0, i=0,1,2, \ldots\right\}$. It follows from (5.45) and (5.46) that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{0}^{1} v(t, x) \mathrm{d} x=-q \int_{0}^{1} v(t, x) \mathrm{d} x, \text { for all } t \in I \tag{5.47}
\end{equation*}
$$

Since $v_{0}=u_{0}^{\prime}$ with $u_{0}(0)=u_{0}(1)=0$ and since the mapping $t \rightarrow \int_{0}^{1} v(t, z) \mathrm{d} z$ is continuous, it follows that (3.11) holds. Define:

$$
\begin{equation*}
\tilde{u}(t, x)=\int_{0}^{x} v(t, s) \mathrm{d} s, \text { for }(t, x) \in \mathbb{R}_{+} \times[0,1] \tag{5.48}
\end{equation*}
$$

It is straightforward (using (3.11), (5.45), (5.46), and definition (5.48)) to verify that

$$
\begin{gather*}
\frac{\partial \tilde{u}}{\partial t}(t, x)=p \frac{\partial^{2} \tilde{u}}{\partial x^{2}}(t, x)-q \tilde{u}(t, x)+f(t, x), \text { for all }(t, x) \in I \times(0,1)  \tag{5.49}\\
\tilde{u}(t, 0)=\tilde{u}(t, 1)=0, \text { for all } t \geq 0 \tag{5.50}
\end{gather*}
$$

Moreover, since $v_{0}=u_{0}^{\prime}$, we obtain from definition (5.48) that $\tilde{u}(0, x)=u_{0}(x)$ for all $x \in[0,1]$. Uniqueness of the evolution problem (5.49), (5.50) implies that $\tilde{u} \equiv u$. Equation (3.10) is a direct consequence of definition (5.48) and the fact that $\tilde{u} \equiv u$. The proof is complete.

Proof of Theorem 3.1. The SL operator $A: D \rightarrow L^{2}(0,1)$ defined by (2.1) and (2.2) with $p(x) \equiv p, r(x) \equiv 1$, $a_{2}=b_{2}=0, a_{1}=b_{1}=1, q(x) \equiv q$, has eigenvalues $\lambda_{n}=p n^{2} \pi^{2}+q$ for $n \geq 1$ and eigenfunctions $\phi_{n}(x)=$ $\sqrt{2} \sin (n \pi x)$ for $n \geq 1$. Therefore, $A$ satisfies assumption (H) and is ES since $\lambda_{1}=p \pi^{2}+q>0$. Theorem 2.4
implies that for every $u_{0} \in L^{2}(0,1),(f, 0,0) \in \Phi\left(A ; u_{0}\right)$, the unique solution $u: \mathbb{R}_{+} \times[0,1] \rightarrow \mathbb{R}$ of the evolution equation (2.4) with (2.5), $d_{0}(t)=d_{1}(t) \equiv 0$ and initial condition $u_{0} \in L^{2}(0,1)$ satisfies estimate (3.1) for all $\sigma \in\left[0, p \pi^{2}+q\right)$ and $t>0$. Moreover, Theorem 2.4, definition (3.3) and direct computation of the functions $\tilde{u}, \bar{u}$ involved in (2.9) and (2.10) gives

$$
\begin{equation*}
\sqrt{\sum_{n=1}^{\infty} \frac{n^{2} \pi^{2}}{\left(p n^{2} \pi^{2}+q\right)^{2}}}=p^{-1} h(q / p) \tag{5.51}
\end{equation*}
$$

The SL operator $A^{\prime}: D^{\prime} \rightarrow L^{2}(0,1)$ defined by $\left(A^{\prime} f\right)(x)=-p f^{\prime \prime}(x)+q f(x)$, for all $f \in D^{\prime}$ and $x \in(0,1)$ with $D^{\prime} \subseteq H^{2}(0,1)$ being the set of all functions $f:[0,1] \rightarrow \mathbb{R}$ for which $f^{\prime}(0)=f^{\prime}(1)=0$, has eigenvalues $\lambda_{0}=q, \lambda_{n}=p n^{2} \pi^{2}+q$ for $n \geq 1$ and eigenfunctions $\psi_{0}(x) \equiv 1, \psi_{n}(x)=\sqrt{2} \cos (n \pi x)$ for $n \geq 1$. Therefore, $A^{\prime}$ satisfies assumption (H) but it is not necessarily an ES operator. Consequently, we cannot use Theorem 2.4 to system (3.8) and (3.9). However, we are in a position to prove (exactly as in the proof of Thm. 2.4) the following claim. Its proof is omitted, since it is identical to that in the proof of Theorem 2.4 and the only additional thing is the use of (3.11).

Claim: For every solution $v: \mathbb{R}_{+} \times[0,1] \rightarrow \mathbb{R}$ of the evolution equation (3.8) with (3.9), initial condition $v_{0}=u_{0}^{\prime}$, where $u_{0} \in H^{1}(0,1)$ with $u_{0}(0)=u_{0}(1)=0$, the following equations hold for all $t \geq 0$ and $n=1,2, \ldots$ :

$$
\begin{align*}
& c_{n}(t)=\exp \left(-\left(p n^{2} \pi^{2}+q\right) t\right) c_{n}(0)-(-1)^{n} \sqrt{2} \int_{0}^{t} \exp \left(-\left(p n^{2} \pi^{2}+q\right)(t-s)\right) f(s, 1) \mathrm{d} s \\
& \quad+\sqrt{2} \int_{0}^{t} \exp \left(-\left(p n^{2} \pi^{2}+q\right)(t-s)\right) f(s, 0) \mathrm{d} s+\sqrt{2} \int_{0}^{t} \exp \left(-\left(p n^{2} \pi^{2}+q\right)(t-s)\right)\left(\int_{0}^{1} f^{\prime}(s, z) \cos (n \pi z) \mathrm{d} z\right) \mathrm{d} s \tag{5.52}
\end{align*}
$$

$$
\begin{equation*}
c_{0}(t) \equiv 0 \tag{5.53}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{0}(t):=\int_{0}^{1} v(t, x) \mathrm{d} x, c_{n}(t):=\sqrt{2} \int_{0}^{1} v(t, x) \cos (n \pi x) \mathrm{d} x, \text { for } n=1,2, \ldots \tag{5.54}
\end{equation*}
$$

Next, we recognize that the solution $v: \mathbb{R}_{+} \times[0,1] \rightarrow \mathbb{R}$ of the evolution equation (3.8) with (3.9), initial condition $v_{0}=u_{0}^{\prime}$, where $u_{0} \in H^{1}(0,1)$ with $u_{0}(0)=u_{0}(1)=0$ satisfies the following equation:

$$
\begin{equation*}
v[t]=v_{1}[t]+v_{2}[t], \text { for all } t \geq 0 \tag{5.55}
\end{equation*}
$$

where the above equality should be seen as an equality of functions in $L^{2}(0,1)$ with

$$
\begin{gather*}
v_{1}(t, x):=\sum_{n=1}^{\infty} \psi_{n}(x) \exp \left(-\left(p n^{2} \pi^{2}+q\right) t\right) c_{n}(0)  \tag{5.56}\\
v_{2}(t, x):=\sqrt{2} \sum_{n=1}^{\infty} \psi_{n}(x) \int_{0}^{t} \exp \left(-\left(p n^{2} \pi^{2}+q\right)(t-s)\right)\left(f(s, 0)-(-1)^{n} f(s, 1)+\int_{0}^{1} f^{\prime}(s, z) \cos (n \pi z) \mathrm{d} z\right) \mathrm{d} s \tag{5.57}
\end{gather*}
$$

for $(t, x) \in \mathbb{R}_{+} \times(0,1)$. Next, we estimate each component of $v: \mathbb{R}_{+} \times[0,1] \rightarrow \mathbb{R}$ separately.
(1) Estimate for $v_{1}: \mathbb{R}_{+} \times[0,1] \rightarrow \mathbb{R}$.

Since the eigenfunctions $\left\{\psi_{n}\right\}_{n=0}^{\infty}$ of the SL operator $A^{\prime}: D^{\prime} \rightarrow L^{2}(0,1)$ defined by $\left(A^{\prime} f\right)(x)=-p f^{\prime \prime}(x)+$ $q f(x)$, for all $f \in D^{\prime}$ and $x \in(0,1)$ with $D^{\prime} \subseteq H^{2}(0,1)$ being the set of all functions $f:[0,1] \rightarrow \mathbb{R}$ for
which $f^{\prime}(0)=f^{\prime}(1)=0$, form an orthonormal basis of $L^{2}(0,1)$, it follows that Parseval's identity holds, i.e.,

$$
\begin{equation*}
\left\|v_{1}[t]\right\|_{2}^{2}=\sum_{n=1}^{\infty} A_{n}^{2}(t), \text { for all } t \geq 0 \tag{5.58}
\end{equation*}
$$

where (5.56) implies for all $t \geq 0$ and $n=1,2, \ldots$ that

$$
\begin{equation*}
A_{n}(t)=\exp \left(-\left(p n^{2} \pi^{2}+q\right) t\right) c_{n}(0) \tag{5.59}
\end{equation*}
$$

Using (5.58), (5.59), and the fact that $v_{0}=u_{0}^{\prime}$, we get for all $t \geq 0$ :

$$
\begin{equation*}
\left\|v_{1}[t]\right\|_{2} \leq \exp \left(-\left(p n^{2} \pi^{2}+q\right) t\right)\left\|u_{0}^{\prime}\right\|_{2} \tag{5.60}
\end{equation*}
$$

(2) Estimate for $v_{2}: \mathbb{R}_{+} \times[0,1] \rightarrow \mathbb{R}$.

Using integration by parts, we obtain from (5.57) for all $t \geq 0$ and $n=1,2, \ldots$ :

$$
\begin{equation*}
B_{n}(t)=n \pi \int_{0}^{t} \exp \left(-\left(p n^{2} \pi^{2}+q\right)(t-s)\right) f_{n}(s) \mathrm{d} s \tag{5.61}
\end{equation*}
$$

where $B_{n}(t):=\sqrt{2} \int_{0}^{1} v_{2}(t, z) \cos (n \pi z) \mathrm{d} z, f_{n}(t):=\sqrt{2} \int_{0}^{1} f(t, z) \sin (n \pi z) \mathrm{d} z$. Since $\left\{\psi_{n}\right\}_{n=0}^{\infty},\left\{\phi_{n}\right\}_{n=1}^{\infty}$ are orthonormal bases of $L^{2}(0,1)$, it follows that Parseval's identity holds, i.e.,

$$
\begin{align*}
& \left\|v_{2}[t]\right\|_{2}^{2}=\sum_{n=1}^{\infty} B_{n}^{2}(t), \text { for all } t \geq 0  \tag{5.62}\\
& \|f[t]\|_{2}^{2}=\sum_{n=1}^{\infty} f_{n}^{2}(t), \text { for all } t \geq 0 \tag{5.63}
\end{align*}
$$

It follows from (5.61) that the following inequality holds for all $\sigma \in\left[0, p \pi^{2}+q\right), t \geq 0$ and $n=1,2, \ldots$ :

$$
\begin{align*}
& \left|B_{n}(t)\right| \leq n \pi \int_{0}^{t} \exp \left(-\left(p n^{2} \pi^{2}+q\right)(t-s)\right)\left|f_{n}(s)\right| \mathrm{d} s \\
& \leq n \pi \int_{0}^{t} \exp \left(-\left(p n^{2} \pi^{2}+q-\sigma\right)(t-s)\right)\left|f_{n}(s)\right| \exp (-\sigma(t-s)) \mathrm{d} s \tag{5.64}
\end{align*}
$$

Using the Cauchy-Schwarz inequality and (5.64), we obtain for all $\sigma \in\left[0, p \pi^{2}+q\right), t \geq 0$ and $n=1,2, \ldots$ :

$$
\left|B_{n}(t)\right| \leq \frac{n \pi}{\sqrt{p n^{2} \pi^{2}+q-\sigma}}\left(\int_{0}^{t} \exp \left(-\left(p n^{2} \pi^{2}+q-\sigma\right)(t-s)\right)\left|f_{n}(s)\right|^{2} \exp (-2 \sigma(t-s)) \mathrm{d} s\right)^{1 / 2}
$$

which directly implies

$$
\begin{equation*}
\left|B_{n}(t)\right|^{2} \leq \frac{n^{2} \pi^{2}}{p n^{2} \pi^{2}+q-\sigma} \int_{0}^{t} \exp \left(-\left(p n^{2} \pi^{2}+q-\sigma\right)(t-s)\right)\left|f_{n}(s)\right|^{2} \exp (-2 \sigma(t-s)) \mathrm{d} s \tag{5.65}
\end{equation*}
$$

Equation (5.63) implies that $\|f[t]\|_{2}^{2} \geq f_{n}^{2}(t)$ for all $t \geq 0$ and $n=1,2, \ldots$. Combining the previous inequality with (5.65) we obtain for all $\sigma \in\left[0, p \pi^{2}+q\right), t \geq 0$ and $n=1,2, \ldots$ :

$$
\begin{equation*}
\left|B_{n}(t)\right|^{2} \leq \frac{n^{2} \pi^{2}}{p n^{2} \pi^{2}+q-\sigma} \int_{0}^{t} \exp \left(-\left(p n^{2} \pi^{2}+q-\sigma\right)(t-s)\right)\|f[s]\|_{2}^{2} \exp (-2 \sigma(t-s)) \mathrm{d} s \tag{5.66}
\end{equation*}
$$

from which we get for all $\sigma \in\left[0, p \pi^{2}+q\right), t>0$ and $n=1,2, \ldots$ :

$$
\left|B_{n}(t)\right|^{2} \leq \frac{n^{2} \pi^{2}}{\left(p n^{2} \pi^{2}+q-\sigma\right)^{2}} \sup _{0<s<t}\left(\|f[s]\|_{2}^{2} \exp (-2 \sigma(t-s))\right) .
$$

The above inequality in conjunction with (5.62) gives for all $\sigma \in\left[0, p \pi^{2}+q\right), t>0$ :

$$
\begin{aligned}
\left\|v_{2}[t]\right\|^{2} & \leq\left(\sum_{n=1}^{\infty} \frac{n^{2} \pi^{2}}{\left(p n^{2} \pi^{2}+q-\sigma\right)^{2}}\right) \sup _{0<s<t}\left(\|f[s]\|^{2} \exp (-2 \sigma(t-s))\right) \\
& \leq\left(\sum_{n=1}^{\infty}\left(\frac{p n^{2} \pi^{2}+q}{p n^{2} \pi^{2}+q-\sigma}\right)^{2} \frac{n^{2} \pi^{2}}{\left(p n^{2} \pi^{2}+q\right)^{2}}\right) \sup _{0<s<t}\left(\|f[s]\|^{2} \exp (-2 \sigma(t-s))\right) \\
& \leq\left(\frac{p \pi^{2}+q}{p \pi^{2}+q-\sigma}\right)^{2}\left(\sum_{n=1}^{\infty} \frac{n^{2} \pi^{2}}{\left(p n^{2} \pi^{2}+q\right)^{2}}\right) \sup _{0<s<t}\left(\|f[s]\|^{2} \exp (-2 \sigma(t-s))\right)
\end{aligned}
$$

which combined with (5.51) directly implies that

$$
\begin{equation*}
\left\|v_{2}[t]\right\| \leq\left(\frac{p \pi^{2}+q}{p \pi^{2}+q-\sigma}\right) p^{-1} h(p / q) \sup _{0<s<t}(\|f[s]\| \exp (-\sigma(t-s))) . \tag{5.67}
\end{equation*}
$$

Equation (5.55) implies that

$$
\begin{equation*}
\|v[t]\| \leq\left\|v_{1}[t]\right\|+\left\|v_{2}[t]\right\|, \text { for all } t \geq 0 \tag{5.68}
\end{equation*}
$$

Using (3.10), (5.68), (5.67), and (5.60) we get estimate (3.2). The proof is complete.
The proof of Theorem 3.3 requires Proposition 3.6 and the following technical proposition, which we prove next.

Proposition 5.1. Let $T>0, p>0, a_{1}, a_{2}, b_{1}, b_{2}$ be real constants with $\left|a_{1}\right|+\left|a_{2}\right|>0,\left|b_{1}\right|+\left|b_{2}\right|>0$ and let $q \in C^{0}([0,1]), \beta \in C^{0}\left([0,1]^{2}\right)$ be given functions. Let $u:[0, T] \times[0,1] \rightarrow \mathbb{R}$ be a function for which the mapping $[0, T] \ni t \rightarrow u[t] \in L^{2}(0,1)$ is continuous and for which there exists a finite set $\left\{\tau_{i} \in(0, T), i=0,1,2, \ldots, N\right\}$ such that $u \in C^{1}(I \times[0,1])$, where $I=(0, T) \backslash\left\{\tau_{i} \in(0, T), i=0,1,2, \ldots, N\right\}$. Finally, suppose that $u[0] \equiv 0$, $u[t] \in C^{2}([0,1])$ for all $t \in I$ and that

$$
\begin{gather*}
\frac{\partial u}{\partial t}(t, x)=p \frac{\partial^{2} u}{\partial x^{2}}(t, x)-q(x) u(t, x)+\int_{0}^{x} \beta(x, s) u(t, s) \mathrm{d} s, \text { for } x \in(0,1) \text { and } t \in I  \tag{5.69}\\
b_{2} \frac{\partial u}{\partial x}(t, 0)+b_{1} u(t, 0)=a_{2} \frac{\partial u}{\partial x}(t, 1)+a_{1} u(t, 1)=0, \text { for } t \in I . \tag{5.70}
\end{gather*}
$$

Then $u[t] \equiv 0$ for all $t \in[0, T]$.

Proof. Let $k \in C^{2}([0,1] ;(0,+\infty))$ be a positive function that satisfies

$$
-\frac{k^{\prime}(1)}{2 k(1)} \leq\left\{\begin{array}{cc}
a_{1} / a_{2} & \text { if } a_{2} \neq 0  \tag{5.71}\\
+\infty & \text { if } a_{2}=0
\end{array}, \quad-\frac{k^{\prime}(0)}{2 k(0)} \geq\left\{\begin{array}{cc}
b_{1} / b_{2} & \text { if } b_{2} \neq 0 \\
-\infty & \text { if } b_{2}=0
\end{array}\right.\right.
$$

Consider the mapping

$$
\begin{equation*}
V(t)=\frac{1}{2} \int_{0}^{1} k(x) u^{2}(t, x) \mathrm{d} x, \text { for } t \in[0, T] \tag{5.72}
\end{equation*}
$$

Notice that continuity of the mapping $[0, T] \ni t \rightarrow u[t] \in L^{2}(0,1)$ implies continuity of the mapping $[0, T] \ni$ $t \rightarrow V(t) \in \mathbb{R}$. The fact that $u \in C^{1}(I \times[0,1])$ implies that $V(t)$ is $C^{1}$ on $I$ and satisfies

$$
\begin{equation*}
\dot{V}(t)=\int_{0}^{1} k(x) u(t, x) \frac{\partial u}{\partial t}(t, x) \mathrm{d} x, \text { for } t \in I \tag{5.73}
\end{equation*}
$$

Using (5.73), (5.69), (5.70), and (5.72) the Cauchy-Schwarz inequality, repeated integration by parts and (5.71), we obtain for all $t \in I$ :

$$
\begin{aligned}
& \dot{V}(t)=p \int_{0}^{1} k(x) u(t, x) \frac{\partial^{2} u}{\partial x^{2}}(t, x) \mathrm{d} x-\int_{0}^{1} k(x) q(x) u^{2}(t, x) \mathrm{d} x+\int_{0}^{1} k(x) u(t, x)\left(\int_{0}^{x} \beta(x, s) u(t, s) \mathrm{d} s\right) \mathrm{d} z \\
& \leq \\
& \max _{0 \leq x \leq 1}(-q(x)) \int_{0}^{1} k(x) u^{2}(t, x) \mathrm{d} x+p k(1)\left(\frac{\partial u}{\partial x}(t, 1)-\frac{k^{\prime}(1)}{2 k(1)} u(t, 1)\right) u(t, 1) \\
& \quad-p k(0)\left(\frac{\partial u}{\partial x}(t, 0)-\frac{k^{\prime}(0)}{2 k(0)} u(t, 0)\right) u(t, 0)+\frac{p}{2} \int_{0}^{1} k^{\prime \prime}(x) u^{2}(t, x) \mathrm{d} x \\
& \quad-p \int_{0}^{1} k(x)\left(\frac{\partial u}{\partial x}(t, x)\right)^{2} \mathrm{~d} x+\left(\int_{0}^{1} k(x) u^{2}(t, x) \mathrm{d} x\right)^{1 / 2}\left(\int_{0}^{1} k(x)\left(\int_{0}^{x} k(s) u^{2}(t, s) \mathrm{d} s\right)\left(\int_{0}^{x} \frac{\beta^{2}(x, s)}{k(s)} \mathrm{d} s\right) \mathrm{d} x\right)^{1 / 2} \\
& \leq\left(\max _{0 \leq x \leq 1}(-q(x))+\max _{0 \leq x \leq 1}\left(\frac{p k^{\prime \prime}(x)}{2 k(x)}\right)+\left(\int_{0}^{1} k(x)\left(\int_{0}^{x} \frac{\beta^{2}(x, s)}{k(s)} \mathrm{d} s\right) \mathrm{d} x\right)^{1 / 2}\right) \int_{0}^{1} k(x) u^{2}(t, x) \mathrm{d} x \\
& \quad+p k(1)\left(\frac{\partial u}{\partial x}(t, 1)-\frac{k^{\prime}(1)}{2 k(1)} u(t, 1)\right) u(t, 1)-p k(0)\left(\frac{\partial u}{\partial x}(t, 0)-\frac{k^{\prime}(0)}{2 k(0)} u(t, 0)\right) u(t, 0) \\
& \leq 2\left(\max _{0 \leq x \leq 1}(-q(x))+\max _{0 \leq x \leq 1}\left(\frac{p k^{\prime \prime}(x)}{2 k(x)}\right)+\left(\int_{0}^{1} k(x)\left(\int_{0}^{x} \frac{\beta^{2}(x, s)}{k(s)} \mathrm{d} s\right) \mathrm{d} x\right)^{1 / 2}\right) V(t) .
\end{aligned}
$$

It follows that there exists a constant $L>0$ such that $\dot{V}(t) \leq L V(t)$ for all $t \in I$. Continuity of the mapping $[0, T] \ni t \rightarrow V(t) \in \mathbb{R}$ in conjunction with the differential inequality $\dot{V}(t) \leq L V(t)$ for $t \in I$ and the fact that $u[0] \equiv 0$ implies that

$$
\begin{equation*}
V(t) \leq L \int_{0}^{t} V(s) \mathrm{d} s, \text { for all } t \in[0, T] \tag{5.74}
\end{equation*}
$$

Using Gronwall's inequality Lemma and (5.74), we get $V(t) \leq 0$, for all $t \in[0, T]$, which combined with definition (5.72) gives $u[t] \equiv 0$ for all $t \in[0, T]$. The proof is complete.
Proof of Proposition 3.6. Since $\left(f, 0, d_{1}\right) \in \Phi\left(A ; u_{0}\right)$ it follows from Definition 2.1 that there exist an increasing sequence of times $\left\{\tau_{i} \geq 0, i=0,1,2, \ldots\right\}$ with $\tau_{0}=0, \lim _{i \rightarrow+\infty}\left(\tau_{i}\right)=+\infty$ and a unique function $u$ : $\mathbb{R}_{+} \times[0,1] \rightarrow \mathbb{R}$ for which the mapping $\mathbb{R}_{+} \ni t \rightarrow u[t] \in L^{2}(0,1)$ is continuous, with $u \in C^{1}(I \times[0,1])$ satisfying $u[t] \in C^{2}([0,1])$ for all $t>0, \lim _{t \rightarrow \tau_{i}^{-}}(u(t, x))=u\left(\tau_{i}, x\right), \lim _{t \rightarrow \tau_{i}^{-}}\left(\frac{\partial u}{\partial t}(t, x)\right)=-\left(A u\left[\tau_{i}\right]\right)(x)+\lim _{t \rightarrow \tau_{i}^{-}}(f(t, x))$, $\lim _{t \rightarrow \tau_{i}^{-}}\left(\frac{\partial u}{\partial x}(t, x)\right)=\frac{\partial u}{\partial x}\left(\tau_{i}, x\right), u(0, x)=u_{0}(x)$ for all $x \in[0,1]$, and equations (2.6) and (2.7) hold, where $I=\mathbb{R}_{+} \backslash\left\{\tau_{i} \geq 0, i=0,1,2, \ldots\right\}$.

It follows from the above regularity properties, that the function $\omega(t, x):=-\left(q^{\prime}(x)-2 a_{1}^{2} p x\right) u(t, x)$ for $(t, x) \in \mathbb{R}_{+} \times[0,1]$ satisfies $(\omega, 0,0) \in \Phi\left(A_{\tilde{\sim}}^{\prime} ; 0\right)$. Since $\left(\tilde{f}, \tilde{d}_{0}, d_{1}\right) \in \Phi\left(A^{\prime}, P u_{0}\right)$, where $\tilde{f}[t]=P f[t], \tilde{d}_{0}(t)=$ $-p^{-1} f(t, 0)$ for $t \geq 0$, it follows that $\left(\tilde{f}+\omega, \tilde{d}_{0}, d_{1}\right) \in \Phi\left(A^{\prime}, P u_{0}\right)$. Notice that the SL operator $A^{\prime}: D^{\prime} \rightarrow L^{2}(0,1)$ defined by (3.4) and (3.5) satisfies assumption (H). Consequently, there exists an increasing sequence of times $\left\{\tau_{i}^{\prime} \geq 0, i=0,1,2, \ldots\right\}$ with $\tau_{0}^{\prime}=0, \lim _{i \rightarrow+\infty}\left(\tau_{i}^{\prime}\right)=+\infty$ (possibly different from $\left\{\tau_{i} \geq 0, i=0,1,2, \ldots\right\}$ ) and a unique function $v: \mathbb{R}_{+} \times[0,1] \rightarrow \mathbb{R}$ for which the mapping $\mathbb{R}_{+} \ni t \rightarrow v[t] \in L^{2}(0,1)$ is continuous, with $v \in C^{1}\left(I^{\prime} \times[0,1]\right)$ satisfying $v[t] \in C^{2}([0,1])$ for all $t>0, v[0]=v_{0}=P u_{0}$, and

$$
\begin{equation*}
\frac{\partial v}{\partial t}(t, x)=p \frac{\partial^{2} v}{\partial x^{2}}(t, x)-\left(q(x)+2 a_{1} p\right) v(t, x)+(P f[t])(x)+\omega(t, x) \tag{5.75}
\end{equation*}
$$

for all $(t, x) \in I^{\prime} \times(0,1)$,

$$
\begin{equation*}
\frac{\partial v}{\partial x}(t, 0)+p^{-1} f(t, 0)=v(t, 1)-d_{1}(t)=0, \text { for all } t \in I^{\prime} \tag{5.76}
\end{equation*}
$$

where $I^{\prime}=\mathbb{R}_{+} \backslash\left\{\tau_{i}^{\prime} \geq 0, i=0,1,2, \ldots\right\}$.
Define

$$
\begin{equation*}
\tilde{u}(t, x):=\int_{0}^{x} \exp \left(-\frac{a_{1}}{2}\left(x^{2}-s^{2}\right)\right) v(t, s) \mathrm{d} s, \text { for }(t, x) \in \mathbb{R}_{+} \times[0,1] \tag{5.77}
\end{equation*}
$$

Using repeated integration by parts, (5.75)-(5.77) and the facts that $v(0, x)=v_{0}(x)=u_{0}^{\prime}(x)+a_{1} x u_{0}(x)$, $u_{0}(0)=0$, we show that:

$$
\begin{equation*}
\frac{\partial \tilde{u}}{\partial t}(t, x)=p \frac{\partial^{2} \tilde{u}}{\partial x^{2}}(t, x)-q(x) \tilde{u}(t, x)+\int_{0}^{x} \exp \left(-\frac{a_{1}}{2}\left(x^{2}-s^{2}\right)\right)\left(q^{\prime}(s)-2 a_{1}^{2} p s\right)(\tilde{u}(t, s)-u(t, s)) \mathrm{d} s+f(t, x) \tag{5.78}
\end{equation*}
$$

for all $(t, x) \in I^{\prime} \times(0,1)$ and

$$
\begin{gather*}
\tilde{u}(t, 0)=\frac{\partial \tilde{u}}{\partial x}(t, 1)+a_{1} \tilde{u}(t, 1)-d_{1}(t)=0, \text { for all } t \in I^{\prime}  \tag{5.79}\\
v(t, x)=\frac{\partial \tilde{u}}{\partial x}(t, x)+a_{1} x \tilde{u}(t, x), \text { for all }(t, x) \in(0,+\infty) \times[0,1]  \tag{5.80}\\
\tilde{u}(0, x)=u_{0}(x), \text { for all } x \in[0,1] \tag{5.81}
\end{gather*}
$$

Notice that definition (5.77) and continuity of the mapping $\mathbb{R}_{+} \ni t \rightarrow v[t] \in L^{2}(0,1)$ implies that the mapping $\mathbb{R}_{+} \ni t \rightarrow \tilde{u}[t] \in L^{2}(0,1)$ is continuous. Applying Proposition 5.1 to the function $\bar{u}=\tilde{u}-u$ and using (2.6), (2.7), (5.78), (5.79), and (5.81) we get $u[t]=\tilde{u}[t]$ for $t \geq 0$. Equation (3.14) is a direct consequence of (5.80), the fact that $u[t]=\tilde{u}[t]$ for $t \geq 0$ and the fact that $v(0, x)=v_{0}(x)=u_{0}^{\prime}(x)+a_{1} x u_{0}(x)$.

The proof is complete.
We are now in a position to prove Theorem 3.3.
Proof of Theorem 3.3. Theorem 2.4 implies that for every $u_{0} \in L^{2}(0,1),\left(f, 0, d_{1}\right) \in \Phi\left(A ; u_{0}\right)$ the unique solution $u: \mathbb{R}_{+} \times[0,1] \rightarrow \mathbb{R}$ of the evolution equation (2.4) with (2.5) and initial condition $u_{0} \in H^{1}(0,1)$ satisfies the
following estimate for all $\sigma \in\left[0, \lambda_{1}\right)$ and $t>0$ :

$$
\begin{equation*}
\|u[t]\| \leq \exp (-\sigma t)\left\|u_{0}\right\|+\frac{\lambda_{1}}{\lambda_{1}-\sigma} C_{1} \sup _{0<s<t}\left(\left|d_{1}(s)\right| \exp (-\sigma(t-s))\right)+\frac{1}{\lambda_{1}-\sigma} \sup _{0<s<t}(\|f[s]\| \exp (-\sigma(t-s))), \tag{5.82}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{0}:=\|\tilde{u}\|, C_{1}:=\frac{1}{\sqrt{a_{1}^{2}+1}}\|\bar{u}\| \tag{5.83}
\end{equation*}
$$

$\tilde{u} \in C^{2}([0,1])$ is the unique solution of the boundary value problem $p \tilde{u}^{\prime \prime}(x)-q(x) \tilde{u}(x)=0$ for $x \in[0,1]$ with $\tilde{u}(0)=1, a_{1} \tilde{u}(1)+\tilde{u}^{\prime}(1)=0$ and $\bar{u} \in C^{2}([0,1])$ is the unique solution of the boundary value problem $p \bar{u}^{\prime \prime}(x)-$ $q(x) \bar{u}(x)=0$ for $x \in[0,1]$ with $\bar{u}(0)=0$ and $a_{1} \bar{u}(1)+\bar{u}^{\prime}(1)=\sqrt{a_{1}^{2}+1}$.

Let $0<\mu_{1}<\mu_{2}<\cdots<\mu_{n}<\cdots$ with $\lim _{n \rightarrow \infty}\left(\mu_{n}\right)=+\infty$ be the eigenvalues of the SL operator $A^{\prime}$. Then it follows from Proposition 3.6 and Theorem 2.4 that the unique solution $v: \mathbb{R}_{+} \times[0,1] \rightarrow \mathbb{R}$ of the evolution equation (3.12) with (3.13) and initial condition $v_{0}(x)=u_{0}^{\prime}(x)+a_{1} x u_{0}(x)$ for $x \in[0,1]$ satisfies the following estimate for all $\sigma \in\left[0, \mu_{1}\right)$ and $t>0$ :

$$
\begin{align*}
\|v[t]\|_{2} \leq & \exp (-\sigma t)\left\|v_{0}\right\|_{2}+\frac{1}{\mu_{1}-\sigma} \sup _{0<s<t}\left(\|P f[s]+\omega[s]\|_{2} \exp (-\sigma(t-s))\right) \\
& +\frac{\mu_{1}}{\mu_{1}-\sigma}\left(\tilde{C}_{0} p^{-1} \sup _{0<s<t}(|f(s, 0)| \exp (-\sigma(t-s)))+\tilde{C}_{1} \sup _{0<s<t}\left(\left|d_{1}(s)\right| \exp (-\sigma(t-s))\right)\right), \tag{5.84}
\end{align*}
$$

where $\omega(t, x):=-\left(q^{\prime}(x)-2 a_{1}^{2} p x\right) u(t, x)$ for $(t, x) \in \mathbb{R}_{+} \times[0,1]$ and

$$
\begin{equation*}
\tilde{C}_{0}:=\|\tilde{v}\|, \tilde{C}_{1}:=\|\bar{v}\|, \tag{5.85}
\end{equation*}
$$

$\tilde{v} \in C^{2}([0,1])$ is the unique solution of the boundary value problem $p \tilde{v}^{\prime \prime}(x)-\left(q(x)+2 a_{1} p\right) \tilde{v}(x)=0$ for $x \in[0,1]$ with $\tilde{v}^{\prime}(0)=1, \tilde{v}(1)=0$ and $\bar{v} \in C^{2}([0,1])$ is the unique solution of the boundary value problem $p \bar{v}^{\prime \prime}(x)-$ $\left(q(x)+2 a_{1} p\right) \bar{v}(x)=0$ for $x \in[0,1]$ with $\bar{v}^{\prime}(0)=0$ and $\bar{v}(1)=1$. Using (3.14) and the facts that $v[0]=v_{0}=P u_{0}$, $\omega(t, x):=-\left(q^{\prime}(x)-2 a_{1}^{2} p x\right) u(t, x),(P f[t])(x)=f^{\prime}(t, x)+a_{1} x f(t, x)$ for $(t, x) \in \mathbb{R}_{+} \times[0,1]$, we obtain the following inequalities:

$$
\begin{gather*}
\|P f[t]+\omega[t]\|_{2} \leq \max _{0 \leq z \leq 1}\left(\left|q^{\prime}(z)-2 a_{1}^{2} p z\right|\right)\|u[t]\|_{2}+\left\|f^{\prime}[t]\right\|_{2}+\left|a_{1}\right|\|f[t]\|_{2}, \text { for all } t>0  \tag{5.86}\\
\left\|u^{\prime}[t]\right\| \leq\|v[t]\|+\left|a_{1}\right|\|u[t]\|, \text { for all } t>0  \tag{5.87}\\
\left\|v_{0}\right\| \leq\left\|u_{0}^{\prime}\right\|+\left|a_{1}\right|\left\|u_{0}\right\| . \tag{5.88}
\end{gather*}
$$

It follows from (5.82), (5.84), (5.86), (5.87), and (5.88) that the following inequalities hold for $\sigma \in$ $\left[0, \min \left(\mu_{1}, \lambda_{1}\right)\right)$ and $t>0$ :

$$
\begin{aligned}
\left\|u^{\prime}[t]\right\| \leq & \exp (-\sigma t)\left\|u_{0}^{\prime}\right\|+\exp (-\sigma t)\left(2\left|a_{1}\right|+\frac{\max _{0 \leq x \leq 1}\left(\left|q^{\prime}(x)-2 a_{1}^{2} p x\right|\right)}{\mu_{1}-\sigma}\right)\left\|u_{0}\right\| \\
& +\frac{\mu_{1}}{\mu_{1}-\sigma} \tilde{C}_{0} p^{-1} \sup _{0<s<t}(|f(s, 0)| \exp (-\sigma(t-s)))
\end{aligned}
$$

$$
\begin{align*}
& +\left(\frac{\mu_{1}}{\mu_{1}-\sigma} \tilde{C}_{1}+\frac{\lambda_{1}}{\lambda_{1}-\sigma} C_{1}\left(\frac{\max _{0 \leq x \leq 1}\left(\left|q^{\prime}(x)-2 a_{1}^{2} p x\right|\right)}{\mu_{1}-\sigma}+\left|a_{1}\right|\right)\right) \sup _{0<s<t}\left(\left|d_{1}(s)\right| \exp (-\sigma(t-s))\right) \\
& +\frac{1}{\mu_{1}-\sigma} \sup _{0<s<t}\left(\left\|f^{\prime}[s] \mid\right\| \exp (-\sigma(t-s))\right) \\
& +\left(\frac{\left|a_{1}\right|}{\mu_{1}-\sigma}+\frac{\left|a_{1}\right|}{\lambda_{1}-\sigma}+\lambda_{1} \frac{\max _{0 \leq x \leq 1}\left(\left|q^{\prime}(x)-2 a_{1}^{2} p x\right|\right)}{\left(\mu_{1}-\sigma\right)\left(\lambda_{1}-\sigma\right)}\right) \sup _{0<s<t}(\|f[s]\| \exp (-\sigma(t-s))) . \tag{5.89}
\end{align*}
$$

Estimates (3.6) and (3.7) are consequences of (5.82) and (5.89). The proof is complete.

## 6. Conclusions

In this work ISS estimates were derived for the solutions of 1-D linear parabolic PDEs with disturbances at both boundaries and distributed disturbances. The decay estimates were expressed in the $L^{2}$ and $H^{1}$ norms of the solution and discontinuous disturbances are allowed. The obtained estimates do not require knowledge of the eigenvalues and the eigenfunctions of the corresponding SL operator and can be applied in a straightforward way for the stability analysis of parabolic PDEs with nonlocal terms.

Future work may include the study of necessary conditions for ISS in the $H^{1}$ norm of the state. While Theorem 3.1 provides necessary and sufficient conditions for ISS, this is not the case with Theorem 3.3, where only sufficient conditions for ISS are provided. Finally, novel results will be needed for the derivation of ISS estimates in the $H^{2}$ norm of the state.

## References

[1] F. Bribiesca Argomedo, E. Witrant and C. Prieur, $D^{1}$-input-to-state stability of a time-varying nonhomogeneous diffusive equation subject to boundary disturbances. Proceedings of the American Control Conference, Montreal, QC (2012) $2978-2983$.
[2] F. Bribiesca Argomedo, C. Prieur, E. Witrant and S. Bremond, A strict control Lyapunov function for a diffusion equation with time-varying distributed coefficients. IEEE Trans. Autom. Control 58 (2013) 290-303.
[3] W.E. Boyce and R. C. Diprima, Elementary Differential Equations and Boundary Value Problems, 6th edn. Wiley (1997).
[4] S. Dashkovskiy and A. Mironchenko, On the uniform input-to-state stability of reaction-diffusion systems, in Proceedings of the 49th Conference on Decision and Control, Atlanta, GA, USA (2010) 6547-6552.
[5] S. Dashkovskiy and A. Mironchenko, Local ISS of reaction-diffusion systems. Proceedings of the 18th IFAC World Congress, Milano, Italy (2011) 11018-11023.
[6] S. Dashkovskiy and A. Mironchenko, Input-to-state stability of infinite-dimensional control systems. Math. Control Signals Syst. 25 (2013) 1-35.
[7] S. Dashkovskiy and A. Mironchenko, Input-to-state stability of nonlinear impulsive systems. SIAM J. Control Optim. 51 (2013) 1962-1987.
[8] W.A. Day, Extension of a property of the heat equation to linear thermoelasticity and other theories. Q. Appl. Math. 40 (1982) 319-330.
[9] W.A. Day, A decreasing property of solutions of parabolic equations with applications to thermoelasticity. Q. Appl. Math. 40 (1983) 468-475.
[10] G. Duro and E. Zuazua, Large time behavior for convection-diffusion equations in $\mathbb{R}^{N}$ with asymptotically constant diffusion. Commun. Partial Differ. Equ. 24 (1999) 1283-1340.
[11] G. Ekolin, Finite difference methods for a nonlocal boundary value problem for the heat equation. BIT 31 (1991) $245-261$.
[12] G. Fairweather and J.C. Lopez-Marcos, Galerkin methods for a semilinear parabolic problem with nonlocal boundary conditions. Adv. Comput. Math. 6 (1996) 243-262.
[13] A. Friedman, Monotone decay of solutions of parabolic equations with nonlocal boundary conditions. Q. Appl. Math. 44 (1986) 401-407.
[14] T. Gallay and C.E. Wayne, Invariant manifolds and the long-time asymptotics of the Navier-Stokes and vorticity equations on $\mathbb{R}^{2}$. Arch. Ration. Mech. Anal. 163 (2002) 209-258.
[15] M. Ghisi, M. Gobbino and A. Haraux, A description of all possible decay rates for solutions of some semilinear parabolic equations. J. Math. Pures Appl. 103 (2015) 868-899.
[16] B. Jacob, R. Nabiullin, J.R. Partington and F. Schwenninger, Infinite-dimensional input-to-state stability and Orlicz spaces. SIAM J. Control Optimiz. 56 (2016) 868-889.
[17] B. Jacob, R. Nabiullin, J.R. Partington and F. Schwenninger, On input-to-state-stability and integral input-to-state-stability for parabolic boundary control systems. Proceedings of MTNS 2016 (2016).
[18] B. Jayawardhana, H. Logemann and E.P. Ryan, Infinite-dimensional feedback systems: the circle criterion and input-to-state stability. Commun. Inf. Syst. 8 (2008) 403-434.
[19] I. Karafyllis and Z.-P. Jiang, Stability and stabilization of nonlinear systems. Series: Communications and Control Engineering. Springer-Verlag, London (2011).
[20] I. Karafyllis and M. Krstic, On the relation of delay equations to first-order hyperbolic partial differential equations. ESAIM: COCV 20 (2014) 894-923.
[21] I. Karafyllis and M. Krstic, Input-to state stability with respect to boundary disturbances for the 1-D heat equation, in Proceedings of the 55th IEEE Conference on Decision and Control (2016) 2247-2252.
[22] I. Karafyllis and M. Krstic, ISS with respect to boundary disturbances for 1-D parabolic PDEs. IEEE Trans. Autom. Control 61 (2016) 3712-3724..
[23] I. Karafyllis and M. Krstic, ISS in different norms for 1-D parabolic PDEs with boundary disturbances. SIAM J. Control Optim. 55 (2017) 1716-1751.
[24] M. Krstic and A. Smyshlyaev, Boundary Control of PDEs: A Course on Backstepping Designs. SIAM (2008).
[25] Y. Liu, Numerical solution of the heat equation with nonlocal boundary conditions. J. Comput. Appl. Math. 110 (1999) 115-27.
[26] H. Logemann, Infinite-dimensional Lur'e systems: the circle criterion, input-to-state stability and the converging-input-converging-state property, in Proceedings of the 21st International Symposium on Mathematical Theory of Networks and Systems, Groningen, The Netherlands (2014) 1624-1627.
[27] F. Mazenc and C. Prieur, Strict Lyapunov functionals for nonlinear parabolic partial differential equations, in Proceedings of the 18th IFAC World Congress, Milan, Italy (2011) 12550-12555.
[28] F. Mazenc and C. Prieur, Strict Lyapunov functions for semilinear parabolic partial differential equations. Math. Control Relat. Fields 1 (2011) 231-50.
[29] A. Mironchenko, Local input-to-state stability: characterizations and counterexamples. Syst. Control Lett. 87 (2016) 23-28.
[30] A. Mironchenko and H. Ito, Integral input-to-state stability of bilinear infinite-dimensional systems, in Proceedings of the 53rd IEEE Conference on Decision and Control, Los Angeles, California, USA (2014) 3155-3160.
[31] A. Mironchenko and H. Ito, Construction of Lyapunov functions for interconnected parabolic systems: an iISS approach. SIAM J. Control Optim. 53 (2015) 3364-3382.
[32] A. Mironchenko and F. Wirth, Restatements of input-to-state stability in infinite dimensions: what goes wrong, in Proceedings of the 22nd International Symposium on Mathematical Theory of Systems and Networks (2016) 667-674.
[33] A. Mironchenko and F. Wirth, Global converse Lyapunov theorems for infinite-dimensional systems, in Proceedings of the 10th IFAC Symposium on Nonlinear Control Systems (2016) 909-914.
[34] A.W. Naylor and G.R. Sell, Linear Operator Theory in Engineering and Science. Springer (1982).
[35] Y. Orlov, On general properties of eigenvalues and eigenfunctions of a Sturm-Liouville operator: comments on "ISS with respect to boundary disturbances for 1-D parabolic PDEs". IEEE Trans. Autom. Control 62 (2017) 5970-5973.
[36] J.H. Ortega and E. Zuazua, Large time behavior in $\mathbb{R}^{N}$ for linear parabolic equations with periodic coefficients. Asymptot. Anal. 22 (2000) 51-85.
[37] C.V. Pao, Asymptotic behavior of solutions of reaction-diffusion equations with nonlocal boundary conditions. J. Comput. Appl. Math. 88 (1998) 225-238.
[38] C.V. Pao, Numerical solutions of reaction-diffusion equations with nonlocal boundary conditions. J. Comput. Appl. Math. 136 (2001) 227-243.
[39] L.E. Payne and G.A. Philippin, Decay bounds for solutions of second order parabolic problems and their derivatives. Math. Models Methods Appl. Sci. 5 (1995) 95-110.
[40] L.E. Payne and G.A. Philippin, Decay bounds for solutions of second order parabolic problems and their derivatives II. Math. Inequal. Appl. 7 (2004) 543-549.
[41] L.E. Payne, G.A. Philippin and S. Vernier Piro Decay bounds for solutions of second order parabolic problems and their derivatives IV. Appl. Anal.: An Int. J. 85 (2006) 293-302.
[42] A. Pazy, Semigroups of Linear Operators and Applications to Partial Differential Equations. Springer, New York (1983).
[43] C. Prieur and F. Mazenc, ISS-Lyapunov functions for time-varying hyperbolic systems of balance laws. Math. Control, Signals Syst. 24 (2012) 111-134.
[44] J. Smoller, Shock Waves and Reaction-Diffusion Equations, 2nd edn. Springer-Verlag, New York (1994).
[45] A. Smyshlyaev and M. Krstic, Closed-form boundary state feedbacks for a class of 1-D partial integro-differential equations. IEEE Trans. Autom. Control 49 (2004) 2185-2202.
[46] A. Smyshlyaev and M. Krstic, Adaptive Control of Parabolic PDEs. Princeton University Press (2010).
[47] E.D. Sontag, Smooth stabilization implies coprime factorization. IEEE Trans. Autom. Control 34 (1989) 435-443.
[48] S. Vernier Piro, Qualitative properties for solutions of reaction-diffusion parabolic systems and their gradients. Nonlinear Anal. 68 (2008) 1775-1783.
[49] J. Zheng and G. Zhu, Input-to state stability with respect to boundary disturbances for a class of semi-linear parabolic equations. Preprint arXiv:1709.01880[math.OC] (2017).


[^0]:    Keywords and phrases: Parabolic partial differential equation, input-to-state stability, non-local PDEs, decay estimates, boundary disturbances.
    ${ }^{1}$ Department of Mathematics, National Technical University of Athens, Zografou Campus, 15780 Athens, Greece.
    ${ }^{2}$ Department of Mechanical and Aerospace Engineering, University of California, San Diego, La Jolla, CA 92093-0411, USA.

    * Corresponding author: iasonkar@central.ntua.gr

