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STABILIZATION OF WAVE SYSTEMS WITH INPUT DELAY
IN THE BOUNDARY CONTROL ∗
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Abstract. In the present paper, we consider a wave system that is fixed at one end and a boundary
control input possessing a partial time delay of weight (1 − µ) is applied over the other end. Using a
simple boundary velocity feedback law, we show that the closed loop system generates a C0 group of
linear operators. After a spectral analysis, we show that the closed loop system is a Riesz one, that is,
there is a sequence of eigenvectors and generalized eigenvectors that forms a Riesz basis for the state
Hilbert space. Furthermore, we show that when the weight µ > 1

2
, for any time delay, we can choose

a suitable feedback gain so that the closed loop system is exponentially stable. When µ = 1
2
, we show

that the system is at most asymptotically stable. When µ < 1
2
, the system is always unstable.
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1. Introduction

It is well known that time delay effects arise frequently in daily life practical problems. These hereditary
effects are sometime unavoidable because they might turn a well-behave system into a wild one. A simple
example can be found in Gumowski and Mira [1], where they demonstrated that the occurrence of delays could
destroy the stability and cause periodic oscillations in a system governed by differential equation. Another
examples from Datko [2, 3] illustrated that an arbitrary small time delay in the control could destabilize a
boundary feedback hyperbolic control system. On the other side, the inclusion of an appropriate time delay
effect can sometime improve the performance of the system (e.g., see [4–8]). From the analytic point of view,
a time delay system is in fact an infinite-dimensional system because the number of poles is usually infinite.
So there could be infinitely many unstable poles in the system [2]. This makes the design of a stabilizing
control a little harder that of the usual lumped parameter systems. There are many approaches that can be
used. For example, via the characteristic roots of retarded and neutral functional differential equations [9],
the Krasovskii-type approach [10, 11], the Rasumikhim-type approach [9], and the control Lyapunov function
approach [12].
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Recently, boundary feedbacks are used to design stabilizing controllers to overcome the negative effect of time
delays (see [13, 14] and the references therein). In this article, we shall design a collocated boundary feedback
controller to stabilize a wave system that has an input delay effect. Our model is similar to that of [2], but our
approach is different which allow us to obtain a series of new properties for the system.

A usual wave system with boundary control is:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ẅ(x, t) − wxx(x, t) = 0, t > 0 x ∈ (0, 1),
w(0, t) = 0, t > 0,
wx(1, t) = u(t), t ≥ 0
w(x, 0) = w0(x), ẇ(x, 0) = w1(x), x ∈ (0, 1),
y(t) = ẇ(1, t)

(1.1)

where ẇ(x, t) denotes the derivative with respect to time t, wx(x, t) the derivative with respect to the spatial
variable x, u(t) is a control input, and y(t) is an observation of the system.

If the control input u(t) has no delay, we can use a simple feedback control law u(t) = −ky(t), where
k > 0 is the feedback gain constant, to make the closed loop system dissipative and exponentially stable (e.g.,
see [15–17]). However, if the input has a small delay, the closed loop system becomes unstable as shown in [2].

So a nature question is how to stabilize system (1.1) when the input is allowed to have a time delay. To
investigate this question, we split the control input into two parts: one has no delay and the other has a time
delay, and a weighting of µ and (1 − µ) are put respectively. More precisely, assume that f(θ), for θ ∈ (−τ, 0),
is a given function, and let v(t) be an arbitrary function that satisfies

v(t − τ) = f(t − τ), for t ∈ (0, τ).

We suppose that the control input u(t) is of the form

u(t) = µv(t) + (1 − µ)v(t − τ),

where µ ∈ (0, 1) is a parameter that denotes the weight of the time-delay effect: µ = 1 means no input delay,
and µ = 0 means a full input delay. With this control input, system (1.1) become:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ẅ(x, t) − wxx(x, t) = 0, t > 0 x ∈ (0, 1),
w(0, t) = 0, t > 0,
wx(1, t) = µv(t) + (1 − µ)v(t − τ), t ≥ 0,
w(x, 0) = w0(x), ẇ(x, 0) = w1(x), x ∈ (0, 1),
y(t) = ẇ(1, t).

(1.2)

As usual, we adopt the simple feedback control law v(t) = −ky(t) and result in the following closed loop system:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ẅ(x, t) − wxx(x, t) = 0, t > 0 x ∈ (0, 1),
w(0, t) = 0, t > 0,
wx(1, t) = −kµẇ(1, t) − k(1 − µ)ẇ(1, t − τ), t ≥ 0,
w(x, 0) = w0(x), ẇ(x, 0) = w1(x), x ∈ (0, 1),
ẇ(1, t − τ) = f(t − τ), t ∈ (0, τ).

(1.3)
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Setting z(x, t) = ẇ(1, t − xτ), x ∈ (0, 1), equation (1.3) is equivalent to⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

ẅ(x, t) − wxx(x, t) = 0, t > 0 x ∈ (0, 1),
τ ż(x, t) + zx(x, t) = 0, t > 0, x ∈ (0, 1)
w(0, t) = 0, z(0, t) = ẇ(1, t) t > 0,
wx(1, t) = −kµẇ(1, t) − k(1 − µ)z(1, t), t > 0
w(x, 0) = w0(x), ẇ(x, 0) = w1(x), x ∈ (0, 1),
z(x, 0) = f(−xτ), x ∈ (0, 1).

(1.4)

In this paper, we shall investigate the stability of system (1.4). We find that the stability would depend on the
parameter µ. More precisely, we find out that when µ > 1

2 , system (1.4) is exponentially stable, but becomes
unstable when µ < 1

2 . When µ = 1
2 , we find that if τ ∈ (0, 1) is rational, then the the imaginary axis has at least

one eigenvalue, and so the system is unstable. If τ ∈ (0, 1) is irrational, we find that there are no eigenvalues on
the imaginary axis, which in fact is an asymptote of the spectrum of the system, so the system is asymptotically
stable.

Our main tool is a detail spectral analysis of system (1.4). We shall show that the spectrum determined
growth condition is valid for system (1.4). Hence, various stabilities can be deduced from the information of the
spectrum. To establish the spectrum determined growth condition, we show that system (1.4) is a Riesz system
in that sense that: the multiplicities of all eigenvalues are uniformly bounded above, and there is a sequence of
eigenvectors and generalized eigenvectors that forms a Riesz basis for the state Hilbert space.

The content of this paper is organized as follows. We shall formulate our problem in a suitable Hilbert space
in Section 2 and show that the closed loop system generates a C0 group of linear operators. In Section 3, we
carry out a spectral analysis and find out the locations and the multiplicities of the eigenvalues. The Riesz basis
property of the generalized eigenfunctions will then be shown for system (1.4) and the spectrum determined
growth condition will be deduced. Finally, in Section 4, we shall discuss the stability of system (1.4) according
to different values of µ.

2. Group property of the closed loop system

In this section, we shall study some basic properties for system (1.4). We always assume that τ > 0 is fixed
in the sequel. We first in the following Hilbert space H:

H = V 1[0, 1]× L2[0, 1] × L2[0, 1],

where V k(0, 1) = {f ∈ Hk(0, 1)
∣∣ f(0) = 0}, Hk(0, 1) is the usual Sobolev space of order k. We equip H with

the inner product

(W1, W2) =
∫ 1

0

u′
1(x)u′

2(x)dx +
∫ 1

0

v1(x)v2(x)dx +
∫ 1

0

η1(x)η2(x)dx, for Wj = (uj , vj , ηj)T ∈ H.

Define a linear operator A in H by

D(A) = {(u, v, η)T ∈ V 2(0, 1) × V 1(0, 1) × H1(0, 1)
∣∣ u′(1) = −kµv(1) − k(1 − µ)η(1), v(1) = η(0)}, (2.1)

A(u, v, η)T =
(
v, u′′,−τ−1η′)T

, ∀(u, v, η)T ∈ D(A). (2.2)
Then, we can rewrite (1.4) as an evolutionary equation in H:

{ d
dt

W (t) = AW (t), t > 0,

W (0) = W0,
(2.3)

where W (t) = (w(x, t), ẇ(x, t), z(x, t))T , and W0 = (w0, w1, f)T . Here come our first result.
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Theorem 2.1. Let A be defined by (2.1) and (2.2). Then for any k, µ ∈ R, 0 ∈ ρ(A) and A−1 is compact
on H. Hence, σ(A) is made up of isolated eigenvalues of finite multiplicity only.

Proof. Let µ, k ∈ R be given. For any F = (f, g, h) ∈ H, we consider the equation AW = F , i.e.,

v(x) = f(x), u′′(x) = g(x), η′(x) = −τh(x)

and
u(0) = v(0) = 0, η(0) = v(1), u′(1) = −kµv(1) − k(1 − µ)η(1).

First, v(x) = f(x) ∈ V 1(0, 1). Second, if we solve the equation, we will get

η(x) = η(0) − τ

∫ x

0

h(s)ds = f(1) − τ

∫ x

0

h(s)ds

and

u(x) = xu′(1) −
∫ x

0

ds

∫ 1

s

g(r)dr = −kxf(1) + k(1 − µ)τx

∫ 1

0

h(s)ds −
∫ 1

0

G(x, r)g(r)dr,

where G(x, r) =
{

r, 0 ≤ r ≤ x,
x, x ≤ r ≤ 1.

. Clearly such a vector (u, v, η) belongs to D(A) and A−1(f, g, h) = (u, v, η).

Also, since f ∈ V 1(0, 1) and u and η are integrals of g and h respectively, so Sobolev’s Embedding Theorem
asserts that A−1 is a compact operator on H. �

To study the generation of a C0 semigroup, we introduce a new inner product in H:
for Wj = (uj , vj , ηj) ∈ H, j = 1, 2, let

(W1, W2)1 =
∫ 1

0

eαx[u′
1(x) − v1(x)][u′

2(x) − v2(x)]dx +
∫ 1

0

eβx[u′
1(x) + v1(x)][u′

2(x) + v2(x)]dx

+τ

∫ 1

0

eγxη1(x)η2(x)dx.

It is easy to verify that (W1, W2)1 is equivalent to the original inner product (W1, W2). Under this new inner
product, we have, for any real vector W = (u, v, η) ∈ D(A),

(AW, W )1 =
∫ 1

0

eαx[v′(x) − u′′(x)][u′(x) − v(x)]dx +
∫ 1

0

eβx[v′(x) + u′′(x)][u′(x) + v(x)]dx

−
∫ 1

0

eγxη′(x)η(x)dx

= −1
2
eαx|[u′(x) − v(x)]|2

∣∣∣1
0

+
α

2

∫ 1

0

eαx|u′(x) − v(x)|2dx

+
1
2
eβx|[u′(x) + v(x)]|2

∣∣∣1
0
− β

2

∫ 1

0

eβx|u′(x) + v(x)|2dx

−1
2
eγx|η(x)|2

∣∣∣1
0

+
γ

2

∫ 1

0

eγx|η(x)|2dx

=
α

2

∫ 1

0

eαx|u′(x) − v(x)|2dx − β

2

∫ 1

0

eβx|u′(x) + v(x)|2dx +
γ

2

∫ 1

0

eγx|η(x)|2dx

−1
2
eα|[u′(1) − v(1)]|2 +

1
2
eβ |[u′(1) + v(1)]|2 − 1

2
eγ |η(1)|2 +

1
2
|η(0)|2.

Substituting the boundary conditions

u′(1) = −kµv(1) − k(1 − µ)η(1), v(1) = η(0)
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lead to

(AW, W )1 =
α

2

∫ 1

0

eαx|u′(x) − v(x)|2dx − β

2

∫ 1

0

eβx|u′(x) + v(x)|2dx +
γ

2

∫ 1

0

eγx|η(x)|2dx

−1
2
eα|(kµ + 1)η(0) + k(1 − µ)η(1)|2 +

1
2
eβ |(kµ − 1)η(0) + k(1 − µ)η(1)|2

−1
2
eγ |η(1)|2 +

1
2
|η(0)|2

=
α

2

∫ 1

0

eαx|u′(x) − v(x)|2dx − β

2

∫ 1

0

eβx|u′(x) + v(x)|2dx +
γ

2

∫ 1

0

eγx|η(x)|2dx

−1
2
G(α, β, γ, k, µ, η(0), η(1)),

where

G(α, β, γ, k, µ, η(0), η(1)) = η2(0)
[
eα(kµ + 1)2 − eβ(kµ − 1)2 − 1

]
+η2(1)

[
eαk2(1 − µ)2 − eβk2(1 − µ)2 + eγ

]
+2η(0)η(1)

[
(kµ + 1)k(1 − µ)eα − (kµ − 1)k(1 − µ)eβ

]
.

Lemma 2.1. Let k and µ be given with kµ + 1 �= 0. Then we can choose real numbers α > 0, β < 0, γ > 0 such
that

4eβk2(1 − µ)2 + eβ−αk2(1 − µ)2 + k2(1 − µ) + eγ+β−α(kµ − 1)2 + eγ−α < eγ(kµ + 1)2. (2.4)
Furthermore, under these choices, for any real η(0), η(1), we have

G(α, β, γ, k, µ, η(0), η(1)) > 0

with G defined above.

Proof. Let k and µ be given with kµ + 1 �= 0. We can choose α = γ > 0 large enough and β < 0 such that

eα(kµ + 1)2 − eβ(kµ − 1)2 − 1 > 0 (2.5)

and
4k2(1 − µ)2 + k2(1 − µ)2 + k2(1 − µ) + (kµ − 1)2 + 1 < eγ(kµ + 1)2.

For such a choice of α, β and γ, we have

[
(kµ + 1)k(1 − µ)eα − (kµ − 1)k(1 − µ)eβ

]2

− [
eα(kµ + 1)2 − eβ(kµ − 1)2 − 1

] × [
eαk2(1 − µ)2 − eβk2(1 − µ)2 + eγ

]
= 4eβk2(1 − µ)2 + eβ−αk2(1 − µ)2 + k2(1 − µ) + eγ+β−α(kµ − 1)2 + eγ−α − eγ(kµ + 1)2 < 0.

So G(α, β, γ, k, µ, η(0), η(1)) > 0 and the proof is completed. �
Lemma 2.2. Let k and µ be given. We can then choose real numbers α < 0, β > 0, γ < 0 such that

4eβk2(1 − µ)2 + eβ−αk2(1 − µ)2 + k2(1 − µ) + eγ+β−α(kµ − 1)2 + eγ−α > eγ(kµ + 1)2. (2.6)

Also, under these choices, for any real η(0), η(1), we have

G(α, β, γ, k, µ, η(0), η(1)) < 0.

The proof is the same as that of Lemma 2.1.
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Theorem 2.2. Let A be defined by (2.1–2.2). Then A generates a C0 group of linear operators on H.

Proof. Let A be defined by (2.1–2.2). To show that A generates a C0 semigroup on H, we choose values for the
parameters α, β and γ as in Lemma 2.1. Then, for real vector W = (u, v, η) ∈ D(A), we know from Lemma 2.1
that

(AW, W )1 < max
{

α

2
,−β

2
,

γ

2τ

}
‖W‖2

1 . (2.7)

If we let M = max{α
2 ,−β

2 , γ
2τ }, then A − MI is dissipative, which together with Theorem 2.1 ensures that A

generates a C0 semigroup.
To prove that −A also generates a C0 semigroup on H, we can choose the values for parameters α, β and γ

as in Lemma 2.2. Then we have

−(AW, W )1 = −α

2

∫ 1

0

eαx|u′(x) − v(x)|2dx +
β

2

∫ 1

0

eβx|u′(x) + v(x)|2dx − γ

2

∫ 1

0

eγx|η(x)|2dx

+
1
2
G(α, β, γ, k, µ, η(0), η(1))

< max
{−α

2
,
β

2
,
−γ

2τ

}
‖W‖2

1 .

Letting M = max{−α
2 , β

2 , −γ
2τ }, then −A − MI is dissipative and, hence, −A also generates a C0 semigroup.

Thus, A generates a C0 group. �

3. Spectral analysis

From the previous section, we see that A generates a C0 group. This implies that the spectrum of A lies in a
vertical strip of the complex plane. In this section, we shall study the spectrum of A in more details. We begin
with the characteristic equation.

Theorem 3.1. Let A be defined by (2.1–2.2) and let

∆(λ) = coshλ + kµ sinhλ + k(1 − µ)e−λτ sinh λ. (3.1)

Then σ(A) = σp(A) = {λ ∈ C
∣∣ ∆(λ) = 0}. For each λ ∈ σp(A), the corresponding eigenspace has dimension

one.

Proof. From Theorem 2.1, we know that σ(A) = σp(A). For λ ∈ σ(A), we consider the eigenvalue problem of
A, λW = AW , i.e., ⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

λu(x) = v(x)
λv(x) = u′′(x)
λη(x) = − 1

τ η′(x)
u(0) = v(0) = 0,
u′(1) = −kµv(1) − k(1 − µ)η(1),
v(1) = η(0).

(3.2)

Solving these equations, we get

u(x) = a sinhλx, v(x) = aλ sinh λx, η(x) = η(0)e−λτx.

Substituting these expressions into the boundary conditions in (3.2), we get

a[λ coshλ + kµλ sinh λ] + k(1 − µ)η(0)eλτ = 0, aλ sinh λ = η(0). (3.3)
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Since 0 ∈ ρ(A), (3.3) has a non-trivial solution pair (a, η(0)) if and only if ∆(λ) = 0, i.e.,

∆(λ) := coshλ + kµ sinh λ + k(1 − µ)e−λτ sinh λ = 0.

Therefore, σp(A) = {λ ∈ C
∣∣ ∆(λ) = 0}. Furthermore, an eigenvector corresponding to an eigenvalue λ is given

by
Wλ = (sinhλx, λ sinh λx, e−λτxλ sinh λ) ∈ D(A). (3.4)

So the dimension of the corresponding eigenspace is just one. �
Since ∆(λ) is a function of real coefficients, so the following result is obvious.

Corollary 3.1. Let A be defined by (2.1–2.2). Then the spectrum of A distributes symmetrically with respect
to the real axis, i.e., σ(A) = σ(A).

The following result describes the multiplicity and the separability of the eigenvalues of A.

Theorem 3.2. Let ∆(λ) be defined by (3.1). Then the zeros of ∆(λ) are at most of degree two and separated
from each others. If τ is irrational, then all zeros of ∆(λ) are simple and separated. If τ is rational, then all
zeros of ∆(λ) lie on finitely many vertical lines in the complex plane.

Proof. Let ∆(λ) is defined by (3.1). Then from Theorem 2.1, we know that the zeros of ∆(λ) lie in a vertical
strip parallel to the imaginary axis. To discuss the multiplicity of a zero of ∆(λ), let ξ be a zero of ∆(λ). Then
we have

∆(ξ) = cosh ξ + kµ sinh ξ + k(1 − µ)e−ξτ sinh ξ = 0.

Note that
∆′(λ) = sinh λ + kµ coshλ + k(1 − µ)e−λτ coshλ − k(1 − µ)τe−λτ sinh λ

and

∆′′(λ) = coshλ + kµ sinh λ + k(1 − µ)e−λτ sinhλ − 2k(1 − µ)τe−λτ cosh λ + k(1 − µ)τ2e−λτ sinh λ

= ∆(λ) − 2k(1 − µ)τe−λτ coshλ + k(1 − µ)τ2e−λτ sinh λ.

We claim that ∆′′(ξ) �= 0 whenever ∆(ξ) = ∆′(ξ) = 0. Note that ∆(ξ) = 0 implies sinh ξ �= 0. So we have

∆(ξ)
sinh ξ

= coth ξ + kµ + k(1 − µ)e−ξτ ,

∆′(ξ)
sinh ξ

= 1 + kµ coth ξ + k(1 − µ)e−ξτ [coth ξ − τ ],

∆′′(ξ)
sinh ξ

=
∆(ξ)
sinh ξ

− 2τk(1 − µ)e−ξτ
[
coth ξ − τ

2

]
.

Hence, ∆(ξ) = 0 implies that
−k(1 − µ)e−ξτ = coth ξ + kµ. (3.5)

Substitute this into the expression of
∆′(ξ)
sinh ξ

leads to

∆′(ξ)
sinh ξ

=

[
coth ξ − τ +

√
τ2 + 4(1 + τkµ)

2

] [
coth ξ − τ − √

τ2 + 4(1 + τkµ)
2

]
. (3.6)

So ∆′(ξ) = 0 will give

coth ξ =
τ ± √

τ2 + 4(1 + τkµ)
2

(3.7)
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and therefore
∆′′(ξ) = −2τk(1 − µ)e−ξτ

[
coth ξ − τ

2

]
�= 0.

Thus, the zeros of ∆(λ) are at most of degree two.
Now suppose that ξ is a zero of ∆(λ) of degree two. Then (3.5) and (3.7) must hold. Solving equation (3.7)

gives

e2ξ =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

τ +
√

τ2 + 4(1 + τkµ) + 2
τ +

√
τ2 + 4(1 + τkµ) − 2

, if we take the + sign

τ − √
τ2 + 4(1 + τkµ) + 2

τ − √
τ2 + 4(1 + τkµ) − 2

, if we take the − sign.

(3.8)

Substituting (3.7) into (3.5) yields

eξτ =

⎧⎪⎪⎨
⎪⎪⎩

−2k(1 − µ)
τ +

√
τ2 + 4(1 + τkµ) + 2kµ

, if we take the + sign

−2k(1 − µ)
τ − √

τ2 + 4(1 + τkµ) + 2kµ
, if we take the − sign.

(3.9)

So either [
2k(1 − µ)

τ +
√

τ2 + 4(1 + τkµ) + 2kµ

]2

=

[
τ +

√
τ2 + 4(1 + τkµ) + 2

τ +
√

τ2 + 4(1 + τkµ) − 2

]τ

or [
2k(1 − µ)

τ − √
τ2 + 4(1 + τkµ) + 2kµ

]2

=

[
τ − √

τ2 + 4(1 + τkµ) + 2
τ − √

τ2 + 4(1 + τkµ) − 2

]τ

or both must be true. Hence, if an eigenvalue makes one of these equalities false, then that eigenvalue must be
simple.

Suppose that ξ is a zero of ∆(λ) of degree two, and we let ξ = x + iy. Since the right sides of (3.8) and
(3.9) are all real numbers (because τ , k, µ are all nonnegative), so (3.8) implies sin 2y = 0, and (3.9) implies
sin yτ = 0. Thus,

yτ = nπ, 2y = mπ,

for some integer n, m. Hence, τ = 2n
m is rational. So if ξ is a zero of degree two, then τ must be rational.

Suppose now that τ = 2n
m is rational with n, m being some positive integers. If we set e

λ
m = z, then ∆(λ) = 0

is equivalent to the following equation

(1 + kµ)z2(m+n) + (1 − kµ)z2n + k(1 − µ)z2m − k(1 − µ) = 0. (3.10)

We know that this equation has at most 2m + 2n zeros. Let z1, z2, · · · , zr be its zeros and set zj = |zj|eiθj .
Then

λj,ν = m ln |zj| + imθj + 2mνπi, 1 ≤ j ≤ r, ν ∈ Z (3.11)

are all the eigenvalues of A when τ is rational. Thus, the eigenvalues of A lies on finitely many vertical lines
that contain those λj,ν listed in (3.11).

On the other hand, since λ ∈ σ(A) implies

0 < inf
λ∈σ(A)

| sinh λ| ≤ sup
λ∈σ(A)

| sinhλ| < ∞,

so
inf

λ∈σ(A)
|∆′(λ)| > 0
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if and only if

inf
λ∈σ(A)

∣∣∣∣∣
[
coth λ − τ +

√
τ2 + 4(1 + τkµ)

2

][
coth λ − τ − √

τ2 + 4(1 + τkµ)
2

]∣∣∣∣∣ > 0. (3.12)

Clearly, (3.12) holds when τ is irrational. So if τ is irrational, then infλ∈σ(A) |∆′(λ)| > 0 and Theorem 3 of [16]
implies the separability of the zeros in the sense that is, there is a δ > 0 so that

inf
ξ �=λ,λ,ξ∈σ(A)

|λ − ξ| ≥ δ > 0.

This together with (3.11) conclude for the case when τ is rational that σ(A) is separated. �

In order to obtain the result of the completeness of eigenvectors and generalized eigenvectors of A, we need
the following lemma (see [16]).

Lemma 3.1. Let B be the generator of a C0-semigroup in a Hilbert space H. Assume that B is discrete and
for λ ∈ ρ(B∗), R(λ,B∗) is of the form

R(λ,B∗)Y =
G(λ)Y
F (λ)

, ∀Y ∈ H

where for each Y ∈ H, G(λ)Y is an H-valued entire function with order less than or equal to ρ1 and F (λ) is a
scalar entire function of order ρ2. Let ρ = max{ρ1, ρ2} < ∞ and an integer n so that n − 1 ≤ ρ < n. If there
are n + 1 rays γj , j = 0, 1, 2, . . . , n, on the complex plane arg γ0 = π

2 < arg γ1 < arg γ2 < · · · < arg γn = 3π
2 with

arg γj+1 − arg γj ≤ π

n
, 0 ≤ j ≤ n − 1 such that R(λ,B∗)Y is bounded on each ray γj , 0 < j < n as |λ| −→ ∞

for any Y ∈ H, then Sp(B) = H, where Sp(B) is defined as the closure of all linear combination of generalized
eigenvectors of B.

With the help of Lemma 3.1, we can prove the following result.

Theorem 3.3. Let A be defined by (2.1) and (2.2). Then the system of the generalized eigenvectors of A is
complete in H.

Proof. A direct calculation shows that the dual operator A∗ of A has the form

D(A∗) = {(f, g, h) ∈ V 2 × V 1 × H1
∣∣, f ′(1) = kµg(1) + τ−1h(0), k(1 − µ)g(1) + τ−1h(1) = 0}

and
A∗(f, g, h) = −(g(x), f ′′(x),−τ−1h′(x)), ∀(f, g, h) ∈ D(A∗).

For any λ ∈ ρ(A∗), and Y = (y1, y2, y3)T ∈ H, we consider the resolvent problem of A∗,

(λ −A∗)F = Y, F = (f, g, h) ∈ D(A∗),

i.e., ⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

λf(x) + g(x) = y1(x),
λg(x) + f ′′(x) = y2(x),
τλh(x) − h′(x) = τy3(x),
f(0) = g(0) = 0
f ′(1) = kµg(1) − τ−1h(0)
k(1 − µ)g(1) + τ−1h(1) = 0.

(3.13)
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Solving the differential equations yields
⎧⎨
⎩

f(x) = a sinh λx + 1
λ

∫ x

0 sinhλ(x − s)[y2(s) − λy1(s)]ds,
g(x) = y1(x) − λf(x),
h(x) = h(0)eλτx − τ

∫ x

0 eλτ(x−s)y3(s)ds.
(3.14)

Using the boundary conditions, we obtain the following algebraic equations:

{
a[λ cosh λ + kµλ sinh λ] + τ−1h(0) = −G1(y1, y2)
−ak(1 − µ)λ sinh λ + τ−1h(0)eλτ = −G2(y1, y2, y3),

where

G1(y1, y2) =
∫ 1

0

coshλ(1 − s)[y2(x) − λy1(s)]ds + kµ

∫ 1

0

sinh λ(1 − s)[y2(s) − λy1(s)]ds − kµy1(1)

G2(y1, y2, y3) = k(1 − µ)
[
y1(1) −

∫ 1

0

sinh λ(1 − s)[y2(s) − λy1(s)]ds

]
−

∫ 1

0

eλτ(1−s)y3(s)ds.

Since λ ∈ ρ(A∗), so ∆(λ) �= 0, and

⎧⎪⎪⎨
⎪⎪⎩

a =
e−λτG2 − G1

λ∆(λ)

h(0) = −τe−λτ

∆(λ)
[k(1 − µ) sinh λG1 + (cosh λ + kµ sinh λ)G2] .

(3.15)

Thus, we obtain an expression for resolvent of A∗:

F = (f, g, h)T = R(λ,A∗)Y =

⎛
⎝ a sinh λx + 1

λ

∫ x

0
sinh λ(s − s)[y2(s) − λy1(s)]ds

y1(x) − aλ sinh λx − ∫ x

0 sinh λ(x − s)[y2(s) − λy1(s)]ds
h(0)eλτx − τ

∫ x

0
eλτ(x−s)y3(s)ds

⎞
⎠ (3.16)

where a, h(0) are given by (3.15). Note that ∆(λ)R(λ,A∗)Y is an H-valued entire function of finite exponential
type, and if we denote it by G(λ)Y , then we have

R(λ,A∗)Y =
G(λ)Y
∆(λ)

, λ ∈ ρ(A∗).

Since A generates a C0 group, so on each of these rays γ0 = −M + iR+, γ1 = −M − R+, γ2 = −M − iR+ for
sufficient large positive real number M , R(λ,A∗)Y is uniformly bounded. Thus the conditions in Lemma 3.1
are fulfilled and the desired result follows. �

The following result gives a criterion of Riesz basis sequence of the generalized eigenvectors of the generator
of a C0 semigroup, which is from [18].

Theorem 3.4. Let H be a separable Hilbert space, and A be the generator of C0 semigroup T (t). Suppose that
1) σ(A) = σ1(A)∪σ2(A) and σ2(A) = {λk}∞k=1 consist of isolated eigenvalues of finite algebraic multiplicity;
2) sup

k≥1
ma(λk) < ∞, where ma(λk) = dim E(λk,A)H and E(λk,A) is the Riesz projector associated with λk;

3) there is a constant α such that

sup{
λ
∣∣ λ ∈ σ1(A)} ≤ α ≤ inf{
λ|λ ∈ σ2(A)}
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and
inf

n�=m
|λn − λm| > 0. (3.17)

Then the following assertions are true:
i) There exist two T (t)-invariant closed subspaces H1 and H2 with property that σ(A∣∣

H1
) = σ1(A) and

σ(A∣∣
H2

) = σ2(A), and {E(λk,A)H2}∞k=1 forms a Riesz basis of subspaces for H2 (the definition of subspace
Riesz basis can refer to [19]). Furthermore,

H = H1 ⊕H2.

ii) If sup
k≥1

‖E(λk,A)‖ < ∞, then

D(A) ⊂ H1 ⊕H2 ⊂ H.

iii) H has the decomposition

H = H1 ⊕H2, (topological direct sum)

if and only if sup
n≥1

∥∥∥∥∥
n∑

k=1

E(λk,A)

∥∥∥∥∥ < ∞.

Theorem 3.5. Let A be defined as (2.1–2.2). Then the generalized eigenvector system of A forms a Riesz basis
in H. Therefore system (2.3) satisfies the spectrum determined growth condition.

Proof. In order to obtain the desired result, we only need to verify the conditions in Theorem 3.4. If we take
σ1(A) = {−∞} and σ2(A) = σ(A), then Theorem 3.2 together with Theorem 3.1 shows that conditions 1) and 2)
of Theorem 3.4 are fulfilled. Also, the group property and Theorem 3.2 ensure that condition 3) of Theorem 3.4
is satisfied. So Theorem 3.4 says that there exist invariant subspaces H1 and H2 such that H1 + H2 = H.
Furthermore, there is a sequence of (generalized) eigenvectors of A that forms a Riesz basis of subspace for
H2. Since Theorem 3.3 also asserts that H2 = H, so this sequence of generalized eigenvectors of A forms a
Riesz basis for H. Finally, the spectrum determined growth condition follows directly from this Riesz basis
property. �

4. Exponential stability of the closed loop system

In this section we shall investigate the stability of the controlled system (2.3). Note that there are two
parameters k and µ in this system. Our concern is that for given delay τ , whether one can find a feedback gain
constant k which depends on µ such that the corresponding closed loop system is stable. We shall see that the
system is exponentially stable when µ > 1/2, and unstable when µ < 1/2. When µ = 1/2, the system will be
unstable when τ lies in some countable set but asymptotically stable when τ does not lie in that countable set.

To begin, we introduce a new inner product in H by

(W1, W2)2 =
∫ 1

0

u′
1(x)u′

2(x)dx +
∫ 1

0

v1(x)v2(x)dx + ξτ

∫ 1

0

η1(x)η2(x)dx, ∀ Wj = (uj , vj , ηj) ∈ H,

where ξ is positive parameter. Easy to see that this inner product is equivalent to (W1, W2). Under this new
inner product, for any W ∈ D(A), we have

2Re(AW, W )2 = (AW, W )2 + (W,AW )2

= −
[
(2kµ − ξ)η(0)η(0) + k(1 − µ)[η(0)η(1) + η(1)η(0)] + ξη(1)η(1)

]

= − [η(0) η(1)]
[

2kµ − ξ k(1 − µ)
k(1 − µ) ξ

] [
η(0)
η(1)

]
. (4.1)
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Setting

B =
[

2kµ− ξ k(1 − µ)
k(1 − µ) ξ

]
, (4.2)

we immediately obtain the following assertion.

Proposition 4.1. Let B be defined by (4.2). Then the eigenvalues of B are given by

λ1,2 = kµ ±
√

k2µ2 + k2(1 − µ)2 − 2kµξ + ξ2. (4.3)

Therefore,(4.1) is non-positive if and only if

g(k, µ, ξ) := k2(1 − µ)2 − 2kµξ + ξ2 ≤ 0. (4.4)

Proposition 4.2. Let g(k, µ, ξ) be given by (4.4) with domain (0,∞) × (0, 1) × (0,∞). Then the following
statements are true.

1) The function g decreases strictly with respect to µ ∈ (0, 1) and hence there exists a unique µ0 ∈ (0, 1) such
that g(k, µ, ξ) > 0, ∀µ ∈ (0, µ0) and g(k, µ, ξ) < 0, ∀µ ∈ (µ0, 1) with condition ξ ≤ 2k.

2) The zero point µ0 of g(k, µ, ξ) is given by

µ0(k, ξ) :=
k + ξ −√

2kξ

k
· (4.5)

3) Also, µ0(k, ξ) on the domain D = {(k, ξ)
∣∣ k ∈ (0,∞), 0 < ξ ≤ 2k} has an interior point and its minimum

value is 1
2 ·

Proof. Let g(k, µ, ξ) be defined by (4.4). Then, since µ ∈ (0, 1), k > 0 and ξ > 0, so

∂g

∂µ
= −2k(1 − µ) − 2kξ < 0,

and hence the first assertion is true. To solve for the zero of g(k, µ, ξ) in µ ∈ (0, 1), we solve the equation

k2(1 − µ)2 − 2kµξ + ξ2 = 0,

directly to yields

µ0(k, ξ) :=
k + ξ −√

2kξ

k
, 0 < ξ ≤ 2k.

Note that the function µ0(k, ξ) on the domain

D = {(k, ξ)
∣∣ k ∈ (0,∞), 0 < ξ ≤ 2k}

is bounded, and µ0(k, ξ)
∣∣∣
∂D

= 1 with µ0(0, 0) being defined to be 1. So µ0(k, ξ) takes its minimum value in the
interior of D. Since

∂µ0

∂k
= −ξk−2 +

√
2ξ

2
k−3/2,

∂µ0

∂ξ
=

2
√

ξ −√
2k

2k
√

ξ
,

so ∂µ0
∂k = ∂µ0

∂ξ = 0 implies that k = 2ξ. Thus

min
D

µ0(k, ξ) = µ0(2ξ, ξ) =
1
2
· �
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Theorem 4.1. Let τ > 0 and µ �= 0 be fixed and let A be defined as (2.1–2.2). Then the following assertions
hold.

1) When µ > 1
2 , we can choose k > 0 such that A is dissipative under the inner product (W, Z)2, and there

exists no eigenvalue on the imaginary axis. Hence, the system is asymptotically stable in this case.
2) If µ = 1

2 and τ ∈ J with

J :=
{

2(2m + 1)
2n + 1

,
∣∣∣ n, m ∈ N

}
∩ (0, 1],

then there exists at least one eigenvalue on the imaginary axis – so the system is unstable. If µ = 1
2 but

τ ∈ (0, 1) \ J , then the system is asymptotically stable.
3) When µ < 1

2 , then for any τ > 0, there exists an eigenvalue λ of A with Reλ > 0. So, in this case, the
system always is unstable.

Proof. Let τ and ξ be both fixed and assume µ ≥ 1
2 · We want to choose a positive number k so that

g(k, µ, ξ) = k2(1 − µ)2 − 2kµξ + ξ2 ≤ 0, (4.6)

and we can have
2Re(AW, W )2 ≤ 0.

1) If µ > 1
2 , we can take

k ∈
[
ξ(µ −√

2µ − 1)
(1 − µ)2

,
ξ(µ +

√
2µ − 1)

(1 − µ)2

]
so that g(k, µ, ξ) ≤ 0. In particular, we can choose k so that g(k, µ, ξ) < 0 to make B a positive definite matrix.
Under this choice, we have

Re(AW, W )2 = −[η(0), η(1)]B[η(0), η(1)]
τ

< 0, ∀W ∈ D(A).

Also, if λ ∈ iR is an eigenvalue with eigenvector Wλ, then Re(AW, W )2 = 0 which is impossible. Thus, there is
no eigenvalue on the imaginary axis and the system is asymptotically stable.
2) Assume that µ = 1

2 , we can take k = 2ξ to have g(2ξ, 1/2, ξ) = 0 and so

2Re(AW, W )2 ≤ 0.

Hence, A is dissipative.
To see whether there is an eigenvalue on the imaginary axis, let λ ∈ iR be an eigenvalue of A and Wλ be the

corresponding eigenvector. Then Re(AWλ, Wλ)2 = 0 which implies that η(0) + η(1) = 0. From (3.4), we see
that Wλ is of the form

W = (u, v, η) = (sinhλx, λ sinh λx, eλτxλ sinh λ).

So we must have {
∆(λ) = coshλ + kµ sinhλ + k(1 − µ)e−λτ sinh λ = 0, with µ = 1

2 ,
1 + e−λτ = 0,

which is just
e2λ = −1, and eλτ = −1. (4.7)

Equation (4.7) would have at least one solution when τ ∈ J with

J :=
{

2(2m + 1)
2n + 1

,
∣∣∣ n, m ∈ N

}
∩ (0, 1).
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Therefore, there is at least one eigenvalue of A on the imaginary axis. So the system is unstable. If τ ∈ (0, 1)\J ,
then equation (4.7) has no solution. So there is no eigenvalue on the imaginary axis. Therefore, the system is
asymptotically stable.
3) Now let µ < 1

2 and k > 0. If τ = 2(2m+1)
2n+1 , n, m ∈ N, we set

λ = η + i

(
n +

1
2

)
π + i2r(2n + 1)π, r ∈ Z, (4.8)

with some parameter η. Then

2λ = 2η + i(2n + 1)π + i4r(2n + 1)π, r ∈ Z,

λτ = ητ + i(2m + 1)π + i4r(2m + 1)π, r ∈ Z,

and hence

2e−λ∆(λ) = 2e−λ coshλ + 2[kµ + k(1 − µ)e−λτ ]e−λ sinh λ

= [1 + e−2λ] + [kµ + k(1 − µ)e−λτ ][1 − e−2λ]
= [1 − e−2η] + [kµ − k(1 − µ)e−ητ ][1 + e−2η] := ∆0(η).

Since
∆0(0) = 2k[2µ− 1] < 0, lim

η→+∞∆0(η) = 1 + kµ > 0,

so there is an η > 0 such that ∆0(η) = 0. Thus for this η, the complex numbers λ given by (4.8) are eigenvalues
of A.

Now let τ > 0 be any positive real number, then we can choose a sequence of rationals, τn,m := 2(2m+1)
2n+1 ,

such that lim
n,m→∞ τn,m = τ . Denoting τ = τn,m + εn,m, we compare

∆τ (λ) = λ−1
{
coshλ + [kµ + k(1 − µ)e−λτ ] sinh λ

}
with

∆τn,m(λ) = λ−1
{
cosh λ + [kµ + k(1 − µ)e−λτn,m ] sinh λ

}
.

Suppose that λn,m is a zero for ∆τn,m(λ) with positive real part. Then for |λ − λn,m| = 1
2Reλn,m, we have

|∆τ (λ) − ∆τn,m(λ)| = k(1 − µ)|λ−1[e−λτ − e−λτn,m ] sinh λ| ≤ k(1 − µ)e−�λτ |τ − τn,m| coshReλ < |∆τn,m(λ)|.

So Rouché’s Theorem (see [20]) says that ∆τ (λ) and ∆τn,m(λ) have the same number of zeros in |λ − λn,m| <
1
2
λn,m. Since ∆τ (λ) has at least one zero with positive real part, so the same is true for ∆(λ) and hence the
system is unstable. �

For the case that µ > 1
2 , we seek to improve the stability to exponential stability. For that, we need to

prove that the imaginary axis is not an asymptote of the spectrum of A. When τ > 0 is rational, Theorem 3.2
already reveals that the eigenvalues of A lie on finitely many vertical lines in the open left half complex plane,
and so exponential stability is valid in this case. We now show that exponential stability is also true when τ is
irrational by showing that the imaginary axis is not an asymptote of σ(A).

Theorem 4.2. Let A be defined by (2.1–2.2). Then the system (2.3) is exponentially stable for a suitable
chosen k provided µ > 1

2 ·
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Proof. As we have discussed, the cases that τ is rational are fine. Let τ > 0 be an irrational number and µ > 1
2 ·

Then we can choose k > 0 such that g(k, µ, ξ) < 0, and hence B is a positive definite matrix. So there is a
positive constant c1 such that

[x, y]B[x, y]τ ≥ c1(|x|2 + |y|2), ∀x, y ∈ R.

For such a choice, we have

2Re(AW, W )2 = −[η(0), η(1)]B[η(0), η(1)]τ < −c1(|η(0)|2 + |η(1)|2), ∀W ∈ D(A).

Suppose that there exist λm ∈ σ(A) such that Reλm → 0 as m → ∞. Then

Wλm = (sinhλmx, λm sinhλm, e−λmτxλm sinhλm)

would be an eigenvector corresponding to λm, and

2Re(AWλm , Wλm)2 = 2Reλm||Wλm ||22 < −c1

[|λm sinh λm|2 + |e−λmτλm sinh λm|2] .

Observe that

||Wλm ||2 =
∫ 1

0

|λm coshλmx|2 +
∫ 1

0

|λm sinh λmx|2 + τξ

∫ 1

0

e−2Reλmτxdx|λm sinh λ|2

= |λm|2
∫ 1

0

[| coshλmx|2 + | sinh λmx|2]dx + τξ|λm sinh λm|2
∫ 1

0

e−2Reλmτxdx

= |λm|2 sinh 2Reλm

2Reλm
+ |λm sinh λm|2 1 − e−2Reλmτ

2Reλm
ξ

and
||Wλm ||2
|λm|2 =

sinh 2Reλm

2Reλm
+ | sinh λm|2 1 − e−2Reλmτ

2Reλm
ξ = 1 + ξτ | sinh λm|2 + 0(Reλm).

Thus

Reλm < −c1
| sinh λm|2

1 + | sinh λm|2 + o(Reλm)
[
1 + e−2Reλmτ

]
. (4.9)

Since sinh λm �→ 0 as m → ∞ for λm ∈ σ(A), so the left hand of (4.9) converges to zero by assumption.
However, the right hand of (4.9) cannot converge to zero when Reλm → 0. This is a contradiction so such a
sequence λm ∈ σ(A) with Reλm → 0 cannot exist. Thus the imaginary axis is not an asymptote for σ(A).
Hence system (2.3) is exponentially stable. �

Remark 4.1. When µ = 1
2 , for any τ ∈ (0, 1) \ J , Theorem 4.1 says that the system is asymptotically stable.

One can prove that the imaginary axis is an asymptote of σ(A). So, in this case, the system is not exponentially
stable.

In this paper, we mainly discuss the boundary stabilization of the wave system. What would happen if the
controller is in the equation instead of on the boundary? We shall investigate this stabilization problem in our
forthcoming paper.
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