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#### Abstract

A shuffle ideal is a language which is a finite union of languages of the form $A^{*} a_{1} A^{*} \cdots A^{*} a_{k} A^{*}$ where $A$ is a finite alphabet and the $a_{i}$ 's are letters. We show how to represent shuffle ideals by special automata and how to compute these representations. We also give a temporal logic characterization of shuffle ideals and we study its expressive power over infinite words. We characterize the complexity of deciding whether a language is a shuffle ideal and we give a new quadratic algorithm for this problem. Finally we also present a characterization by subwords of the minimal automaton of a shuffle ideal and study the complexity of basic operations on shuffle ideals.


Mathematics Subject Classification. 68Q45, 68Q70.

## 1. Preliminaries

### 1.1. Introduction

The shuffle product is an operation on languages which is strongly connected to combinatorics on words and which was widely studied in the literature $[4,18$, 21, 24, 26].

The main topic of this paper is the algorithmic study of shuffle ideals which are rational languages of the form $\cup A^{*} a_{1} A^{*} \cdots A^{*} a_{k} A^{*}$ where $A$ is a finite alphabet and the $a_{i}$ 's are letters. This is an interesting class of languages which is both connected to combinatorics on words $[11,17]$ and to the algebraic classification of rational languages: indeed it represents the first half level of a hierarchy of starfree languages which was introduced by Straubing [29] and Thérien [30] and which is still intensively studied $[2,3,9,10,23,25,27,28,31]$.

[^0]In this paper, we first show that a rational language is a shuffle ideal if and only if it can be represented by a finite automaton whose strongly connected components are complete and reduce to one state. Next we prove that computing such an automaton accepting the shuffle ideal $K$ generated by a language given by a finite automaton can be done in polynomial time, while computing a rational expression $\cup A^{*} a_{1} A^{*} \cdots A^{*} a_{k} A^{*}$ (where the union is finite) representing $K$ is exponential in the worst case. Moreover we give a quadratic algorithm to test whether a language given by a deterministic automaton is a shuffle ideal (the best algorithm known previously works approximately in time $O\left(n^{6}\right)$ [23]). We also consider the complexity of this problem by proving that it is NLOGSPACE-complete and that it becomes PSPACE-complete when the language is given by a nondeterministic automaton. In Section 5, we present a connection between the minimal automaton of a shuffle ideal and combinatorics on words: we show how to construct this automaton using properties on subwords. We also study the complexity of computing the union, the intersection and the product of two shuffle ideals. Finally, it is known $[8,14,15]$ that star-free languages are exactly the languages which can be represented by a linear temporal logic formula (some fragments of this logic are studied in $[6,32,33])$. In the last section, we give a temporal logic characterization of shuffle ideals and we prove that this restricted temporal logic evaluated over infinite words defines exactly the languages of the form $L A^{\omega}$, where $L$ is a shuffle ideal.

### 1.2. Some background

For more information on combinatorics on words we refer the reader to [17]. For a general reference on automata theory the reader is referred to $[5,7,13]$, and for basic results on complexity see [19].

For a finite set $K$, we denote its cardinality by $|K|$.
Recall that an alphabet is a finite set whose elements are called letters. A word is a finite sequence of letters. A language is a set of words and the set of all words over the alphabet $A$ is denoted by $A^{*}$. If $L$ is a language of $A^{*}, L^{c}$ denotes the complement of $L$ relatively to $A^{*}$. Any subsequence $v$ of $u$ is called a subword of $u$ and we denote this by $v \prec u$. We denote by $|u|$ the length of a word $u$, by $\varepsilon$ the empty word and by $A^{+}$the language $A^{*} \backslash\{\varepsilon\}$.

Recall that a finite automaton is a 5 -tuple $\mathcal{A}=(Q, A, E, I, F)$ where $Q$ is a finite set of states, $A$ is the alphabet, $E \subseteq Q \times A \times Q$ is the set of transitions, $I \subseteq Q$ is the set of initial states and $F \subseteq Q$ is the set of final states. With the above notation, if $p \in Q$ and $u \in A^{*}, p \cdot u \subseteq Q$ denotes the set of states $q$ of $\mathcal{A}$ such that there exists a path in $\mathcal{A}$ from $p$ to $q$ labeled by $u$. A finite automaton is said to be complete if for every state $q$ and every letter $a, q \cdot a \neq \emptyset$. If $\mathcal{A}$ is a finite automaton, then $L(\mathcal{A})$ denotes the language accepted by $\mathcal{A}$. In this paper, minimal automata are deterministic but not necessary complete and all considered automata are finite. In general, in this paper, automata are nondeterministic.

If $L$ is a language and $u$ a word, then $u^{-1} L$ denotes the language $\left\{v \in A^{*} \mid u v\right.$ $\in L\}$ and is called a quotient of $L$. It is known that $L$ is rational if and only if $L$ has
a finite number of quotients. Furthermore, in this case, the minimal automaton of $L$ has as many states as quotients of $L$.

A rational expression is a finite expression using the empty set, the letters and the symbols union, product and star. We recursively define the size of a rational expression $E$, denoted $\tau(E)$ by:

- $\tau(\emptyset)=1$;
- $\tau(E)=1$ if $E=a$ with $a \in A$;
- $\tau(E F)=\tau(E)+\tau(F)+1$;
- $\tau\left(E^{*}\right)=\tau(E)+1$;
- $\tau(E \cup F)=\tau(E)+\tau(F)+1$.

The size of a rational expression represents the number of symbols occurring in it. A language which can be represented by a rational expression is rational. Kleene's theorem [16] states that a language is rational if and only if it is recognizable by a finite automaton. In this paper, we shall make no distinction between a rational expression and the language it represents. Moreover we need the following result [12]:

Theorem 1.1. Let $E$ be a rational expression of size $n$. One can compute in time $O\left(n \log ^{2}(n)\right)$ a corresponding automaton with $O(n)$ states and $O\left(n \log ^{2}(n)\right)$ transitions.

Recall that the shuffle of two words $u$ and $v$ is the language of all words $w$ such that $w=u_{1} v_{1} u_{2} v_{2} \cdots u_{n} v_{n}$ with $u_{i}, v_{i} \in A^{*}, u_{1} u_{2} \cdots u_{n}=u$ and $v_{1} v_{2} \cdots v_{n}=v$. The shuffle of $u$ and $v$ is denoted $u \sqcup v$. This notion can be extended to languages as follows:

$$
L \amalg K=\bigcup_{u \in L, v \in K} u \amalg v .
$$

A language $L$ is a shuffle ideal if $L \amalg A^{*}=L$. For any language $L, L \amalg A^{*}$ is the smallest (for the inclusion) shuffle ideal containing $L$; it is called the shuffle ideal generated by $L$. We need the following important result due to Higman [11] (see also [17], Chap. 6).

Theorem 1.2. A language $L$ is a shuffle ideal if and only if there exists a finite set $K$ such that $L=K \amalg A^{*}$.

In particular, since the shuffle operator preserves rational languages, every shuffle ideal is a rational language. Moreover, it is known [23] that the class of shuffle ideals is a positive variety of languages. In particular, we have the following proposition [23]:

Proposition 1.3. The union and the intersection of two shuffle ideals is a shuffle ideal and left and right quotients of a shuffle ideal are shuffle ideals.

Finally we need the following result which leads to an algorithm to test whether a rational language is a shuffle ideal [23].

Proposition 1.4. Let $\mathcal{A}=(Q, A, E, i, F)$ be a deterministic complete automaton. The language $L(\mathcal{A})$ is a shuffle ideal if and only if there are no states $p$ and $q$ and words $u$, $v, w$ such that $i \cdot w=p, p \cdot u=q, p \cdot v \in F$ and $q \cdot v \notin F$.

We denote by $A^{\omega}$ the set of infinite words over $A$ and a set of infinite words is called $\omega$-language. If $\mathcal{A}=(Q, A, E, I, F)$ is an automaton, we denote by $L_{\omega}(\mathcal{A})$ the set of infinite words which are the label of an infinite path of $\mathcal{A}$ visiting infinitly often a state of $F$. In this case $\mathcal{A}$ is said to be a Büchi automaton.

## 2. Representing shuffle ideals

An automaton $\mathcal{A}=(Q, A, E, I, F)$ is called saturated if for all states $p \in Q$ and all letters $a \in A,(p, a, p) \in E$. An automaton is said to be locally trivial if each of its strongly connected components is reduced to one state. A rational expression is called polynomial if it is a finite union of expressions of the form $A^{*} A_{1} A^{*} \cdots A^{*} A_{k} A^{*}$ where $A_{i} \subseteq A$.
Theorem 2.1. Let $L$ be a language of $A^{*}$. The following assertions are equivalent:
(1) $L$ is a shuffle ideal;
(2) $L$ can be described by a polynomial expression;
(3) $L$ is recognizable by a saturated automaton;
(4) $L$ is recognizable by an automaton that is saturated and locally trivial.

Proof. Let $K$ be a finite set. Since

$$
K \amalg A^{*}=\bigcup_{a_{0} a_{1} \cdots a_{k} \in K} A^{*} a_{0} A^{*} a_{1} A^{*} \cdots A^{*} a_{k} A^{*}
$$

$(1) \Rightarrow(2)$ is a direct consequence of Theorem 1.2.
Each language of the form $A^{*} A_{1} A^{*} \cdots A^{*} A_{k} A^{*}$ is accepted by the automaton

which is saturated and locally trivial. Since a disjoint union of saturated, locally trivial automata is a saturated, locally trivial automaton, we have $(2) \Rightarrow(4)$.

The condition (4) is stronger than the condition (3), thus we have $(4) \Rightarrow(3)$.
Now, let $\mathcal{A}=(Q, A, E, I, F)$ be a saturated automaton and let $w \in L(\mathcal{A}) \amalg A^{*}$. By definition of the shuffle product, we have $w=u_{1} v_{1} \cdots u_{k} v_{k}$ where $u_{1} \cdots u_{k}=$ $u \in L(\mathcal{A})$ and $v_{i} \in A^{*}$. Thus, considering an accepting path in $\mathcal{A}$ labeled by $u$, each time we finish to read $u_{i}$, we can use transitions of the form $(p, a, p)$ to
read $v_{i}$. So we construct an accepting path in $\mathcal{A}$ labeled by $w$. It follows that $L(\mathcal{A}) \amalg A^{*} \subseteq L(\mathcal{A})$. Consequently $L(\mathcal{A})$ is a shuffle ideal and $(3) \Rightarrow(1)$.

## 3. Computing generated shuffle ideals

In this section we study the following problem: given a rational language, we want to compute one of the representations of Theorem 2.1 of its generated shuffle ideal. We first study how to compute a saturated automaton accepting the shuffle ideal of a given rational language. Secondly we study the same question for the computation of a locally trivial, saturated automaton. Finally we study the complexity of computing a polynomial expression representing the shuffle ideal of a given rational language.

### 3.1. Computing saturated automata

We need the following algorithm called Saturate which applies to an automaton $\mathcal{A}=(Q, A, E, I, F)$.

## Algorithm 3.1. Saturate

1. $E^{\prime}=E$.
2. For all $p \in Q$ and for all letter $a \in A$,

$$
E^{\prime}=E^{\prime} \cup\{(p, a, p)\}
$$

3. Return $\mathcal{A}^{\prime}=\left(Q, A, E^{\prime}, I, F\right)$.

Graphically, during the algorithm, we just add on each state of the automaton a loop labeled by $A$.
Proposition 3.2. If $\mathcal{A}$ is an automaton, then $\mathcal{A}^{\prime}=\underline{\operatorname{Saturate}}(\mathcal{A})$ is a saturated automaton which recognizes $L(\mathcal{A})$ ш $A^{*}$.

Proof. The automaton $\mathcal{A}^{\prime}$ is saturated because we precisely add the missing transitions to make it saturated.

By Theorem 2.1, $L\left(\mathcal{A}^{\prime}\right)$ is a shuffle ideal. Moreover, by construction, $L(\mathcal{A}) \subseteq$ $L\left(\mathcal{A}^{\prime}\right)$. It follows that $L(\mathcal{A}) \amalg A^{*} \subseteq L\left(\mathcal{A}^{\prime}\right)$. Conversely, let $w$ be in $L\left(\mathcal{A}^{\prime}\right)$ : there exists a successful path in $\mathcal{A}^{\prime}$

$$
\left(p_{0}, a_{1}, p_{1}\right),\left(p_{1}, a_{2}, p_{2}\right), \cdots,\left(p_{k-1}, a_{k}, p_{k}\right)
$$

labeled by $w$. If we delete in this path all the transitions of the form $(p, a, p)$ we obtain a new path which is both successful in $\mathcal{A}^{\prime}$ and in $\mathcal{A}$. Let $u$ be the label of this new path. Since $u \in L(\mathcal{A})$ and since $w \in\{u\} ш A^{*}, w \in L(\mathcal{A}) \amalg A^{*}$. It follows that $L\left(\mathcal{A}^{\prime}\right)=L(\mathcal{A})$ ш $A^{*}$.

For example the shuffle ideal generated by the language $\left(b^{*}(a b)^{*}\right)^{*}$ whose minimal automaton is $\mathcal{A}_{0}$ (see below), is accepted by the saturated automaton $\mathcal{A}_{1}$.

$\mathcal{A}_{0}$

$\mathcal{A}_{1}$

Proposition 3.3. Let $L$ be a rational language given by an $n$-state, $m$-transition automaton. Then one can compute in time $O(m+n|A|)$ an n-state, saturated automaton with at most $m+n|A|$ transitions, accepting the shuffle ideal generated by $L$.

Proof. By Proposition 3.2, it is sufficient to apply the algorithm Saturate.
As a direct consequence, using Theorem 1.1, one has the following corollary:
Corollary 3.4. Let $L$ be a rational language given by a rational expression of size $k$. One can compute in $O\left(k \log ^{2}(k)\right)$ time an $O(k)$-state saturated automaton accepting the shuffle ideal generated by $L$.

### 3.2. Computing locally trivial, saturated automata

Lemma 3.5. Let $L$ be a shuffle ideal accepted by a saturated $n$-state automaton and $K$ be the set of words of $L$ of length less than or equal to $n$. Then

$$
L=K \amalg A^{*}
$$

Proof. Since $K \subseteq L, K \amalg A^{*} \subseteq L \amalg A^{*}=L$. Now, let $w$ be in $L, \mathcal{A}$ be a saturated $n$-state automaton accepting $L$ and $m$ be a successful path in $\mathcal{A}$ labeled by $w$. We consider now a successful path in $\mathcal{A}$ obtained from $m$ by deleting the loops. We denote by $u$ the label of this new path. By construction $u \in K$. Furthermore, $w \in\{u\} \amalg A^{*}$. Consequently, $w \in K \amalg A^{*}$, proving the lemma.

The following algorithm has as input an $n$-state finite automaton $\mathcal{A}=(Q, A$, $E, I, F)$ and computes an automaton accepting precisely the shuffle ideal generated by $L(\mathcal{A})$.

## Algorithm 3.6. LTSaturate

1. $Q^{\prime}=Q \times\{0, \ldots, n\}$
2. $E^{\prime}=\{((p, i-1), a,(q, i)) \mid(p, a, q) \in E, i \in\{1, \ldots, n\}\}$
3. $I^{\prime}=I \times\{0\}$
4. $F^{\prime}=F \times\{0, \ldots, n\}$
5. $\mathcal{A}^{\prime}=\left(Q^{\prime}, A, E^{\prime}, I^{\prime}, F^{\prime}\right)$
6. Return Saturate $\left(\mathcal{A}^{\prime}\right)$.

Proposition 3.7. Let $\mathcal{A}$ be an n-state automaton. Then LTSaturate $(\mathcal{A})$ is a saturated, locally trivial, $O\left(n^{2}\right)$-state automaton with $O\left(m n+|A| n^{2}\right)$ transitions accepting the shuffle ideal generated by $L(\mathcal{A})$.

Proof. The automaton $\mathcal{A}^{\prime}$ is the product of $\mathcal{A}$ by the minimal automaton accepting the set of words of length less than or equal to $n$. It follows that $\mathcal{A}^{\prime}$ accepts the set of words of $L(\mathcal{A})$ of length less or equal to $n$. Thus, by Lemma 3.5 and Proposition 3.2, the automaton LTSaturate $(\mathcal{A})$ recognizes the shuffle ideal generated by $L(\mathcal{A})$.

Moreover, by construction, the automaton LTSaturate $(\mathcal{A})$ is saturated and has $n(n+1)$ states. Now, we claim that $\mathcal{A}^{\prime}$ is locally trivial. Indeed, assume that we have a non trivial loop in $\mathcal{A}^{\prime}$, i.e. there exist two distinct states $(p, i)$ and $(q, j)$ in $Q^{\prime}$ and words $u$ and $v$ such that $(p, i) \in(q, j) \cdot v$ and $(q, j) \in(p, i) \cdot u$. By definition of $E^{\prime}$, it means that $i<j$ and $j<i$, a contradiction. Since the algorithm Saturate does not change the strongly connected components, it follows that LTSaturate $(\mathcal{A})$ is locally trivial.

For example the shuffle ideal generated by the language $\left(b^{*}(a b)^{*}\right)^{*}$ whose minimal automaton is $\mathcal{A}_{0}$ (see below) and which is accepted by the saturated and locally trivial automaton $\mathcal{A}_{1}=$ LTSaturate $\left(\mathcal{A}_{0}\right)$.


Proposition 3.8. Let $L$ be a rational language given by an $n$-state, $m$-transition automaton. Then one can compute in time $O\left(|A| n^{2}+m n\right)$ a saturated, locally trivial automaton accepting the shuffle ideal generated by $L$.

Proof. This is a direct consequence of Proposition 3.7.
As a consequence of the above proposition and Theorem 1.1, one has the following corollary:

Corollary 3.9. Let $L$ be a rational language given by a rational expression of size $k$. Then one can compute in time $O\left(k^{2} \log ^{2} k\right)$ an $O\left(k^{2}\right)$-state saturated, locally trivial automaton accepting the shuffle ideal generated by $L$.

### 3.3. Computing polynomial expressions

Proposition 3.10. Let $\mathcal{A}$ be an n-state automaton. Then one can compute in time $O\left((|A|+1)^{n}\right)$ a polynomial expression of size $O\left((|A|+1)^{n}\right)$ accepting the shuffle ideal generated by $L(\mathcal{A})$.

Proof. By Lemma 3.5, one has

$$
\begin{equation*}
L(\mathcal{A}) \amalg A^{*}=\bigcup_{\substack{a_{1} \cdots a_{k} \in L(\mathcal{A}) \\ a_{i} \in A, k \leq n}} A^{*} a_{1} A^{*} a_{2} \cdots A^{*} a_{k} A^{*} \tag{1}
\end{equation*}
$$

Since $\tau(A)=\tau\left(\bigcup_{a \in A} a\right)=2|A|-1$, we have $\tau\left(A^{*} a_{1} A^{*} a_{2} \cdots A^{*} a_{k} A^{*}\right)=(k+$ 1) $\tau\left(A^{*}\right)+k+2 k=2|A|(k+1)+3 k$. It follows that the size of the expression (1) is at most $|A|^{n+1}[2|A|(n+1)+3 n]=O\left((|A|+1)^{n}\right)$.

Now we shall prove that computing a polynomial rational expression representing a given language is exponential in the worst case. Let $L$ be a rational language. We denote by $m(L)$ the number of states of the minimal automaton of $L$ and by $M(L)$ the minimal number of states of an automaton accepting $L$. Obviously $m(L) \geq M(L)$. We also denote by $e(L)$ the minimal size of a rational expression representing $L$.

We introduce the following invariants (with the convention $\inf \emptyset=0$ ):

$$
\begin{aligned}
& R(n)=\max _{L: m(L) \leq n}\left[\inf _{E: E=L}\{\tau(E) \mid E \text { polynomial }\}\right] \\
& S(n)=\max _{L: M(L) \leq n}\left[\inf _{E: E=L}\{\tau(E) \mid E \text { polynomial }\}\right] \\
& T(n)=\max _{L: e(L) \leq n}\left[\inf _{E: E=L}\{\tau(E) \mid E \text { polynomial }\}\right] .
\end{aligned}
$$

## Theorem 3.11.

$$
\Omega\left(2^{n / 3}\right)=R(n) \leq S(n)=O\left((|A|+1)^{n}\right)
$$

Proof. Since $m(L) \geq M(L)$, we have $R(n) \leq S(n)$. Moreover, by Proposition 3.10, one has $S(n)=O\left((|A|+1)^{n}\right)$.

To prove the lower bound, we consider the alphabet $A=\{a, b\}$ and the language $L=A^{*} a A^{*} b A^{*} \cup A^{*} b A^{*} a A^{*}$ which is a shuffle ideal. Since the class of shuffle ideals
is closed under product, for all $n, L^{n}$ is a shuffle ideal. Moreover, the minimal automaton of $L^{n}$ has the following form:


It follows that $m\left(L^{n}\right)=3 n+1$. Now let $E$ be a polynomial expression accepting $L^{n}$. Assume that $A^{*} A_{1} A^{*} \cdots A_{k} A^{*}$ is an expression appearing in $E$. Then the word $u=a_{1} a_{2} \cdots a_{k}$, with $a_{i} \in A_{i}$ belongs to $L^{n}$. Since each word of $L^{n}$ has length $2 n$, we have that $k \geq 2 n$.

Let $K=\{a b, b a\}$. Each word $u$ in $K^{n}$ belongs to $L^{n}$. Consequently there exists an expression

$$
E_{0}=A^{*} A_{1} A^{*} \cdots A_{k} A^{*}
$$

appearing in $E$ such that $u \in E_{0}$. But $k \geq 2 n$, hence $k=2 n$. It follows that $u \in A_{1} A_{2} \cdots A_{2 n}$.

Now we claim that if $A_{1} \cdots A_{2 n} \subseteq L^{n}$ (with $\left.A_{i} \neq \emptyset\right)$, then for all $i,\left|A_{i}\right|=1$. Indeed assume there exists an $i$ such that $A_{i}=\{a, b\}$. In this case, there exist $x$ and $y$ in $A^{*}$ such that $|x|=i-1,|x|+|y|=2 n-1$ and xay, xby $\in K^{n}$. Thus, when we read xay and $x b y$ in the minimal automaton of $L^{n}$, we do not use any loop. Thus $|x|$ must be odd (otherwise after reading $x a$ we must read $b$, and after reading $x b$ we must read $a$ : the first letter of $y$ should be both $a$ and $b$ ). Starting from the final state, the same argument leads to conclude that $|y|$ is odd, which is in contradiction with $|x|+|y|=2 n-1$.

It follows that each expression of the form

$$
A^{*} a_{1} A^{*} a_{2} A^{*} \cdots a_{2 n} A^{*}
$$

with $a_{1} \cdots a_{2 n} \in K^{n}$ appears in $E$. But

$$
\tau\left(A^{*} a_{1} A^{*} a_{2} A^{*} \cdots a_{2 n} A^{*}\right)=2|A|(2 n+1)+6 n=14 n+4
$$

and there are $\left|K^{n}\right|=2^{n}$ expressions of this kind in $E$. Thus

$$
\tau(E) \geq 14 n 2^{n}
$$

Since $R(n)$ is an increasing function and since $m\left(L^{n}\right)=3 n+1$, one can conclude that

$$
R(n)=\Omega\left(2^{n / 3}\right)
$$

Proposition 3.12. There exists a constant $\alpha \in \mathbb{N}$ such that

$$
\Omega\left(2^{n / 15}\right)=T(n) \leq S(\alpha n)=O\left((|A|+1)^{\alpha n}\right)
$$

Proof. By Theorem 1.1, there exists a constant $\alpha \in \mathbb{N}$ such that for all rational language $L, M(L) \leq \alpha e(L)$. Consequently $T(n) \leq S(\alpha n)$. The equality $S(\alpha n)=$ $O\left((|A|+1)^{\alpha n}\right)$ has been already proved.

To prove the lower bound we use the languages $L^{n}$ defined in the proof of Theorem 3.11. Since

$$
L^{n}=\left(a a^{*} b \cup b b^{*} a\right)^{n}\{a, b\}^{*}
$$

and since

$$
\tau\left(a a^{*} b \cup b b^{*} a\right)=6+1+6=13
$$

we have, for all $n \geq 4$,

$$
e\left(L^{n}\right) \leq 14 n+4 \leq 15 n
$$

Furthermore, we have seen that

$$
\inf _{E: E=L}\{\tau(E) \mid E \text { polynomial }\} \geq 14 n 2^{n}
$$

It follows that

$$
T(n) \geq \frac{14}{15} n 2^{n / 15}
$$

Consequently, $T(n)=\Omega\left(2^{n / 15}\right)$.

## 4. Testing whether a Language is a shuffle ideal

In this section we consider the complexity of testing whether a rational language is a shuffle ideal.

### 4.1. Deterministic automata

In [23], an algorithm based on Proposition 1.4 is proposed to test whether a language given by a deterministic $n$-state automaton is a shuffle ideal. This algorithm requires to compute the transitive closure of a graph with $|A|^{2} n^{2}$ vertices
and its time complexity is about $O\left(|A|^{6} n^{6}\right)$. We propose here an $O\left(|A|^{2} n^{2}\right)$ algorithm. We call our algorithm TestShuffle. Its input is a deterministic complete automaton $\mathcal{A}=(Q, A, E, i, F)$.

```
Algorithm 4.1. TestShuffle
    1. \(\mathcal{A}_{0}=\left(Q_{0}, A, E_{0}, i_{0}, F_{0}\right)=\) Saturate \((\mathcal{A})\).
    2. \(Q_{1}=Q_{0} \times Q\).
    3. \(E_{1}=\left\{\left(\left(p_{0}, p\right), a,\left(q_{0}, q\right)\right) \mid(p, a, q) \in E,\left(p_{0}, a, q_{0}\right) \in E_{0}\right\}\).
    4. \(i_{1}=\left(i_{0}, i\right)\).
    5. \(F_{1}=F_{0} \times(Q \backslash F)\).
    6. \(\mathcal{A}_{1}=\left(Q_{1}, A, E_{1}, i_{1}, F_{1}\right)\).
    7. If \(L\left(\mathcal{A}_{1}\right)=\emptyset\) return true, else return false.
```

Let us note that the automaton $\mathcal{A}_{0}$ has a unique initial state: indeed the algorithm Saturate does not change the initial states and $\mathcal{A}$ is deterministic and has hence a unique initial state.

Proposition 4.2. Let $\mathcal{A}$ be a deterministic complete $n$-state automaton. The algorithm TestShuffle $(\mathcal{A})$ returns true if and only if $L(\mathcal{A})$ is a shuffle ideal. Moreover the answer is given in time $O\left(|A|^{2} n^{2}\right)$.
Proof. By Proposition 3.2, $L\left(\mathcal{A}_{0}\right)=L(\mathcal{A}) ш A^{*}$. Moreover, by construction, $L\left(\mathcal{A}_{1}\right)=L(\mathcal{A})^{c} \cap L\left(\mathcal{A}_{0}\right)$. Consequently the algorithm returns true if and only if $L\left(\mathcal{A}_{0}\right) \subseteq L(\mathcal{A})$, if and only if $L\left(\mathcal{A}_{0}\right)=L(\mathcal{A})$, if and only if $L(\mathcal{A})$ is a shuffle ideal.

Assume that $\mathcal{A}$ has $m$ transitions. The first step of the algorithm can be done in time $O(n|A|+m)$ by Proposition 3.3 and the automaton $\mathcal{A}_{0}$ has $n$ states and $O(m+n|A|)$ transitions. It follows that computing $\mathcal{A}_{1}$ can be done in time $O\left(n^{2}+m^{2}+m n|A|\right)$ and $\mathcal{A}_{1}$ has $n^{2}$ states and $O\left(m^{2}+m n|A|\right)$ transitions. Now one can test whether $L\left(\mathcal{A}_{1}\right)$ is empty by testing whether a final state of $\mathcal{A}_{1}$ is accessible from $i_{1}$. It can be done by computing a spanning tree of $\mathcal{A}_{1}$ rooted on $i_{1}$ (for example by a depth-first search from $i_{1}$ ) and by testing whether this tree contains a final state. Hence, testing whether $L\left(\mathcal{A}_{1}\right)$ is empty can be done in time $O\left(n^{2}+m^{2}+m n|A|\right)$. Since $\mathcal{A}$ is deterministic and complete, $m=|A| n$. Consequently the algorithm works in time $O\left(n^{2}+2 n^{2}|A|^{2}\right)=O\left(n^{2}|A|^{2}\right)$.
Lemma 4.3. Let $\mathcal{A}=(Q, A, E, i, Q \backslash\{q\})$ be a complete deterministic automaton such that there is only one state $q \neq i$ which is not final. There is no path in $\mathcal{A}$ from $i$ to $q$ if and only if $L(\mathcal{A})$ is a shuffle ideal.

Proof. According to Proposition 1.4, if $L(\mathcal{A})$ is a shuffle ideal then there is no path from $i$ to $q$.

Conversely, if there is no path from $i$ to $q, L(\mathcal{A})=A^{*}$ because $\mathcal{A}$ is complete and all accessible states are final.

Theorem 4.4. Testing whether a rational language over A given by a deterministic automaton is a shuffle ideal is a NLOGSPACE-complete problem if $|A| \geq 2$.

Proof. Let $\mathcal{A}$ be a deterministic automaton whose initial state is $i$. By Proposition $1.4, L(\mathcal{A})$ is not a shuffle ideal if and only if there exist three words $w, u$
and $v$ and two states $p$ and $q$ such that $i \cdot w=p, p \cdot u=q, p \cdot v$ is final and $q \cdot v$ is not final. This can be tested in NLOGSPACE by guessing $p$ and $q$ and successively the letters of $u$ and $v$. Since NLOGSPACE=co-NLOGSPACE, testing whether a rational language given by a deterministic automaton is a shuffle ideal is an NLOGSPACE problem.

Now, let $G=(V, E)$ be a finite directed graph such that there are no more than two edges starting from each vertex. Let $p$ and $q$ be two distinct vertices of $G$. It is known that testing whether there is a path from $p$ to $q$ is an NLOGSPACEcomplete problem. Now consider a deterministic automaton $\mathcal{A}_{0}=\left(V, A, E_{0}, p, V \backslash\right.$ $\{q\})$ such that $(r, a, s) \in E_{0}$ if and only if $(r, s) \in E$ : we put labels on the edges of $G$ to make it a deterministic automaton (there are several ways to do it). If $\mathcal{A}_{0}$ is not complete we make it complete by adding a state $t \notin V$ : we consider the automaton

$$
\mathcal{A}_{1}=\left(V \cup\{t\}, A, E_{0} \cup E_{1}, p, V \cup\{t\} \backslash\{q\}\right)
$$

where $E_{1}=\left\{(s, a, t) \mid s \in V \cup\{t\}, a \in A\right.$ and $\left.(\{s\} \times\{a\} \times V) \cap E_{0}=\emptyset\right\}$. If $\mathcal{A}_{0}$ is complete we define $\mathcal{A}_{1}=\mathcal{A}_{0}$. Now, by Lemma 4.3, there is no path from $p$ to $q$ in $G$ if and only if $L\left(\mathcal{A}_{1}\right)$ is a shuffle ideal. Thus, testing whether a rational language given by a deterministic automaton is a shuffle ideal is a NLOGSPACEhard problem.

### 4.2. Nondeterministic automata

It is known that testing whether a rational language over $A$ given by a finite nondeterministic automaton accepts $A^{*}$ is a PSPACE-complete problem [1]. Since it is NLOGSPACE decidable whether the empty word belongs to a rational language given by a finite automaton (just guess a state which is both initial and final), testing whether a rational language containing the empty word and given by a finite automaton accepts every word is a PSPACE-complete problem.

Theorem 4.5. If $|A| \geq 2$, then testing whether a rational language given by $a$ finite automaton is a shuffle ideal is a PSPACE-complete problem.

Proof. Testing the equality of two rational languages given by finite automata is a PSPACE problem. Thus, using Proposition 3.3, testing whether a rational language given by a finite automaton is a shuffle ideal is a PSPACE problem.

Let $\mathcal{A}$ be a finite automaton containing the empty word. Then $L(\mathcal{A})$ is a shuffle ideal if and only if $L(\mathcal{A})=A^{*}$. Thus, testing whether a rational language given by a finite automaton is a shuffle ideal is PSPACE-hard.

## 5. On the minimal automaton of a shuffle ideal

In this section we first study properties of the minimal automaton of a shuffle ideal. Next, since the class of shuffle ideals is closed under union, intersection and product we study the complexity of computing the union, the intersection and the
product of two shuffle ideals given by their minimal automata (for a survey on these problems for finite languages or for rational languages see [34]).

### 5.1. Properties of the minimal automaton of a shuffle ideal

The following proposition is proved in [28].
Proposition 5.1. The minimal automaton of a shuffle ideal is complete and locally trivial.

Moreover, the following lemma will be useful later:
Lemma 5.2. The minimal automaton of a shuffle ideal has a unique final state.
Proof. Let $\mathcal{A}=(Q, A, E, i, F)$ be the minimal automaton of a shuffle ideal $L$ and $f$ and $g$ be two final states. There exist $u$ and $v$ such that $i \cdot u=f$ and $i \cdot v=g$. Since $L$ is a shuffle ideal, for all $w \in A^{*}, u w$ and $v w$ are both in $L$. It follows that $f=g$. Moreover, we proved that $f \cdot A^{*}=f$.

The minimal automaton of the shuffle ideal generated by a language can be much smaller than the minimal automaton of that language. For instance, $m\left(A^{n} \cup\right.$ $\{\varepsilon\})=n+1$ and $m\left(\left(A^{n} \cup\{\varepsilon\}\right) \amalg A^{*}\right)=1$ because $\left(A^{n} \cup\{\varepsilon\}\right) \amalg A^{*}=A^{*}$.

Proposition 5.3. Let $L$ be a language. There exists a unique finite language, denoted $S_{\min }(L)$, such that

- $S_{\text {min }}(L) \amalg A^{*}=L ш A^{*}$;
- If $u, v \in S_{\min }(L)$ and if $u$ is a subword of $v$, then $u=v$.

Proof. By Theorem 1.2, there exists a finite language $K$ such that $K ш A^{*}=$ $L \amalg A^{*}$. Assume there exist $u$ and $v$ in $K$ such that $u$ is a subword of $v$ and $u \neq v$. Then $v ш A^{*} \subseteq u ш A^{*}$. It follows that $K \backslash\{v\} ш A^{*}=L ш A^{*}$. In this way, one can build a finite language $S$ satisfying the hypotheses of the proposition. Assume now that there are two such finite languages $S_{1}$ and $S_{2}$. Let $u \in S_{1}$. Since $S_{1} \subseteq L ш A^{*}=S_{2} \amalg A^{*}$, there exists $v \in S_{2}$ such that $v \prec u$. By a symmetric argument, there exists $w \in S_{1}$ such that $w \prec v$. It follows that $w \prec v \prec u$. Thus, by hypotheses on $S_{1}$, we have $u=w$. Hence $u=v$, proving that $S_{1} \subseteq S_{2}$. In the same way, we prove that $S_{2} \subseteq S_{1}$. It follows that $S_{1}=S_{2}$.

Let us note that in the above proposition we do not require $L$ to be a shuffle ideal. Moreover, for each language $L, S_{\min }(L)=S_{\min }\left(L \amalg A^{*}\right)$.

Proposition 5.4. Let $L$ be a non empty language and $\ell=\min \{|u| \mid u \in L\}$. Set $K_{0}=L \cap A^{\ell}$ and, by induction, for $i \geq 1$,

$$
K_{i}=K_{i-1} \cup\left(\left(L \cap A^{\ell+i}\right) \cap\left(K_{i-1} \amalg A^{*}\right)^{c}\right) .
$$

It holds that

$$
S_{\min }(L)=\bigcup_{i \in \mathbb{N}} K_{i} .
$$

Proof. Let $K=\bigcup_{i \in \mathbb{N}} K_{i}$. By a direct induction, for all $i \in \mathbb{N}, K_{i} \subseteq L$. Thus $K \subseteq L$ and, therefore, $K ш A^{*} \subseteq L ш A^{*}$. Conversely, assume that $u \in L ш A^{*}$. There exists $v \in L$ such that $v \prec u$. If $v \in K_{|v|-\ell}$, then $u \in K_{|v|-\ell} ш A^{*} \subseteq K$ ш $A^{*}$. If $v \notin K_{|v|-\ell}$, then there exists $w \in K_{|v|-\ell-1}$ such that $w \prec v$. In this case $w \prec u$ and $u \in K_{|v|-\ell-1} \amalg A^{*} \subseteq K \amalg A^{*}$. It follows that

$$
L \amalg A^{*}=K ш A^{*}
$$

Now assume that $u$ and $v$ are two distinct words of $K$ such that $u \prec v$. Thus $|u|<|v|$. Since all words of $K$ of length $\ell+i$ are in $K_{i}$, it follows that $u \in$ $K_{|u|-\ell} \subseteq K_{|v|-\ell-1}$ and that $v \in K_{|v|-\ell}$. Moreover all words of $K_{i}$ have length less than or equal to $\ell+i$, thus $v \in K_{|v|-\ell} \backslash K_{|v|-\ell-1}$. By definition of $K_{|v|-\ell}$, $v \notin K_{|v|-\ell-1} \amalg A^{*}$. It means that $u$ is not a subword of $v$, a contradiction. Therefore, by Theorem 1.2, $K$ is finite, which concludes the proof.

For each language $L$ we define the mapping $\phi_{L}$ from $A^{*}$ into the set of finite languages by letting $\phi_{L}(u)=S_{\min }\left(u^{-1}\left(L \amalg A^{*}\right)\right)$.

Let $Q_{L}=\left\{\phi_{L}(u) \mid u \in A^{*}\right\} \quad$ and $\quad E_{L}=\left\{\left(\phi_{L}(u), a, \phi_{L}(u a)\right) \mid a \in A, u \in A^{*}\right\}$.
Proposition 5.5. Let $L$ be a non empty language. The set $Q_{L}$ is finite and the automaton $\mathcal{A}_{L}=\left(Q_{L}, A, E_{L}, S_{\min }(L),\{\varepsilon\}\right)$ is the minimal automaton of $L \amalg A^{*}$.

Proof. Since there are finitely many $u^{-1}\left(L \amalg A^{*}\right)$, the set $Q_{L}$ is finite. Moreover $\left|Q_{L}\right| \leq\left|\left\{u^{-1}\left(L \amalg A^{*}\right) \mid u \in A^{*}\right\}\right|=m\left(L \amalg A^{*}\right)$. Furthermore, by construction, $\mathcal{A}_{L}$ is deterministic.

Now we claim that $\mathcal{A}_{L}$ accepts $L \amalg A^{*}$. Indeed assume that $u \in L\left(\mathcal{A}_{L}\right)$. Then, by definition of $\mathcal{A}_{L}, S_{\min }\left(u^{-1}\left(L \amalg A^{*}\right)\right)=\{\varepsilon\}$. It follows that $\varepsilon \in u^{-1}\left(L \amalg A^{*}\right)$, proving that $u \in L ш A^{*}$. Conversely, if $u \in L \amalg A^{*}$, then $\varepsilon \in u^{-1}\left(L ш A^{*}\right)$. But the only shuffle ideal containing $\varepsilon$ is $A^{*}$ and, by Proposition 1.3, $u^{-1}\left(L \amalg A^{*}\right)$ is a shuffle ideal. It follows that $u^{-1}\left(L \amalg A^{*}\right)=A^{*}$. Therefore $S_{\min }\left(u^{-1}\left(L \amalg A^{*}\right)\right)=$ $\{\varepsilon\}$, proving the claim.

The automaton $\mathcal{A}_{L}$ is deterministic, accepts $L \amalg A^{*}$ and has at most $m(L$ ш $\left.A^{*}\right)$ states. Thus it is the minimal automaton of $L ш A^{*}$.

Now we explain how to recursively compute $\phi_{L}(u)$. We need three lemma
Lemma 5.6. Let $L$ be a shuffle ideal, $a \in A$ and $u \in A^{*}$. If

$$
u \in a^{-1} S_{\min }(L) \cup \bigcup_{b \neq a} b\left(b^{-1} S_{\min }(L)\right)
$$

then $u \in a^{-1} L$.
Proof. If $u \in a^{-1} S_{\min }(L)$, then $a u \in S_{\min }(L) \subseteq L$. It follows that $u \in a^{-1} L$. If $u \in b\left(b^{-1} S_{\min }(L)\right)$, then $u=b w$, with $b \neq a$ and $w \in b^{-1} S_{\min }(L)$. Consequently $u \in S_{\min }(L) \subseteq L$. Since $L$ is a shuffle ideal, $a u \in L$. Thus $u \in a^{-1} L$.

Lemma 5.7. Let $L$ be a shuffle ideal, $a \in A$ and $u \in A^{*}$. If $L \neq A^{*}$ and if $u \in a^{-1} L$, then there exists

$$
z \in a^{-1} S_{\min }(L) \cup \bigcup_{b \neq a} b\left(b^{-1} S_{\min }(L)\right)
$$

such that $z \prec u$.
Proof. Since $a u \in L$ and since $L$ is a shuffle ideal, there exists $v \in S_{\min }(L)$ such that $v \prec a u$. Two cases arise:
$v \in a A^{*}$ : there exists $z \in A^{*}$ such that $v=a z$. Since $a z \prec a u$, one has $z \prec u$.
Moreover, since $v \in S_{\text {min }}(L)$, one has $z \in a^{-1} S_{\text {min }}(L)$;
$v \notin a A^{*}$ : if $v=\varepsilon$, then $L=A^{*}$. Thus, by hypothesis $v \neq \varepsilon$. Therefore there exists $w \in A^{*}$ such that $v=b w$ with $b \neq a$. Since $b w$ is a subword of $a u, b w$ also is a subword of $u$. Consequently $z=b w \prec u$ and $z \in b\left(b^{-1} S_{\min }(L)\right)$.

Lemma 5.8. Let $L$ be a shuffle ideal distinct of $A^{*}, a \in A$ and

$$
K=\left(a^{-1} S_{\min }(L) \cup \bigcup_{b \neq a} b\left(b^{-1} S_{\min }(L)\right)\right)
$$

We have $a^{-1} L=K$ ш $A^{*}$.
Proof. If $u \in a^{-1} L$, then, by Lemma 5.7, there exists $z \in K$ such that $z \prec u$. Thus $u \in K \amalg A^{*}$.

If $u \in K \amalg A^{*}$, then there exists $v \in K$ such that $v \prec u$. By Lemma 5.6, $v \in a^{-1} L$. Since $a^{-1} L$ is a shuffle ideal, we have $u \in a^{-1} L$, proving the lemma.

The next proposition provides a recursive and constructive method to compute $\phi_{L}(u)$ when $S_{\min }(L)$ is known:

Proposition 5.9. Let $L$ be a language. We have $\phi_{L}(\varepsilon)=S_{\min }(L)$ and, for all $u \in A^{*}$ and $a \in A$, if $\phi_{L}(u) \neq\{\varepsilon\}$, then

$$
\phi_{L}(u a)=S_{\min }\left(a^{-1} \phi_{L}(u) \cup \bigcup_{b \in A \backslash\{a\}} b\left(b^{-1} \phi_{L}(u)\right)\right) .
$$

Proof. According to the definition of $\phi_{L}, \phi_{L}(\varepsilon)=S_{\min }\left(L \amalg A^{*}\right)$. But, by definition of $S_{\min }, S_{\min }\left(L \amalg A^{*}\right)=S_{\min }(L)$. Thus $\phi_{L}(\varepsilon)=S_{\min }(L)$.

Assume that $\phi_{L}(u) \neq\{\varepsilon\}$. Then $u^{-1}\left(L \amalg A^{*}\right) \neq A^{*}$. Moreover, by Proposition 1.3, $u^{-1}\left(L \amalg A^{*}\right)$ is a shuffle ideal. Thus, by Lemma 5.8, we have

$$
\begin{aligned}
& a^{-1} u^{-1}\left(L \amalg A^{*}\right)= \\
& \\
& \qquad\left(a^{-1} S_{\min }\left(u^{-1}\left(L \amalg A^{*}\right)\right) \cup \bigcup_{b \neq a} b\left(b^{-1} S_{\min }\left(u^{-1}\left(L \amalg A^{*}\right)\right)\right)\right) \amalg A^{*} .
\end{aligned}
$$

By definition of $\phi_{L}$, it follows that

$$
\phi_{L}(u a)=S_{\min }\left(a^{-1} \phi_{L}(u) \cup \bigcup_{b \in A \backslash\{a\}} b\left(b^{-1} \phi_{L}(u)\right)\right)
$$

Moreover, if $\phi_{L}(u)=\{\varepsilon\}$, then $u^{-1}\left(L \amalg A^{*}\right)=A^{*}$. Consequently, for evrey $a \in A, \phi_{L}(u a)=S_{\min }\left(a^{-1} u^{-1}\left(L \amalg A^{*}\right)\right)=S_{\min }\left(a^{-1} A^{*}\right)=S_{\min }\left(A^{*}\right)=\{\varepsilon\}$.

For example, consider the language $L$ given by the following automaton:


By Lemma 3.5, the shuffle ideal generated by $L$ is also generated by the words of $L$ of length less than or equal to 6 . Consequenlty $S_{\min }(L)=S_{\min }(\{b a b, b b a, a a b a$, $a a a b, b a b a b, b a b b a, b b a a b a, b b a a a b, b a b a b a, b a b a a b, a a a b a b, a a a b b a, b a a a a b, b a a a b a\})$. Now, according to Proposition 5.4, one has $S_{\min }(L)=\{b a b, b b a, a a b a, a a a b\}$.

By Proposition 5.9, we have

- $\phi_{L}(\varepsilon)=\{b a b, b b a, a a b a, a a a b\} ;$
- $\phi_{L}(a)=S_{\text {min }}(\{a b a, a a b, b a b, b b a\})=\{a b a, a a b, b a b, b b a\} ;$
- $\phi_{L}(b)=S_{\min }(\{a b, b a, a a b a, a a a b\})=\{a b, b a\} ;$
- $\phi_{L}(a a)=S_{\min }(\{a b, b a, b a b, b b a\})=\{a b, b a\} ;$
- $\phi_{L}(a b)=S_{\min }(\{b a, a b, a b a, a a b\})=\{a b, b a\} ;$
- $\phi_{L}(b a)=\phi_{L}(a a a)=\phi_{L}(a b a)=S_{\min }(\{b, b a\})=\{b\} ;$
- $\phi_{L}(b b)=\phi_{L}(a a b)=\phi_{L}(a b b)=S_{\min }(\{a, a b\})=\{a\}$;
- For all $k>0 ; \phi_{L}\left(b a a^{k}\right)=\phi_{L}\left(a^{k+3}\right)=\phi_{L}\left(a b a a^{k}\right)=S_{\min }(\{b\})=\{b\} ;$
- For all $k>0 ; \phi_{L}\left(b b b^{k}\right)=\phi_{L}\left(a a b b^{k}\right)=\phi_{L}\left(a b b b^{k}\right)=S_{\min }(\{a\})=\{a\} ;$
- For all $k>0$ and for all $u \in A^{*} ; \phi_{L}\left(b a a^{k} b u\right)=\phi_{L}\left(a^{k+3} b u\right)=\phi_{L}\left(a b a a^{k} b u\right)=$ $S_{\text {min }}(\{\varepsilon\})=\{\varepsilon\} ;$
- For all $k>0$ and for all $u \in A^{*} ; \phi_{L}\left(b b b^{k} a u\right)=\phi_{L}\left(a a b b^{k} a u\right)=\phi_{L}\left(a b b b^{k} a u\right)=$ $S_{\text {min }}(\{\varepsilon\})=\{e\} ;$
- For all $u \in A^{*} ; \phi_{L}(b a b u)=\phi_{L}(b b a u)=S_{\min }(\{\varepsilon\})=\{\varepsilon\}$.

It follows that $\mathcal{A}_{L}$ is the following automaton:


We introduce the following invariant:

$$
U(n)=\max _{L: m(L) \leq n}\left[m\left(L \amalg A^{*}\right)\right] .
$$

Proposition 5.10. One has $U(n)=O\left(2^{n}\right)$ and $U(n)=\Omega\left(\left(\frac{n}{|A|}\right)^{|A|}\right)$.
Proof. Let $\mathcal{A}$ be an $n$-state minimal automaton. The automaton Saturate $(\mathcal{A})$ has also $n$ states and accepts $L(\mathcal{A}) \amalg A^{*}$. It follows that $m\left(L(\mathcal{A}) \amalg A^{*}\right) \leq 2^{n}$. Consequently $U(n)=O\left(2^{n}\right)$.

Consider now the language $L=\bigcup_{a \in A}\left\{a^{N}\right\}$. One has $m(L)=(N-1)|A|+2$. Let $A=\left\{a_{1}, a_{2}, \cdots, a_{n}\right\}$. We claim that if $\left(k_{1}, k_{2}, \cdots, k_{n}\right)$ and $\left(\ell_{1}, \ell_{2}, \cdots, \ell_{n}\right)$ are two distinct $n$-tuples of positive integers less than or equal to $N-1$, then

$$
\left(a_{1}^{k_{1}} a_{2}^{k_{2}} \cdots a_{n}^{k_{n}}\right)^{-1}\left(L \amalg A^{*}\right) \neq\left(a_{1}^{\ell_{1}} a_{2}^{\ell_{2}} \cdots a_{n}^{\ell_{n}}\right)^{-1}\left(L \amalg A^{*}\right)
$$

Indeed, assume for example that $k_{i}>\ell_{i}$. Then $a_{i}^{N-\ell_{i}}$ belongs to the second quotient and not to the first one, proving the claim. It follows that

$$
m\left(L \amalg A^{*}\right) \geq(N-1)^{|A|}
$$

Consequently, one has $U(n)=\Omega\left(\left(\frac{n}{|A|}\right)^{|A|}\right)$.
Proposition 5.11. If $|A| \geq 2$, then $U(n)=\Omega\left(r^{\sqrt{n}}\right)$, where $r=\left(\frac{1+\sqrt{5}}{2}\right)^{\frac{\sqrt{2}}{2}} \geq 1.39$.
Proof. Let $a$ and $b$ be two distinct letters of $A$ and $n \geq 4$. If $u$ is a word on $A$, we denote by $u^{R}$ its reverse (i.e. the word obtained by reading $u$ from the right to the left) and by $|u|_{a}$ (resp. $|u|_{b}$ ) the number of $a$ (resp. $b$ ) in $u$. We consider the following languages:

$$
L=\left\{u u^{R}\left|u \in\{a, b\}^{*},|u|_{a}=1,|u|=n\right\} \quad \text { and } \quad K=L \amalg A^{*} .\right.
$$

Since $|L|=n$ and since each word of $L$ has length $2 n$ we have $m(L) \leq 2 n^{2}$.
Now we prove that $m(K) \geq \frac{1}{7}\left(\frac{1+\sqrt{5}}{2}\right)^{n}$. Let $u$ and $v$ be two distinct words of $\{a, b\}^{*} \cap\left(\{a, b\}^{*} a a\{a, b\}^{*}\right)^{c}$ such that $|u|=|v|=n$ and $|u|_{a} \geq 2$ and $|v|_{a} \geq 2$. We claim that $u^{-1} K \neq v^{-1} K$. We may assume that $|u|_{b} \geq|v|_{b}$. One of the following cases arises:
$|u|_{b}>|v|_{b}$ : let $w=b^{n-1-|u|_{b}} a a b^{n-1} \in\left(b^{|u|_{b}}\right)^{-1} L$. Since $b^{|u|_{b}} w \in L, u w \in L$ ש $A^{*}$. Thus $w \in u^{-1} K$. Assume that $w \in v^{-1} K$. Then, $v w \in L ш A^{*}$. Thus there exists $z \prec v w$ such that $z \in L$. Consequently $|z|_{b}=2 n-2$. It follows that $|v w|_{b} \geq 2 n-2$. Therefore $|v|_{b} \geq 2 n-2-|w|_{b}=|u|_{b}$, a contradiction;
$|u|_{b}=|v|_{b}:$ since $u \neq v$, there exist $w, u_{0}$ and $v_{0}$ such that $u=w b u_{0}$ and $v=w a v_{0}$. The word $b^{|w|_{b}} a b^{|u|_{b}-|w|_{b}}$ is a subword of $v$. Let $s=$ $b^{2 n-2-|u|_{b}-|w|_{b}} a b^{|w|_{b}}$. Since $b^{|w|_{b}} a b^{|u|_{b}-|w|_{b}} s \in L, s \in v^{-1} K$. Assume that $s \in u^{-1} K$. There exists a subword $z$ of us such that $z \in L$. Since $z \in L, z$ is of the form $b^{i} a b^{2 n-2-2 i} a b^{i}$.


But $|u s|_{b}=2 n-2=|z|_{b}$, thus, since $z \prec u s, z$ is obtained from $u s$ only by deleting some $a$ 's.

Since $|u s|_{b}=|z|_{b}$, if the second $a$ of $z$ corresponds to the last $a$ of $u s$, then $i=|w|_{b}$; otherwise $i \geq 2 n-2-|u|_{b}$, which is not possible since $i \leq n-1(z \in L)$ and since $|u|_{b} \leq|u|-2 \leq n-2$. Thus $i=|w|_{b}$. Now, two cases arise:
$w \neq \varepsilon$ : since $v$ does not contain the factor $a a$, the last letter of $w$ is $b$. If the first $a$ of $z$ corresponds to an $a$ of $w$, then $i<|w|_{b}$; otherwise $i>|w|_{b}$, a contradiction;
$w=\varepsilon$ : in this case, $u s=b u_{0} b^{2 n-2-|u|_{b}} a$. Since $z$ is obtained from $u s$ only by deleting some $a$ 's, the first letter of $z$ is a $b$. But we proved that $i=|w|_{b}$, thus $z=a b^{2 n-2} a$, a contradiction.

Now we evaluate $\left|\left(\{a, b\}^{*} a a\{a, b\}^{*}\right)^{c} \cap\{a, b\}^{*} a\{a, b\}^{*} a\{a, b\}^{*} \cap\{a, b\}^{n}\right|$. For $d \in$ $\{a, b\}$, let

$$
R_{n}(d)=\left(\{a, b\}^{*} a a\{a, b\}^{*}\right)^{c} \cap\{a, b\}^{*} a\{a, b\}^{*} a\{a, b\}^{*} \cap\{a, b\}^{n} \cap\{a, b\}^{*} d
$$

We have $R_{n}(b) a \subseteq R_{n+1}(a)$ and $R_{n+1}(b)=R_{n}(a) b \cup R_{n}(b) b$ (this union is disjoint). Consequently,

$$
\begin{align*}
\left|R_{n+1}(b)\right| & =\left|R_{n}(a) b\right|+\left|R_{n}(b) b\right| \\
& =\left|R_{n}(a)\right|+\left|R_{n}(b)\right| \\
& \geq\left|R_{n-1}(b) a\right|+\left|R_{n}(b)\right| \\
& \geq\left|R_{n-1}(b)\right|+\left|R_{n}(b)\right| . \tag{*}
\end{align*}
$$

Since

$$
\left|R_{4}(b)\right|=|\{a b a b\}|=1 \geq \frac{1}{7}\left(\frac{1+\sqrt{5}}{2}\right)^{4} \approx 0.98
$$

and since

$$
\left|R_{5}(b)\right|=|\{a b a b b, b a b a b, a b b a b\}|=3 \geq \frac{1}{7}\left(\frac{1+\sqrt{5}}{2}\right)^{5} \approx 1.58
$$

we have, for all $n \geq 4, R_{n}(b) \geq \frac{1}{7}\left(\frac{1+\sqrt{5}}{2}\right)^{n}$. Indeed this result holds for $n=4$ and $n=5$. Moreover, by induction, for all $n \geq 5$,

$$
\begin{aligned}
\left|R_{n+1}(b)\right| & \geq\left|R_{n-1}(b)\right|+\left|R_{n}(b)\right| \quad(\text { by }(*)) \\
& \geq \frac{1}{7}\left(\frac{1+\sqrt{5}}{2}\right)^{n-1}+\frac{1}{7}\left(\frac{1+\sqrt{5}}{2}\right)^{n} \quad(\text { by induction) } \\
& \geq \frac{1}{7}\left(\frac{1+\sqrt{5}}{2}\right)^{n-1}\left(1+\left(\frac{1+\sqrt{5}}{2}\right)\right) \\
& =\frac{1}{7}\left(\frac{1+\sqrt{5}}{2}\right)^{n-1}\left(\frac{1+\sqrt{5}}{2}\right)^{2} \\
& =\frac{1}{7}\left(\frac{1+\sqrt{5}}{2}\right)^{n+1} .
\end{aligned}
$$

It follows that $m(K) \geq \frac{1}{7}\left(\frac{1+\sqrt{5}}{2}\right)^{n}$.
Since $U(n)$ is an increasing function and since $m(L) \leq 2 n^{2}$, we have

$$
U(n)=\Omega\left(r^{\sqrt{n}}\right)
$$

### 5.2. UnION AND INTERSECTION OF SHUFFLE IDEALS

Proposition 5.12. For all $n, m \geq 0$ it holds that

$$
\max _{L_{1}, L_{2}} \text { shuffle ideals }\left\{m\left(L_{1} \cup L_{2}\right) \mid m\left(L_{1}\right) \leq n, m\left(L_{2}\right) \leq m\right\}=\Theta(m n)
$$

Proof. It is a general result for regular languages that $m\left(L_{1} \cup L_{2}\right) \leq m\left(L_{1}\right) m\left(L_{2}\right)$.
For the lower bound consider the languages $L_{1}=a^{n} \amalg A^{*}$ and $L_{2}=b^{m} ш A^{*}$. One has $m\left(L_{1}\right)=n+1$ and $m\left(L_{2}\right)=m+1$.

Let $k, k^{\prime} \in\{0, \ldots, n-1\}$ and $\ell, \ell^{\prime} \in\{0, \ldots, m-1\}$. Assume that $(k, \ell) \neq\left(k^{\prime}, \ell^{\prime}\right)$. One has, for example, $k>k^{\prime}$. In this case,

$$
a^{n-k} \in\left(a^{k} b^{\ell}\right)^{-1}\left(L_{1} \cup L_{2}\right) \quad \text { and } \quad a^{n-k} \notin\left(a^{k^{\prime}} b^{\ell^{\prime}}\right)^{-1}\left(L_{1} \cup L_{2}\right)
$$

It follows that $L_{1} \cup L_{2}$ has at least $m n$ right quotients. It follows that $m\left(L_{1} \cup L_{2}\right) \geq m n$.
Proposition 5.13. For all $n, m \geq 0$ it holds that

$$
\max _{L_{1}, L_{2} \text { shuffle ideals }}\left\{m\left(L_{1} \cap L_{2}\right) \mid m\left(L_{1}\right) \leq n, m\left(L_{2}\right) \leq m\right\}=\Theta(m n)
$$

Proof. It is a general result for regular languages that $m\left(L_{1} \cap L_{2}\right) \leq m\left(L_{1}\right) m\left(L_{2}\right)$.
For the lower bound consider the languages $L_{1}=a^{n} \amalg A^{*}$ and $L_{2}=b^{m} ш A^{*}$. One has $m\left(L_{1}\right)=n+1$ and $m\left(L_{2}\right)=m+1$. Let $k, k^{\prime} \in\{1, \ldots, n\}$ and $\ell, \ell^{\prime} \in$ $\{1, \ldots, m\}$. Assume that $(k, \ell) \neq\left(k^{\prime}, \ell^{\prime}\right)$. One has, for example, $k>k^{\prime}$. In this case,

$$
a^{n-k} b^{m-\ell} \in\left(a^{k} b^{\ell}\right)^{-1}\left(L_{1} \cap L_{2}\right) \quad \text { and } \quad a^{n-k} b^{m-\ell} \notin\left(a^{k^{\prime}} b^{\ell^{\prime}}\right)^{-1}\left(L_{1} \cap L_{2}\right)
$$

It follows that $L_{1} \cap L_{2}$ has at least $m n$ right quotients. Consequently $m\left(L_{1} \cap L_{2}\right)$ $\geq m n$.

### 5.3. Product and star of shuffle ideals

Proposition 5.14. If $L$ is a shuffle ideal, then $m\left(L^{*}\right) \leq m(L)+1$.
Proof. We claim that $L^{2} \subseteq L$. Indeed if $u \in L^{2}$, one has $u=v w$ with $v \in L$ and $w \in L$. It follows that $u \in v \amalg A^{*} \subseteq L$, proving the claim.

By a direct induction, one can prove that $L^{*}=\{\varepsilon\} \cup L$. Let $\mathcal{A}=(Q, A, E, i, F)$ be the minimal automaton of $L$ and $p \notin Q$. The automaton $\mathcal{A}^{\prime}=\left(Q^{\prime}, A, E^{\prime}, p, F^{\prime}\right)$ where

$$
\begin{aligned}
& \text { - } Q^{\prime}=Q \cup\{p\} ; \\
& \text { - } E^{\prime}=E \cup\{(p, a, q) \mid(i, a, q) \in E\} \\
& \text { - } F^{\prime}=F \cup\{p\}
\end{aligned}
$$

accepts $L \cup\{\varepsilon\}$, is deterministic and has $m(L)+1$ states. It follows that $m\left(L^{*}\right)$ $\leq m(L)+1$.

We may have $m\left(L^{*}\right)<m(L)$. For example, if $L=A^{*} a A^{*} \cup A^{*} b A^{*}$ and if $A=\{a, b\}$, then $m(L)=2$. But $L^{*}=A^{*}$ and so $m\left(L^{*}\right)=1$.

Proposition 5.15. If $L_{1}$ and $L_{2}$ are non empty shuffle ideals, then

$$
m\left(L_{1} L_{2}\right)=m\left(L_{1}\right)+m\left(L_{2}\right)-1
$$

Proof. Recall that by Lemma 5.2, the minimal automaton of a shuffle ideal has a unique final state. Now let $\mathcal{A}_{1}=\left(Q_{1}, A, E_{1}, i_{1}, f_{1}\right)$ and $\mathcal{A}_{2}=\left(Q_{2}, A, E_{2}, i_{2}, f_{2}\right)$ be the minimal automata of $L_{1}$ and $L_{2}$. We may assume that $Q_{1} \cap Q_{2}=\emptyset$. Let

$$
\mathcal{A}_{3}=\left(Q_{1} \cup Q_{2} \backslash\left\{i_{2}\right\}, A, E_{3}, i_{1}, f_{2}\right)
$$

where

$$
\begin{aligned}
E_{3}= & E_{1} \backslash\left\{\left(f_{1}, a, p\right) \mid\left(f_{1}, a, p\right) \in E_{1}\right\} \\
& \cup E_{2} \backslash\left\{\left(i_{2}, a, p\right) \mid\left(i_{2}, a, p\right) \in E_{2}\right\} \\
& \cup\left\{\left(f_{1}, a, p\right) \mid\left(i_{2}, a, p\right) \in E_{2}\right\} .
\end{aligned}
$$

We claim that $\mathcal{A}_{3}$ is the minimal automaton of $L_{1} L_{2}$.

- By construction, $\mathcal{A}_{3}$ is deterministic.
- By construction $L\left(\mathcal{A}_{3}\right) \subseteq L_{1} L_{2}$. Let $u=v w \in L_{1} L_{2}$, with $v \in L_{1}$ and $w \in L_{2}$ and let $v^{\prime}$ be the shortest prefix of $v$ which is in $L_{1}$. We have $u=v^{\prime} z w$ with $v=v^{\prime} z$. Since $L_{2}$ is a shuffle ideal, $w^{\prime}=z w \in L_{2}$. By construction, one can read $v^{\prime}$ in $\mathcal{A}_{1}$ by using transitions in $E_{1} \backslash\left\{\left(f_{1}, a, p\right) \mid\left(f_{1}, a, p\right) \in E_{1}\right\}$. It follows that $v^{\prime} w^{\prime} \in L\left(\mathcal{A}_{3}\right)$, proving that $L\left(\mathcal{A}_{3}\right)=L_{1} L_{2}$.
- Now we shall prove that $\mathcal{A}_{3}$ is minimal. Let $p$ and $q$ be two states of $\mathcal{A}_{3}$ such that $p \cdot u=f_{2}$ if and only if $q \cdot u=f_{2}$ for all $u \in A^{*}$. The following cases arise:
case (1): $p$ and $q$ are in $Q_{2} \cup\left\{f_{1}\right\}$. Since $\mathcal{A}_{2}$ is minimal, $p=q$;
case (2): $p \in Q_{1}$ and $q=f_{1}$. Let $v$ be a word of $L_{2}$ of minimal length. We have $q \cdot v=f_{2}$. Thus $p \cdot v=f_{2}$. Since all paths from $p$ to $f_{2}$ go through $q$ and by the minimality of $v, p \cdot v=f_{2}$ implies $p=q$;
case (3): $p$ and $q$ are both in $Q_{1}$. Assume that there exists $u$ such that $p \cdot u=f_{1}$ and $q \cdot u \neq f_{1}$. If $q \cdot u \in Q_{1}$ we are in case (2) and $p=q$. If $q \cdot u \in Q_{2}$ we are in case (1) and $p=q$. Now if $p \cdot u=f_{1}$ if and only if $q \cdot u=f_{1}$, we have $p=q$ by minimality of $\mathcal{A}_{1}$;
case (4): $p \in Q_{1}$ and $q \in Q_{2}$. Let $v$ be a word such that $p \cdot v=f_{1}$. Using case (1), we have $q \cdot v=f_{1}$. Hence, by Proposition 5.1, we have $q=f_{1}$. Now, using case (2), we have $p=q$.
It follows that $p=q$, proving that $\mathcal{A}_{3}$ is minimal.


## 6. Shuffle ideals and Linear temporal logic

In this section we first present a temporal logic characterization of shuffle ideals. Next we study the expressive power of this fragment of temporal logic over infinite words.

### 6.1. Temporal logic on finite words

Linear temporal logic (LTL for short) on an alphabet $A$ is defined as follows [22]. The vocabulary consists of
(1) an atomic proposition $p_{a}$ for each letter $a \in A$ and the atomic propositions true and false;
(2) connectives $\vee$ and $\neg$;
(3) temporal operators X ("next"); $\mathcal{U}$ ("until");
and the formulas are constructed according to the rules
(1) atomic propositions are formulas;
(2) if $\varphi$ and $\psi$ are formulas, so are $\varphi \vee \psi, \neg \varphi, \mathrm{X} \varphi, \varphi \mathcal{U} \psi$.

The semantics is defined by induction. Given a word $u \in A^{+}$, and $n \in\{1, \ldots,|u|\}$, we say that $u$ satisfies $\varphi$ at position $n$ (denoted $(u, n) \models \varphi)$ as follows
(1) $(u, n) \models p_{a}$ if the $n$-th letter $u(n)$ of $u$ is an $a$;
(2) $(u, n) \models \varphi \vee \psi$ if $(u, n) \models \varphi$ or $(u, n) \models \psi$;
(3) $(u, n) \models \neg \varphi$ if ( $u, n$ ) does not satisfy $\varphi$;
(4) $(u, n) \models \mathrm{X} \varphi$ if $n<|u|$ and $(u, n+1) \models \varphi$;
(5) $(u, n) \models \varphi \mathcal{U} \psi$ if there exists $m$ such that $n \leq m \leq|u|,(u, m) \models \psi$ and, for every $k$ such that $n \leq k<m,(u, k) \models \varphi$.
Moreover, for all $u \in A^{+}$and all $n \in\{1, \ldots,|u|\}$ we have $(u, n) \models$ true and ( $u, n$ ) does not satisfy false.

Finally, we denote by $L(\varphi)$ the language of words $u$ such that $(u, 1)$ satisfies $\varphi$. It is known $[8,14,15,20]$ that a language $L$ is LTL-definable (i.e. there exists a LTL formula $\varphi$ such that $L=L(\varphi)$ ) if and only if $L$ is star-free. Reference [6] also gives a characterization of languages accepted by LTL formulas defined without the symbol $\mathcal{U}$.

Now we give a temporal logic characterization of shuffle ideals. For each letter $a$, we define a new temporal operator $\mathrm{F}_{a}$ and we define SLTL (Shuffle Linear Temporal Logic) formulas according to the rules
(1) true is a SLTL-formula;
(2) if $\varphi$ and $\psi$ are formulas, so are $\varphi \vee \psi, \varphi \wedge \psi, \mathrm{X} \varphi, \mathrm{F} \varphi$ and $\mathrm{F}_{a} \varphi$.

The semantics is defined as for LTL and by letting:

$$
\begin{aligned}
& (u, n) \models \varphi \wedge \psi \text { if }(u, n) \models \neg(\neg \varphi \vee \neg \psi) ; \\
& (u, n) \models \mathrm{F} \varphi \text { if }(u, n) \models \operatorname{true} \mathcal{U} \varphi ; \\
& (u, n) \models \mathrm{F}_{a} \varphi \quad \text { if } \quad(u, n) \models \mathrm{F}\left(p_{a} \wedge(\mathrm{X} \varphi)\right) .
\end{aligned}
$$

A SLTL ${ }^{-}$-formula is a SLTL-formula that uses true and the operators $\vee$ and $\mathrm{F}_{a}$. A language $L$ is SLTL-definable [resp. SLTL--definable] if there exists a SLTLformula (resp. SLTL $^{-}$-formula) $\varphi$ such that $L=L(\varphi)$.

Theorem 6.1. Let $L \subseteq A^{+}$. The following assertions are equivalent.
(1) L is SLTL-definable.
(2) $L$ is $S L T L^{-}$-definable.
(3) $L$ is a shuffle ideal.

To prove this theorem we need the following lemma:
Lemma 6.2. If $L$ is a shuffle ideal, then $A L$ and $A^{*} L$ are shuffle ideals.
Proof. Since the product of two shuffle ideals is a shuffle ideal, $A^{*} L$ is a shuffle ideal.

Since $A A^{*}=A^{*} A A^{*}$, by Theorem $1.2, A L$ is a shuffle ideal. The same argument holds for $L A$.

We can now prove Theorem 6.1.

Proof. It is clear that (2) implies (1).
Now we shall prove that (1) implies (3). Let $\psi$ be a SLTL-formula. We prove by induction on $\psi$ that $L(\psi)$ is a shuffle ideal.

- $L$ (true $)=A^{+}=A^{*} A A^{*}$ is a shuffle ideal.
- If $\psi=\varphi_{1} \vee \varphi_{2}$ (resp. $\psi=\varphi_{1} \wedge \varphi_{2}$ ) where $L\left(\varphi_{1}\right)$ and $L\left(\varphi_{2}\right)$ are shuffle ideals, then $L(\psi)$ is a shuffle ideal because the union (resp. intersection) of two shuffle ideals is a shuffle ideal.
- If $\psi=\mathrm{F} \varphi$ where $L(\varphi)$ is a shuffle ideal, then $L(\psi)=A^{*} L(\varphi)$ is a shuffle ideal (by Lem. 6.2).
- If $\psi=\mathrm{X} \varphi$ where $L(\varphi)$ is a shuffle ideal, then $L(\psi)=A L(\varphi)$ is a shuffle ideal (by Lem. 6.2).
- If $\psi=\mathrm{F}_{a} \varphi$ where $L(\varphi)$ is a shuffle ideal, then $L(\psi)=A^{*}\left(a A^{*} \cap A L(\varphi)\right)=$ $A^{*} a L(\varphi)$ is a shuffle ideal.
To finish the proof, we prove that (3) implies (2). Let $a$ be in $A$. We have $L\left(\mathrm{~F}_{a}\right.$ true $)=A^{*} a A^{*}$. By a direct induction we have

$$
L\left(\mathrm{~F}_{a_{1}} \mathrm{~F}_{a_{2}} \cdots \mathrm{~F}_{a_{k}} \text { true }\right)=A^{*} a_{1} A^{*} a_{2} A^{*} \cdots A^{*} a_{k} A^{*}
$$

It follows that every shuffle ideal of $A^{+}$is SLTL ${ }^{-}$-definable.

The above proof is constructive: given a shuffle ideal by a polynomial rational expression, one can compute a SLTL--formula representing it, and given a SLTLformula one can construct the shuffle ideal it represents.

### 6.2. TEMPORAL LOGIC OVER INFINITE WORDS

One can also define a semantic for LTL for infinite words. If $\sigma$ is an infinite word, we denote by $\sigma(i)$ its $i$-th letter. The semantic for LTL is the following:
(1) $(\sigma, n) \models p_{a}$ if $\sigma(n)=a$. Moreover $(\sigma, n) \models$ true and $(\sigma, n)$ does not satisfy false;
(2) $(\sigma, n) \models \varphi \vee \psi$ if $(\sigma, n) \models \varphi$ or $(\sigma, n) \models \psi$;
(3) $(\sigma, n) \models \neg \varphi$ if ( $\sigma, n$ ) does not satisfy $\varphi$;
(4) $(\sigma, n) \models \mathrm{X} \varphi$ if $(\sigma, n+1) \models \varphi$;
(5) $(\sigma, n) \models \varphi \mathcal{U} \psi$ if there exists $m$ such that $n \leq m,(\sigma, m) \vDash \psi$ and, for every $k$ such that $n \leq k<m,(\sigma, k) \models \varphi$;
Finally, we denote by $L_{\omega}(\varphi)$ the language of infinite words $\sigma$ such that $(\sigma, 1)$ satisfies $\varphi$. As for languages of finite words, we say that an $\omega$-language $L$ is SLTL (resp. SLTL ${ }^{-}$) recognizable if there exists a SLTL-formula (resp. a SLTL ${ }^{-}$formula) $\varphi$ such that $L=L_{\omega}(\varphi)$.

Proposition 6.3. Let $\psi$ be a SLTL-formula. Then

$$
L_{\omega}(\psi)=L(\psi) A^{\omega} .
$$

Proof. We proceed by induction on the formula $\psi$.

- $L_{\omega}($ true $)=A^{\omega}=A^{*} A^{\omega}=L($ true $) A^{\omega}$.
- If $\psi=\varphi_{1} \vee \varphi_{2}$ where $L_{\omega}\left(\varphi_{1}\right)=L\left(\varphi_{1}\right) A^{\omega}$ and $L_{\omega}\left(\varphi_{2}\right)=L\left(\varphi_{2}\right) A^{\omega}$, then $L_{\omega}(\psi)=L_{\omega}\left(\varphi_{1}\right) \cup L_{\omega}\left(\varphi_{2}\right)=L\left(\varphi_{1}\right) A^{\omega} \cup L\left(\varphi_{2}\right) A^{\omega}=\left(L\left(\varphi_{1}\right) \cup L\left(\varphi_{2}\right)\right) A^{\omega}=$ $L(\psi) A^{\omega}$.
- If $\psi=\mathrm{F} \varphi$ where $L_{\omega}(\varphi)=L(\varphi) A^{\omega}$, then $L_{\omega}(\psi)=A^{*} L_{\omega}(\varphi)=A^{*} L(\varphi) A^{\omega}=$ $L(\mathrm{~F} \varphi) A^{\omega}=L(\psi) A^{\omega}$.
- If $\psi=\mathrm{X} \varphi$ where $L_{\omega}(\varphi)=L(\varphi) A^{\omega}$, then $L_{\omega}(\psi)=A L_{\omega}(\varphi)=A L(\varphi) A^{\omega}=$ $L(\mathrm{X} \varphi) A^{\omega}=L(\psi) A^{\omega}$.
- If $\psi=\varphi_{1} \wedge \varphi_{2}$ where $L_{\omega}\left(\varphi_{1}\right)=L\left(\varphi_{1}\right) A^{\omega}$ and $L_{\omega}\left(\varphi_{2}\right)=L\left(\varphi_{2}\right) A^{\omega}$, then $L_{\omega}(\psi)=L_{\omega}\left(\varphi_{1}\right) \cap L_{\omega}\left(\varphi_{2}\right)=L\left(\varphi_{1}\right) A^{\omega} \cap L\left(\varphi_{2}\right) A^{\omega}=\left[L\left(\varphi_{1}\right) A^{*} \cap L\left(\varphi_{2}\right)\right] A^{\omega} \cup$ $\left[L\left(\varphi_{1}\right) \cap L\left(\varphi_{2}\right) A^{*}\right] A^{\omega}$. But $L\left(\varphi_{1}\right) A^{*}=L\left(\varphi_{1}\right)$ and $L\left(\varphi_{2}\right) A^{*}=L\left(\varphi_{2}\right)$. Consequently $L_{\omega}(\psi)=L(\psi) A^{\omega}$.
- If $\psi=\mathrm{F}_{a} \varphi$ where $L_{\omega}(\varphi)=L(\varphi) A^{\omega}$, then $L_{\omega}(\psi)=A^{*} L_{\omega}\left(p_{a} \wedge \mathrm{X} \varphi\right)=$ $A^{*} a L_{\omega}(\varphi)=A^{*} a L(\varphi) A^{\omega}=L\left(\mathrm{~F}_{a} \varphi\right) A^{\omega}=L(\psi) A^{\omega}$.

Lemma 6.4. Let $\mathcal{A}=(Q, A, E, I, F)$ be a saturated automaton. We have

$$
L_{\omega}(\mathcal{A})=L(\mathcal{A}) A^{\omega}
$$

Proof. For an automaton we always have $L_{\omega}(\mathcal{A}) \subseteq L(\mathcal{A}) A^{\omega}$.
Let $u$ be in $L(\mathcal{A})$ and $\sigma$ in $A^{\omega}$. There exist $i \in I$ and $f \in F$ such that $f \in i \cdot u$. Since $\mathcal{A}$ is saturated, for each prefix $s$ of $\sigma, f \in i \cdot u s$. Consequently $u \sigma \in L_{\omega}(\mathcal{A})$, proving that $L(\mathcal{A}) A^{\omega} \subseteq L_{\omega}(\mathcal{A})$.

Theorem 6.5. Let $K$ be an $\omega$-language of $A^{\omega}$. The following conditions are equivalent:
(1) $K$ is SLTL-recognizable;
(2) $K$ is $S L T L^{-}$-recognizable;
(3) There exists a shuffle ideal $L$ such that $K=L A^{\omega}$;
(4) $K$ is accepted by a locally trivial, saturated Büchi-automaton ;
(5) $K$ is accepted by a saturated Büchi-automaton.

Proof. By Theorem 6.1 and Proposition 6.3, (1) implies (3).
It is clear that (2) implies (1).
Now let $L$ be a shuffle ideal such that $K=L A^{\omega}$. By Theorem 6.1, there exists a SLTL $^{-}$-formula $\varphi$ such that $L=L(\varphi)$. Thus, by Proposition 6.3, $L_{\omega}(\varphi)=L A^{\omega}=$ $K$. Therefore, (3) implies (2).

The equivalence between $(3,4)$ and $(5)$ is a direct consequence of Lemma 6.4 and Theorem 2.1.
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