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DISTANCE DESERT AUTOMATA AND THE STAR
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Daniel Kirsten
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Abstract. We introduce the notion of nested distance desert au-
tomata as a joint generalization of distance automata and desert au-
tomata. We show that limitedness of nested distance desert automata
is PSPACE-complete. As an application, we show that it is decid-

able in 22O(n)
space whether the language accepted by an n-state non-

deterministic automaton is of a star height less than a given integer
h (concerning rational expressions with union, concatenation and it-
eration), which is the first ever complexity bound for the star height
problem.

Mathematics Subject Classification. 20M35, 68Q17, 68Q70.

1. Introduction

The star height problem was raised by Eggan in 1963 [6]: is there an algorithm
which computes the star height of recognizable languages? As Eggan, we con-
sider star height concerning rational expressions with union, concatenation, and
iteration in contrast to extended star height which also allows intersection and
complement. For several years, in particular after Cohen refuted some promising
ideas in 1970 [3], the star height problem was considered as the most difficult prob-
lem in the theory of recognizable languages, and it took 25 years until Hashiguchi
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showed the existence of such an algorithm which is one of the most important re-
sults in the theory of recognizable languages [13]. However, [13] is very difficult to
read, e.g., Pin commented “Hashiguchi’s solution for arbitrary star height relies on
a complicated induction, which makes the proof very difficult to follow.” [45]. The
entire proof stretches over [10–13], and Simon mentioned that it “takes more than
a hundred pages of very heavy combinatorial reasoning” to present Hashiguchi’s
solution in a self contained fashion [47]. Perrin wrote “the proof is very difficult to
understand and a lot remains to be done to make it a tutorial presentation” [40].

Hashiguchi’s solution to the star height problem yields an algorithm of non-
elementary complexity, and it remains open to deduce any upper complexity bound
from Hashiguchi’s approach (cf. [34], Annexe B).

Motivated by his research on the star height problem, Hashiguchi introduced
the notion of distance automata in 1982 [10,11]. Distance automata are nondeter-
ministic finite automata with a set of marked transitions. The weight of a path
is defined as the number of marked transitions in the path. The weight of a word
is the minimum of the weights of all successful paths of the word. Thus, dis-
tance automata compute mappings from the free monoid to the positive integers.
Hashiguchi showed that it is decidable whether a distance automaton is limited,
i.e., whether the range of the computed mapping is finite [10].

Distance automata and the more general weighted automata over the tropical
semiring became a fruitful concept in theoretical computer science with many ap-
plications beyond their impact for the decidability of the star height hierarchy [13],
e.g., they have been of crucial importance in the research on the star problem in
trace monoids [24, 37], but they are also of interest in industrial applications as
speech recognition [38], database theory [8], and image compression [4, 20]. Con-
sequently, distance automata and related concepts have been studied by many
researchers beside Hashiguchi, e.g., [14, 16, 25, 29, 33, 47, 49–51].

Bala and the author introduced independently the notion of desert automata
in [1, 21, 22]. Desert automata are nondeterministic finite automata with a set of
marked transitions. The weight of a path is defined as the length of a longest
subpath which does not contain a marked transition. The weight of a word is the
minimum of the weights of all successful paths of the word. The author showed
that limitedness of desert automata is decidable [21, 22]. As an application, Bala
and the author solved the so-called finite substitution problem which was open for
more than 10 years: given recognizable languagesK and L, it is decidable whether
there exists a finite substitution σ such that σ(K) = L [1, 21, 22].

Here, we introduce a joint generalization of distance automata and desert au-
tomata, the nested distance desert automata. By a generalization and further
development of approaches from [14,21–23,27,28,32,46,47,49], we show that lim-
itedness of nested distance desert automata is PSPACE-complete. To achieve the
decidability of limitedness in polynomial space we positively answer a question
from Leung’s Ph.D. Thesis [27] from 1987.

As an application of nested distance desert automata, we give a new proof and
the first ever complexity bound for the star height problem: given an integer h and
an n-state nondeterministic automaton A, it is decidable in 22O(n)

space whether
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the star height of the language of A is less than h. The complexity bound does not
depend on h because the star height of the language of an n-state nondeterministic
automaton cannot exceed n.

The paper is organized as follows. In Section 2, we state preliminary notions
and introduce nested distance desert automata. We present our main results
in Section 2.4. In Section 3, we get familiar with some algebraic and technical
foundations. In particular, we recall classic notions from ideal theory and the
notion of a consistent mapping and we develop a finite semiring to describe nested
distance desert automata in an algebraic fashion.

In Section 4, we develop two characterizations of unlimited nested distance
desert automata which generalize classic results for distance automata by
Hashiguchi, Leung, and Simon. One of these characterization utilizes Hashiguchi’s
so-called �-expressions [14]. The other characterization relies on a solution of a so-
called Burnside type problem which is similar to Leung’s and Simon’s approaches
to the limitedness of distance automata. It gives immediately the decidability
of limitedness of nested distance desert automata. To show the decidability of
limitedness in PSPACE, we develop some more ideas in Section 5.

In Section 6, we reduce the star height problem to the limitedness of nested
distance desert automata. Section 6 can be read independently of Sections 3–5.
In Section 7, we discuss our approach and point out some open questions.

The present paper is self-contained.

2. Overview

2.1. Preliminaries

Let N = {0, 1, . . .}. For finite sets M , we denote by |M | the number of elements
of M . If p belongs to some set M , then we denote by p both the element p and
the singleton set consisting of p. For sets M , we denote by P(M) the power set of
M , and we denote by Pne(M) the set of all non-empty subsets of M . We denote
the union of disjoint sets by .∪ .

A semigroup (S, ·) consists of a set S and a binary associative operation “·”.
Usually, we denote (S, ·) for short by S, and we denote the operation · by juxta-
position.

Let S be a semigroup. We call S commutative, if ab = ba for every a, b ∈ S. We
call S idempotent, if aa = a for every a ∈ S. We call an element 1 ∈ S an identity,
if we have for every a ∈ S, 1a = a1 = a. If S has an identity, then we call S a
monoid. We call an element 0 ∈ S a zero, if we have for every a ∈ S, a0 = 0a = 0.
There are at most one identity and at most one zero in a semigroup. We extend
the operation of S to subsets of S in the usual way.

For subsets T ⊆ S, we call the closure of T under the operation of S the
subsemigroup generated by T and denote it by 〈T 〉. If 〈T 〉 = T , then we call T a
subsemigroup of S.
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Let ≤ be a binary relation over some semigroup S. We call ≤ left stable (resp.
right stable) if for every a, b, c ∈ S with a ≤ b we have ca ≤ cb (resp. ac ≤ bc). We
call ≤ stable if it is both left stable and right stable.

A semiring (K,+, ·) consists of a set K and two binary operations + and ·
whereas (K,+) is a commutative monoid with an identity 0, (K, ·) is a semigroup
with zero 0, and the distributivity laws hold, i.e., for every a, b, c ∈ K, we have
a(b + c) = ab + ac and (b + c)a = ba + ca. Note that we do not require that a
semiring has an identity for “·”.

During the main part of the paper, we fix some n ≥ 1 which is used as the
dimension of matrices. Whenever we do not explicitly state the range of a variable,
then we assume that it ranges over the set {1, . . . , n}. For example, phrases
like “for every i, j” or “there is some l, such that” are understood as “for every
i, j ∈ {1, . . . , n}” resp. “there is some l ∈ {1, . . . , n}, such that”.

If (K,+, ·) is a semiring, then we denote by Kn×n the semiring of all n×n-
matrices over K equipped with matrix multiplication (defined by · and + as usual)
and componentwise operation +.

Let Σ be a finite set of symbols within the entire paper. We denote by Σ∗ the
free monoid over Σ, i.e., Σ∗ consists of all words over Σ with concatenation as
operation. We denote the empty word by ε. We denote by Σ+ the free semigroup
over Σ, i.e., Σ+ := Σ∗ \ε. For every w ∈ Σ∗, we denote by |w| the length of w. We
call subsets of Σ∗ languages. We call a word u a factor of a word w if w ∈ Σ∗uΣ∗.
Let u, v ∈ Σ∗, every factor of uv is the concatenation of a factor of u and a factor
of v. For instance, if u = aaab and v = bb, then the factor aa of uv = aaabbb is
the concatenation of aa and ε which are factors of u resp. v.

For L ⊆ Σ∗, let L∗ := L0∪L1∪· · · = ∪i∈NL
i and L+ := L1∪L2∪· · · = ∪i≥1L

i.
Note that regardless of L, we have L0 = {ε}. We call L∗ the iteration of L.

Note that M∗ is defined in two ways, depending on whether M is a set of
symbols or M is a language. However, we will use the notation M∗ in a way that
no confusion arises.

2.2. Classic automata

We recall some standard terminology in automata theory.
A (nondeterministic) automaton is a tuple A = [Q,E, I, F ] where

(1) Q is a finite set of states ,
(2) E ⊆ Q× Σ ×Q is a set of transitions, and
(3) I ⊆ Q, F ⊆ Q are sets called initial resp. accepting states.

Let k ≥ 1. A path π in A of length k is a sequence (q0, a1, q1) (q1, a2, q2) . . .
(qk−1, ak, qk) of transitions in E. We say that π starts at q0 and ends at qk. We
call the word a1 . . . ak the label of π. We denote |π| := k. As usual, we assume for
every q ∈ Q a path which starts and ends at q and is labeled with ε.

We call π successful if q0 ∈ I and qn ∈ F . For every 0 ≤ i ≤ j ≤ k, we denote
π(i, j) := (qi, ai, qi+1) . . . (qj−1, ai−1, qj) and call π(i, j) a factor of π. For every
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p, q ∈ Q and every w ∈ Σ∗, we denote by p w� q the set of all paths with the label
w which start at p and end at q.

We denote the language of A by L(A) and define it as the set of all words in
Σ∗ which are labels of successful paths. We call some L ⊆ Σ∗ recognizable, if L is
the language of some automaton. See, e.g., [2, 7, 52] for a survey on recognizable
languages.

The notion of a �-expression was introduced by Hashiguchi in 1990 [14]. Intu-
itively, �-expression provide a nested pumping technique. Every letter a ∈ Σ is a
�-expression. For �-expressions r and s, rs and r� are �-expressions.

Let r be a �-expression. For every k ≥ 1, r defines a word r(k) as follows: If r is
just a letter, then r(k) := r. For �-expressions r and s, we set rs(k) := r(k) · s(k).
Moreover, for every �-expression r, r�(k) yields the k-th power of r(k), i.e., we
define r�(k) :=

(
r(k)

)k.
The �-height of �-expressions is defined inductively. Letters are of �-height 0,

the �-height of rs is the maximum of the �-heights of r and s, and the �-height of
r� is the �-height of r plus 1.

2.3. Nested distance desert automata

Let h ≥ 0 be arbitrary and V := {∠0,�0,∠1,�1, . . . ,�h−1,∠h}. We define a
mapping ∆ : V ∗ → N in a tricky way. Before we define ∆ formally, we give
an intuitive explanation. We regard the numbers 0, . . . , h as colors. For every
0 ≤ g ≤ h, there are coins of color g which are called g-coins. We have some bag
to carry coins. The bag has exactly h + 1 partitions which are colored like the
coins. For every 0 ≤ g ≤ h, we can store g-coins in partition g, but we cannot
store g-coins in any other partition. The size of the bag is an integer d whereas we
can carry at most d 0-coins, d 1-coins, . . . , and d h-coins at the same time. Hence,
we can carry at most d(h+ 1) coins at the same time, but we cannot carry more
than d coins of one and the same color at the same time.

Imagine that we plan to walk along some word1 π ∈ V ∗, and we have a bag
of size d ∈ N. Initially, the bag is completely filled, i.e., there are d 0-coins, d
1-coins, . . . , and d h-coins in the bag. Let 0 ≤ g ≤ h be arbitrary. If we walk along
the letter ∠g, then we have to pay a g-coin but we can obtain coins which are
colored by a color less than g, i.e., we can fill up our bag with 0-coins, 1-coins, . . . ,
(g − 1)-coins. If we do not carry a g-coin in our bag, then we cannot walk along
the letter ∠g. We pronounce the letter ∠g as “péage g”. If we walk along �g, then
we need not to pay any coin but we can fill up our bag with 0-coins, 1-coins, . . . ,
g-coins. We pronounce �g as “water g”. This notion arose from earlier variants of
these automata in which � was considered as a source of water.

1Note that we utilize the letter π both to denote words over V but also to denote paths in
automata.
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Whenever we can obtain g-coins (at �g,∠g+1, . . . ,�h−1,∠h), then we can also
obtain 0, . . . , (g−1)-coins. However, at �g−1 and ∠g, we can obtain 0, . . . , (g−1)-
coins but we cannot obtain g-coins. Thus, g-coins are considered as more valuable
than (g − 1)-coins.

It depends on the size of the bag (and of course on the word) whether we can
walk along the entire word. We imagine ∆(π) as the least integer d such that we
can walk along the word π with a bag of size d.

We define ∆ formally. For every 0 ≤ g ≤ h, we consider every factor π′ of π in
which we cannot obtain g-coins. More precisely, we consider factors π′ of π with
π′ ∈ {∠0,�0, . . . ,∠g}∗ and count the number of occurrences of ∠g. This is the
number of g-coins which we need to walk along π′.

For 0 ≤ g ≤ h and π ∈ V ∗, let |π|g be the number of occurrences of the letter
∠g in π. Let

(1) ∆g(π) := max π′∈{∠0,�0,...,∠g}∗
π′ is a factor of π

|π′|g and

(2) ∆(π) := max0≤g≤h ∆g(π).
It is easy to see that ∆(π) ≤ |π|.

An h-nested distance desert automaton is a tuple A = [Q,E, I, F, θ] where
[Q,E, I, F ] is an automaton and θ : E → V .

Let A = [Q,E, I, F, θ] be an h-nested distance desert automaton. The notions of
a path, a successful path, the language of A, . . . are understood w.r.t. [Q,E, I, F ].
For every transition e ∈ E, we say that e is marked by θ(e). We extend θ to a
homomorphism θ : E∗ → V ∗. We define the semantics of A. For w ∈ Σ∗, let

∆A(w) := min
p∈ I, q ∈F, π ∈ p

w� q
∆(θ(π)).

We have ∆A(w) = ∞ iff w /∈ L(A). Hence, ∆A is a mapping ∆A : Σ∗ → N∪{∞}.
If there is a bound d ∈ N such that ∆A(w) ≤ d for every w ∈ L(A), then we

say that A is limited by d or for short A is limited. Otherwise, we call A unlimited.
Clearly, h-nested distance desert automata are a particular case of (h+1)-nested

distance desert automata.
For every 0-nested distance desert automaton A, we have ∆A(w) = |w| for

every w ∈ L(A). Hence, 0-nested distance desert automaton A is limited iff L(A)
is finite.

The subclass of 1-nested distance desert automata for which θ : E → {�0,∠1}
are exactly Hashiguchi’s distance automata [10]. If we consider the subclass of
1-nested distance desert automata with the restriction θ : E → {∠0,�0}, then we
recover the definition of desert automata due to Bala and the author [1, 21, 22].

2.4. Main results

A main result of the present paper is a two-fold characterization of unlimited
nested distance desert automata shown in Theorem 2.1, below. It generalizes
results and ideas on distance and desert automata by Hashiguchi, Leung, Simon,
and the author [14,21,22,27,28,32,46,47,49]. Our first characterization is algebraic.
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It generalizes corresponding characterizations of unlimited distance automata due
to Leung and Simon [27, 28, 32, 49] and unlimited desert automata due to the
author [21, 22].

Our second characterization generalizes another well-known characterization of
unlimited distance automata [14, 29, 32, 49] in terms of �-expressions which were
introduced by Hashiguchi in 1990 [14].

Theorem 2.1. Let h ∈ N. Let A = [Q,E, I, F, θ] be a h-nested distance desert
automaton. The following assertions are equivalent:

(1) A is unlimited.
(2) Let T := Ψ(Σ). There is a matrix a ∈ 〈T 〉� such that I · a · F = ω.
(3) There is a �-expression r of a �-height of at most (h + 1)|Q| such that

for every k ≥ 1, we have r(k) ∈ L(A), and for increasing integers k, the
weight ∆A

(
r(k)

)
is unbounded.

The algebraic concepts involved in assertion (2) in Theorem 2.1 will be explained
in Sections 3 and 4. At this point, it is not necessary to understand assertion (2).

Note that (3)⇒(1) in Theorem 2.1 is obvious. We prove (2)⇒(3) in Section 4.2
up to the bound on the �-height of r which is considered in Section 5.3. The
most difficult part in the proof of Theorem 2.1 is to show (1)⇒(2). It leads to an
intriguing Burnside type problem and is shown in Section 4.6.

From Theorem 2.1, we derive the following result:

Theorem 2.2. For h ≥ 1, limitedness of h-nested distance desert automata is
PSPACE-complete.

Theorem 2.2 generalizes recent results due to Leung and Podolskiy [33] resp.
Bala and the author [1, 21, 22] for PSPACE-completeness for limitedness of dis-
tance resp. desert automata. However, the proof of the decidability of limitedness
of nested distance desert automata in PSPACE is not a generalization of these
two particular cases, it is an new approach which is based on an analysis of the
structure of the semigroup 〈T 〉� in assertion (2) of Theorem 2.1. In particular,
we will positively answer a question from Leung’s PhD thesis from 1987 [27] (see
Cor. 5.6(2)).

Theorem 2.2 will be proved in Section 5. We show a nondeterministic PSPACE-
algorithm which decides limitedness of nested distance desert automata in Sec-
tion 5.4. PSPACE-hardness for h ≥ 1 in Theorem 2.2 follows immediately from
PSPACE-hardness of limitedness of distance automata [27, 28] and of desert au-
tomata [21, 22]. However, we use Leung’s idea [27, 28] show PSPACE-hardness of
limitedness of some more particular cases of nested distance desert automata in
Section 5.5.

Limitedness of 0-nested distance desert automata is essentially the question
whether L(A) is finite which is decidable in polynomial time.

The equivalence problem for distance automata is undecidable [25], and hence,
the equivalence problem for h-nested distance desert automata is undecidable for
h ≥ 1. The equivalence problem for 0-nested distance desert is essentially the
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question whether L(A) = L(A′) which is PSPACE-complete. The equivalence
problem for desert automata is open [21, 22].

As an application of Theorem 2.2, we show the following result in Section 6:

Theorem 2.3. Let h ∈ N and L be the language accepted by an n-state nondeter-
ministic automaton. It is decidable in 22O(n)

space whether L is of star height h.

We prove Theorem 2.3 by a reduction of the star height h problem to the
limitedness of h-nested distance desert automata. Note that this reduction is
immediate for h = 0, because a language L is of star height 0 iff L is finite, and
the finiteness problem of a language is exactly the limitedness of 0-nested distance
desert automata.

3. Some algebraic and technical foundations

We develop some algebraic and technical foundations which are required in
Sections 4 and 5.

In Section 3.1, we get familiar with classic ideas from ideal theory. In Sec-
tion 3.2, we introduce the notion of a consistent mapping as an abstraction of
several particular mappings used by Simon and Leung. In Section 3.3, we develop
a semiring to describe nested distance desert automata in an algebraic fashion.
In Section 3.4, we show some technical lemmas about connections between the
concatenation and iteration of words in V + and their weights.

In order to understand Sections 4 and 5, it suffices to read Section 3.1 very
briefly, and Sections 3.2 and 3.4 briefly. However, a good understanding of the
ideas and constructions in Section 3.3 is necessary.

3.1. Ideal theory of finite semigroups

We introduce some concepts from ideal theory. This section is far away from
being a comprehensive overview, for a deeper understanding, the author recom-
mends teaching books, e.g., [9,26,41]. We just state the notions and results which
we need in the rest of the paper.

As already mentioned, a semigroup S is a set with a binary associative operation
which we denote by juxtaposition. Let S be a semigroup within this section.

If there is no identity in S, then we denote by S1 the semigroup consisting of the
set S .∪ 1, on which the operation of S is extended in a way that 1 is the identity
of S1. If S has an identity, then we define S1 to be S.

We call an e ∈ S an idempotent if e2 = e. We denote the set of all idempotents
of S by E(S).

The following relations are called Green’s relation. We show several equivalent
definitions. Let a, b ∈ S.

(1) a ≤J b :⇐⇒ a ∈ S1bS1 ⇐⇒ S1aS1 ⊆ S1bS1

(2) a ≤J b :⇐⇒ a ∈ S1b ⇐⇒ S1a ⊆ S1b

(3) a ≤R b :⇐⇒ a ∈ bS1 ⇐⇒ aS1 ⊆ bS1.
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We allow to denote a ≤J b by b ≥J a, and similarly for the other relations. The
relation ≤J is right stable, and similarly, ≤R is left stable. However, we do not
have a similar property for ≤J .

Again, let a, b ∈ S. We define:
(1) a =L b :⇐⇒ a ≤J b and a ≥J b ⇐⇒ S1aS1 = S1bS1

(2) a =L b :⇐⇒ a ≤J b and a ≥L b ⇐⇒ S1a = S1b

(3) a =R b :⇐⇒ a ≤R b and a ≥R b ⇐⇒ aS1 = bS1.

It is easy to see that =L , =L , and =R are equivalence relations. We call their
equivalence classes J -classes (resp. L -, R-classes). For every a ∈ S, we denote
by J (a), L (a), resp. R(a) the J -, L -, resp. R-class of a. As above, =L resp.
=R are right stable resp. left stable.

Remark 3.1.
(1) Let e ∈ E(S) and a ≤J e. There is some p ∈ S1 such that a = pe. Hence,

ae = pee = pe = a. Similarly, if b ≤R e, then eb = b.
(2) Let e, f ∈ E(S) with e ≤J f and e ≥R f . Then, ef = e and ef = f , i.e.,

e = f .

On the set of idempotents E(S), one defines a natural ordering ≤ such that for
every e, f ∈ E(S), we have e ≤ f iff e = ef = fe. By Remark 3.1, we have e ≤ f
iff e ≤J f and e ≤R f .

For every a ∈ S1, let a· resp. ·a be the left resp. right multiplication by a.
The following lemma due to Green is of crucial importance to understand the

relations between J -, L -, and R-classes.

Lemma 3.2. (Green’s lemma). Let S be a semigroup, a, b ∈ S and p, q ∈ S1.
(1) If b = ap and a = bq, then ·p and ·q are mutually inverse, R-class pre-

serving bijections between L (a) and L (b).
(2) If b = pa and a = qb, then p· and q· are mutually inverse, L -class pre-

serving bijections between R(a) and R(b).

The notion R-class preserving (and similarly L -class preserving) means that we
have c =R cp for every c ∈ L (a) and d =R dq for every d ∈ L (b).

Proof. We show (1). Let c ∈ L (a). We have b = ap =L cp, because =L is right
stable. Thus, cp ∈ L (b). There is an x ∈ S1 such that c = xa. By apq = a, we
have xapq = xa, i.e., cpq = c.

By cp ∈ L (b) and cpq = c for every c ∈ L (a), we know that ·pq is the identity
on L (a), and moreover, ·p : L (a) → L (b) is injective and ·q : L (b) → L (a) is
surjective. In a symmetric way, we can show that ·qp is the identity on L (b) and
that ·q : L (b) → L (a) and ·p : L (a) → L (b) are injective resp. surjective. This
completes (1). We can show (2) in a symmetric way. �

There are several connections between Green’s relations and multiplication.
We assume from now that S is finite. Let a ∈ S. There l,m ≥ 1 such that

al = al+m. Then, a2lm = alm ∈ E(S). Thus, for every a ∈ S there is some k ≥ 1
such that ak ∈ E(S).
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Lemma 3.3. Let S be a finite semigroup. Let a, b ∈ S and p, q ∈ S1 be arbitrary.
(1) If a =L paq, then pa =L a =R aq.
(2) If a =L ab, then a =R ab.
(3) If b =L ab, then b =L ab.
(4) If a =L b, we have L (a) ∩ R(b) = ∅.

Proof.
(1) By a =L paq, there are r, s ∈ S1 such that a = rpaqs. Then, we have

for every k ≥ 1, a = (rp)ka(qs)k. Let k ≥ 1 such that we have (rp)k ∈
E(S). Then, a = (rp)ka(qs)k = (rp)k(rp)ka(qs)k = (rp)ka, and a =
(rp)ka ≤J pa ≤J a., i.e., pa =L a, and by symmetry, a =R aq.

(2) By a =L 1ab and (1), we have a =R ab.
(3) By b =L ab1 and (1), we have ab =L b.
(4) There are p, q ∈ S1 such that b = paq =L a. By (1), we have a =L pa. By

paq =L a, we have paq =L pa, and by (2), paq =R pa, i.e., b =R pa. Thus,
pa ∈ L (a) ∩ R(b). �

Lemma 3.3 cannot be generalized to infinite semigroups, although it is a rather
challenging task to give a counter example without consulting a teaching book [41].

There is another Green’s relation. For every a, b ∈ S let
(1) a =H b :⇐⇒ a =L b and a =R b.

Clearly, =H is the intersection of =L and =R. Hence, =H is an equivalence
relation and its equivalence classes (H -classes) are the non-empty intersections of
L - and R-classes.

Lemma 3.4. Let S be a finite semigroup, H be a H -class, and J be the J -class
with H ⊆ J . We have HH ∩ J = ∅ iff H is a group.

Proof. If H is a group, then we have HH = H ⊆ J , i.e., HH ∩ J = H = ∅.
Conversely, assume HH ∩ J = ∅. Let p, q ∈ H satisfying pq ∈ J . Let a, b ∈ H

be arbitrary. By a =L p, we have ab =L pb. By b =R q, we have pb =R pq. Thus,
ab =L pq, and by a, b ∈ H , we have a =L b =L ab. By Lemma 3.3(2,3), we have
ab ∈ R(a)∩L (b), and by a, b, p, q ∈ H , we have R(a) = R(p) and L (b) = L (q).
Consequently, ab ∈ R(p) ∩ L (q) = H , i.e., H is closed under multiplication.

By a =R ab, there is some x ∈ S1 such that abx = a. By Lemma 3.2 ·b : H → H
and ·x : H → H are mutually inverse bijections. Similarly, there is some y ∈ S1

such that yab = b, and a· : H → H and y· : H → H are mutually inverse bijections.
Hence, multiplication in H is cancelative, and thus, H is a group. �

The following lemma will be very useful.

Lemma 3.5. Let S be a finite semigroup, let a, b ∈ S satisfying a =L b.
We have a =L b =L ab iff there is an idempotent e ∈ E(S) such that a =L e =R b.

Proof. Let e ∈ E(S) such that a =L e =R b. There are x, y ∈ S1 satisfying
xa = e = by, i.e., ab ≥J xaby = ee = e =L a. Clearly, ab ≤J a. To sum up,
ab =L a.
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Conversely, assume a =L b =L ab. Let H := L (a) ∩ R(b) and J := J (a) =
J (b) = J (ab). By Lemma 3.3(4), choose a p ∈ H . There are x, y ∈ S1 satisfying
a = xp and b = py. Hence, pp ≥J xppy = ab. Moreover, pp ≤J p =L a. Thus,
pp ∈ J . By Lemma 3.4, H is a group. Let e be the identity of H . �

Usually, one visualizes a J -class by an “egg-box picture” in which the columns
are L -classes and the rows are R-classes. We can combine Lemma 3.3(2, 3, 4) and
Lemma 3.5: if a =L b =L ab, then ab ∈ R(a) ∩ L (b) and there is an idempotent
e ∈ L (a) ∩ R(b) as shown in the following table:

a ab

e b

One distinguishes two kinds of J -classes. If some J -class J satisfies the three
equivalent conditions in Lemma 3.6, then we call J a regular J -class, otherwise
we call J non-regular. We call some element a ∈ S regular, if J (a) is a regular
J -class. We denote the set of all regular elements of S by Reg(S).

Lemma 3.6. Let J be a J -class of a finite semigroup S. The following assertions
are equivalent:

(1) JJ ∩ J = ∅.
(2) There is at least one idempotent in J .
(3) In every L -class of J and in every R-class of J there is at least one

idempotent.

Proof. (3) ⇒ (2) and (2) ⇒ (1) are obvious, and (1) ⇒ (2) is an immediate
consequence of Lemma 3.5.

We show (2) ⇒ (3). Let e ∈ J be an idempotent, and let a ∈ J be arbitrary.
We show that there is an idempotent in L (a). There are p, q ∈ S1 such that
e = paq = (paq)3 = pa(qpa)2q. We have

a ≥J qpa ≥J (qpa)2 ≥J pa(qpa)2q = (paq)3 = e =L a,

i.e., qpa =L (qpa)2 ∈ J . By Lemma 3.5, there is an idempotent in L (qpa) ∩
R(qpa). By Lemma 3.3(3). We have L (qpa) = L (a), i.e., there is an idempotent
in L (a).

By examining aqp, we can show in a symmetric way that there is an idempotent
in R(a), and (3) follows from the arbitrary choice of a. �

Let T be a subsemigroup of S. We have E(T ) = E(S)∩T and Reg(T ) ⊆ Reg(S).
However, we do not necessarily have Reg(T ) = Reg(S) ∩ T .

The reader should be aware that in contrast to Lemma 3.4, a regular J -class
in not necessarily closed under multiplication. Even if a regular J -class is closed
under multiplication, then it is not necessarily a group.

The following property will be very useful.
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Lemma 3.7. Let S be a finite semigroup and let a, b ∈ S such that a =L b.
If ab = a, then b ∈ E(S). If ab = b, then a ∈ E(S).

Proof. Assume ab = a. Then, ab = a =L b, and by Lemma 3.3(3), we have
ab =L b, i.e., a =L b. Hence, there is some p ∈ S1 such that pa = b. Thus,
pab = pa, i.e., b2 = b ∈ E(S). The other assertion follows by symmetry. �

The assumption a =L b in Lemma 3.7 is crucial. Just assume that S has a zero
and consider the case a = 0.

The next lemma is well-known in semigroup theory and of importance in the
theory of recognizable languages [41].

Lemma 3.8. Let S be a finite semigroup. Let e, f ∈ E(S) satisfying e =L f .
For every a ∈ R(e) ∩ L (f), there is exactly one b ∈ R(f) ∩ L (e) satisfying both
ab = e and ba = f .

We can visualize the relations between a, b, e, f in Lemma 3.7 by the following
egg-box picture:

a e

f b

Proof. Let a, e, f as in the lemma. There are p, q ∈ S1 such that ap = e and
apq = eq = a. Moreover, there are x, y ∈ S1 such that xa = f and yxa = yf = a.

By Lemma 3.2, ·p and ·q are mutually inverse bijections between L (a) = L (f)
and L (e). Similarly, x· and y· are mutually inverse bijections between R(a) =
R(e) and R(f).

The crucial fact is that xap = xe but also xap = fp. We set b := xe = fp. By
Lemma 3.2, we have b ∈ R(f) ∩ L (e).

By a = xf and f ∈ E(S), we have af = a, and by symmetry ea = a.
We have ab = afp = ap = e and ba = xea = xa = f .
Let b′ ∈ R(f) ∩ L (e) such that ab′ = e and b′a = f . By ab′ = e, we have

xab′ = xe, and thus, fb′ = b. By f =R b′, we have fb′ = b′, i.e. b′ = b. �

For every k > 0 and a1, . . . , ak ∈ S, we call a1, . . . , ak a smooth product if we
have a1 =L a2 =L · · · =L ak =L (a1 . . . ak) ∈ Reg(S). Note that this is not a
classic notion.

Let J1 and J2 be two J -classes. There are a ∈ J1 and b ∈ J2 satisfying a ≤J b
iff we have a ≤J b for every a ∈ J1 and b ∈ J2. Hence, ≤J extends to a partial
ordering of the J -classes.

In a finite semigroup, there is always a maximal J -class, but it is not necessarily
unique.

We call some subset of I ⊆ S an ideal if S1IS1 ⊆ I. Obviously, some subset
I ⊆ S is an ideal iff I is closed under ≤J , i.e., iff for every a ∈ S, b ∈ I with
a ≤J b we have a ∈ I. Every ideal of S is saturated by the J -classes of S.
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If S is finite, then there are some z ≥ 1 and ideals I1, . . . , Iz+1 of S satisfying

S = I1 � I2 � · · · � Iz � Iz+1 = ∅

such that for every l ∈ {1, . . . , z}, the set Il \ Il+1 is a J -class. Moreover, z is
the number of J -classes of S. It is easy to construct such a chain of ideals: you
simply start by I1 := S, then we set I2 := I1 \ J1 where J2 is a maximal J -class
and so on.

This closes our expedition to the realms of ideal theory. The reader should be
aware that ideal theory is just an initial part of the huge field of the structure
theory of semigroups. Moreover, the notions and results in this section are just
the beginning of ideal theory, and there are many important aspects which are
not covered here. For example, there is a deep theorem by Rees and Sushkevich
which describes the inner structure of regular J -classes of finite semigroups up
to isomorphism.

3.2. Consistent mappings

We develop the notion of a consistent mapping as an abstraction from cer-
tain transformations (stabilization, perforation) of matrices over various semirings
which play a key role in many articles by Simon and Leung [27–30,32,47–49]. Let
S be a finite semigroup.

We call a mapping � : E(S) → E(S) consistent, if for every a, b ∈ S1 and
e, f ∈ E(S) with e =L f and f = aeb, we have f � = ae�b.

If � is a consistent mapping and e ∈ E(S), then e = 1ee = ee1 = eee, and thus,
e� = e�e = ee� = ee�e, i.e., e� ≤J e, and e� ≤R e. Thus, e� ≤ e in the natural
ordering ≤ of the idempotents.

We use some results from finite semigroup theory to show that every consistent
mapping admits a unique extension to regular elements. Lemma 3.9 was already
shown by Leung in a more particular framework [27, 28, 32].

Lemma 3.9. Let � be a consistent mapping. Let e, f ∈ E(S) and a, b, c, d ∈ S1

satisfying aeb = cfd =L e =L f . We have ae�b = cf �d.

Proof. Let J be the J -class with aeb = cfd =L e =L f ∈ J . We have
ae, eb, rf, fd ∈ J . As seen in Section 3.1, ae =R aeb = cfd =R cf and eb =L

aeb = cfd =L fd.
ae cf aeb = cfd

f fd

e eb

There are p, q ∈ S1 such that pcf = f and qf = cf . By Green’s lemma (Lem. 3.2),
p· and q· are mutually inverse bijections between R(cf) and R(f). By ae ∈ R(cf),
we have ae = qpae.
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Similarly, there are r, s ∈ S1 such that fdr = f and fs = fd, and moreover,
eb = ebrs.

By cfd = aeb, we have pcfdr = paebr, and thus, f = paebr. We have f � =
pae�br. Then, we have ff �f = paee�ebr, and qff �fs = qpaee�ebrs, i.e., cff �fd =
aee�eb, and finally, cf �d = ae�b. �
Lemma 3.9 allows us to extend consistent mappings to regular elements of S.

Corollary 3.10. Let � : E(S) → E(S) be a consistent mapping. By setting
(aeb)� := ae�b for every a, b ∈ S1, e ∈ E(S) satisfying e =L aeb, we define a
mapping � : Reg(S) → Reg(S).

Proof. By Lemma 3.9, it remains to show ae�b ∈ Reg(S). By aeb =L e, we have
ae =L e =R eb. There are c, d ∈ S1 such that cae = e = ebd. We obtain
cae�bd = caee�ebd = ee�e = e�, and thus, ae�b =L e�, i.e., e� is an idempotent
in J (ae�b). �
Remark 3.11. Let a ∈ S be arbitrary and e, f ∈ S satisfying e =R a =L f .
Then, ea = af = a and e�a = af � = a�. Consequently, a� ≤J a and a� ≤R a.

The next lemma allows to deal with consistent mappings in a very convenient way.

Lemma 3.12. Let a, b, c ∈ S1.
(1) If abc =L b ∈ Reg(S), then we have (abc)� = ab�c.
(2) If a =L b =L ab ∈ Reg(S), then we have (ab)� = a�b = ab� = a�b�.

Proof.
(1) Because b ∈ Reg(S), there is some e ∈ E(S) with e =L b, i.e., be = b.

By the extension of �, we have b� = be� and ab�c = abe�c. For (abc)�, we
obtain (abc)� = (abec)� = abe�c.

(2) There is some e ∈ E(S) such that a =L e =R b, i.e., ae = a and eb = b.
We have (ab)� = ae�b = (ae)�b = a�b, (ab)� = ae�b = a(eb)� = ab�,
and (ab)� = ae�b = ae�e�b = (ae)�(eb)� = a�b�.

�
From (1) with c = 1, we get (ab)� = ab�. Similarly, (bc)� = b�c, if a = 1.

If a, b, c ∈ S are a smooth product, then we can play with a consistent mapping:

(abc)� = a�bc = ab�c = abc� = a�b�c = a�bc� = ab�c� = a�b�c� = (ab)�c�.

For the consistent mappings (stabilizations) used by Simon and Leung we have
e� = (e�)� for every e ∈ E(S). However, this property does not hold for every
consistent mapping, as the following example shows.

Example 3.13. Consider the monoid over M = {1, . . . , 9} with the maximum
operation defined by the usual ordering of the integers. It is easy to verify that
the mapping defined by x� := x + 1 for x ∈ {1, . . . , 8} and 9� = 9 is consistent.
However, we have, e.g., 2� = 3 = 4 = (2�)�. �

There is a characterization of consistent mappings: A mapping � : E(S) → E(S)
is consistent iff for every a, b ∈ S1 with ab, ba ∈ E(S), we have (ab)� = a(ba)�b [21].
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3.3. The nested distance desert semiring

In this section, we develop a semiring V to describe nested distance desert au-
tomata in an algebraic way. In particular, we use matrices over V as transformation
matrices. Recall that we defined V := {∠0,�0,∠1,�1, . . . ,�h−1,∠h}.

Let h ∈ N. Let V = V ∪ {ω,∞} and consider the ordering

∠0 � �0 � ∠1 � �1 � . . . � �h−1 � ∠h � ω � ∞

on V . We define a multiplication · on V as the maximum for �. Let ψ : V + → V
be the canonical homomorphism.

Let π ∈ V +. We say that we can walk along π in a cycle iff there is some d ∈ N

such that for every k ∈ N, we have ∆(πk) ≤ d. We show that we can walk along π
in a cycle iff ψ(π) ∈ {�0, . . . ,�h−1}. This is a key property of ψ. Indeed, assume
that ψ(π) = ∠g for some 0 ≤ g ≤ h. Then, π contains the letter ∠g, i.e., we
have to pay an g-coin when we walk along π. By the definition of ψ, π does not
contain �g,∠g+1, . . . ,�h−1,∠h. Thus, we cannot obtain g-coins in π. Hence, for
every k ∈ N, ∆(πk) ≥ k, i.e., we cannot walk along π in a cycle. Conversely, if
ψ(π) = �g for some 0 ≤ g < h, then can walk along π in a cycle, because we can
obtain 0-coins, . . . , g-coins and we do not have to pay (g + 1)-coins, . . . , h-coins
along π. As a conclusion, the set of all words π ∈ V + along which we can walk in
a cycle is a recognizable language of V + and ψ : V + → V \ {ω,∞} is its syntactic
homomorphism.

An extension of ψ to V ∗ is only possible by setting ψ(ε) = ∠0, since otherwise,
ψ is no longer a homomorphism. However, for every k ∈ N, we have ∆(εk) = 0.
Hence, we do not have any longer the key property that we can walk along some
path π in a cycle iff ψ(π) ∈ {�0, . . . ,�h−1}. Consequently, we rather leave ψ(ε)
undefined.

Now, consider the following ordering on ≤ on V , which differs from �:

�h−1 ≤ �h−2 ≤ . . . ≤ �0 ≤ ∠0 ≤ . . . ≤ ∠h ≤ ω ≤ ∞. (1)

Intuitively, ≤ reflects which transitions we prefer. Given the choice between two
transitions marked resp. by �g and �g−1 (for some 0 < g < h), then we choose
the transition marked by �g, because 0, . . . , g-coins can be obtained at �g, but
just 0, . . . , (g − 1)-coins can be obtained at �g−1. Given the choice between two
transitions marked resp. by ∠g and ∠g+1 (for some 0 ≤ g < h), then we choose
the transition marked by ∠g, because (g+1)-coins are considered as more valuable
than g-coins. We define an operation min on V as the minimum for ≤.

The following figure shows the relations � and ≤ for h = 3, where � corresponds
to “left of” and ≤ corresponds to “below”.



470 D. KIRSTEN

∠0

∠1

∠2

∠3

ω
∞

�0

�1

�2

Let z, z′ ∈ V . If z � z′ and z = z′, then we write z � z′. We write z < z′ if z ≤ z′

and z = z′.

Remark 3.14. Let 0 ≤ g ≤ h. For every z � ∠g, we have z ∈ {�0, . . . ,�g−1,∠0,
. . . ,∠g}, and thus, z ≤ ∠g. Similarly, z � ∠g implies z < ∠g.

Next, we show that the ordering ≤ on V is stable w.r.t. multiplication. We
multiply the entire chain (1) by every member of V . If we multiply (1) by ω (resp.
∞), then we obtain ω ≤ · · · ≤ ω ≤ ∞ (resp. ∞ ≤ · · · ≤ ∞), which is true. It is
easy to see that (1) remains true if we multiply every element by �g for 0 ≤ g < h
or by ∠g for 0 ≤ g ≤ h.

As a consequence, for every x, y, x′, y′ ∈ V with x ≤ x′ and y ≤ y′, we have
xy ≤ x′y ≤ x′y′.

Consequently, multiplication · on V distributes over min. Obviously, min and ·
are associative and commutative. Moreover, ∞ is a zero for · and an identity for
min. Finally, ∠0 is an identity for ·. Consequently, (V ,min, ·) is a commutative
semiring which we call the h-nested distance desert semiring. We denote by Vn×n

the semiring of n×n-matrices over V .
For every a, b ∈ Vn×n and every i, l, j, we have (ab)[i, j] = min1≤k≤na[i, k] ·

b[k, j] ≤ a[i, l] · b[l, j].
Let a, b ∈ Vn×n. We denote a ≈ b if for every i, j we have a[i, j] = ∞ iff

b[i, j] = ∞. It is straightforward to verify that ≈ is a congruence relation on
Vn×n and Vn×n/≈ is isomorphic to the semiring of n×n-matrices over the boolean
semiring.

We close this section by a useful lemma for idempotent matrices.

Lemma 3.15. Let e ∈ E(Vn×n) and i, j be arbitrary.
There is some l such that e[i, j] = e[i, l] · e[l, l] · e[l, j].
Proof. For every l, we have

e[i, j] = e3[i, j] = min1≤k,k′≤n

(
e[i, k] · e[k, k′] · e[k′, j]

)
≤ e[i, l] · e[l, l] · e[l, j].

Since e = en+2, there are i = i0, . . . , in+2 = j such that we have e[i, j] =
e[i0, i1] · · · e[in+1, in+2]. By a counting argument, there are 1 ≤ p < q ≤ (n + 1)
such that ip = iq. Let l := ip. We have e[i, l] = ep[i, l] ≤ e[i0, i1] · · · e[ip−1, ip],
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e[l, l] = eq−p[l, l] ≤ e[ip, ip+1] · · · e[iq−1, iq], and e[l, j] = en+2−q[l, j] ≤ e[iq, in+2]· · ·
e[in+1, in+2]. Hence,

e[i, l] · e[l, l] · e[l, j] ≤ e[i0, i1] · · · e[in+1, in+2] = e[i, j]

and the claim follows. �
Let A = [Q,E, I, F, θ] be an h-nested distance desert automaton. Let n := |Q|

and assume Q = {1, . . . , n}. We define a mapping Ψ : Σ+ → Vn×n by setting for
every w ∈ Σ+, i, j

Ψ(w)[i, j] := min
π ∈ i

w� j
ψ(θ(π)).

It is well-known in the theory of weighted automata that Ψ is a homomorphism.
It will be of crucial importance for the decidability of limitedness.

Let us mention that the semiring of V over the set R = {�0,∠1, ω,∞} was
used by Simon and Leung to show the decidability of limitedness of distance
automata [27, 28, 30, 32, 47, 49]. Similarly, the semiring of V over the set D =
{∠0,�0, ω,∞} was used by the author to show the decidability of limitedness of
desert automata [21, 22].

3.4. On the weights of words

We show some lemmas about the effects of the concatenation of words over V
and their weights.

Lemma 3.16. For every π1, π2 ∈ V +, we have

max
{
∆(π1), ∆(π2)

}
≤ ∆(π1π2) ≤ ∆(π1) + ∆(π2).

Proof. We have ∆(π1) ≤ ∆(π1π2) and ∆(π2) ≤ ∆(π1π2), because every factor of
π1 resp. π2 is a factor of π1π2. We can show ∆(π1π2) ≤ ∆(π1) + ∆(π2), because
every factor of π1π2 is a concatenation of a factor of π1 and a factor of π2. �

The bounds in Lemma 3.16 are sharp, just consider π1 := π2 := ∠0�0 (resp.
π1 := π2 := ∠0∠0).

Lemma 3.17.
(1) Let π ∈ V + with ψ(π)∈{∠0, . . . ,∠h}. For every k ≥ 1, we have ∆(πk)≥k.
(2) Let π ∈ V + with ψ(π) ∈ {�0, . . . ,�h−1}. For every k ≥ 1, we have

∆(πk) ≤ 2∆(π) and ∆(πk) < |π|.
Proof. (1) Let 0 ≤ g ≤ h such that ψ(π) = ∠g. We have πk ∈ {∠0,�0, . . . ,∠g}+,
and |πk|g ≥ k, and thus, |∆(πk)| ≥ k.

(2) Let 0 ≤ g < h such that ψ(π) = �g. For every g < g′ ≤ h, we have |πk|g′ = 0.
Now, let 0 ≤ g′ ≤ g, and let π′ be a factor of πk with π′ ∈ {∠0,�0, . . . ,�g′−1,∠g′}∗.
Because �g occurs in π but not in π′, we can factorize π′ as π′ = π1π2 for factors
π1, π2 of π. We have

|π′|g′ = |π1|g′ + |π2|g′ ≤ 2∆(π).
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Thus, ∆(πk) ≤ 2∆(π). We easily see |π′| < |π|, i.e., |π′|g′ < |π|, and thus,
∆(πk) < |π|. �

The bounds in Lemma 3.17 are sharp: for (1), let π = �0∠1�0, and for (2), let
π = ∠0∠0�0∠0∠0.

Let R+ be the positive real numbers. For every g ∈ N, we define a mapping
fg : R+ → R+ by fg(x) := g+1

√
x+ 1 − 1 for x ∈ R+.

Lemma 3.18. For every g ∈ N, x ∈ R+, we have fg+1(x) = fg

(
x− fg+1(x)
fg+1(x) + 1

)
.

Proof. We have
(
fg+1(x) + 1

)g+2
= x+ 1, i.e.,

(
fg+1(x) + 1

)g+1
=

x+ 1
fg+1(x) + 1

,

and further, fg+1(x) = . . .

= g+1

√
x+ 1

fg+1(x) + 1
− 1 = g+1

√
x− fg+1(x)
fg+1(x) + 1

+ 1 − 1 = fg

(
x− fg+1(x)
fg+1(x) + 1

)
. �

Lemma 3.19. Let 0 ≤ g ≤ h be arbitrary. For every k ≥ 1 and π1, . . . , πk ∈ V +

with ψ(π1 . . . πk) = ∠g and ψ(πl) ∈ {∠0, . . . ,∠h} for every 0 ≤ l ≤ k, we have
∆(π1 . . . πk) ≥ fg(k) = g+1

√
k + 1 − 1.

At first, we sketch the idea to prove Lemma 3.19. For example, let g = 2 and
k = 124, and π1, . . . , π124 ∈ V + as in the lemma. We denote π := π1, . . . , π124.
We have to show ∆(π) ≥ 4.

Let P :=
{
l
∣
∣ 1 ≤ l ≤ 124, ψ(πl) = ∠2

}
. We have ∆(π) ≥ |P |. If |P | ≥ 4, then

we are done.
Now, assume, e.g., P = {10, 47, 93}. We consider the largest dense subset

of {1, . . . , 124} \ P , i.e., we consider the set {48, . . . , 92} and examine the word
π′ := π48, . . . , π92. We have ψ(π′) ∈ {∠0,∠1} by the definition of P and the
assumptions on π1, . . . , π124. By induction on g, we assume that the lemma is true
for π′. Thus, we have ∆(π′) ≥ 1

√
46 − 1 = 45 or ∆(π′) ≥ 2

√
46 − 1 > 5.

There are π1, . . . , π124 ∈ V + with the above properties and ∆(π1 . . . π124) = 4.
Just let π′

1 := ∠0
4, π′

2 := (π′
1∠1)4π′

1, and π := (π′
2∠2)4π′

2, and let π1, . . . , π124

be the letters of π. However, for g = 2 and k = 125, Lemma 3.19 shows
∆(π1 . . . π125) ≥ 5.

Proof of Lemma 3.19. We show the lemma by an induction on g. At first, assume
g = 0. We have π1 . . . πk ∈ ∠0

+ and |π1 . . . πk| ≥ k. Thus, ∆(π) ≥ k = 1
√
k + 1−1.

Let 0 ≤ g < h. By induction, we assume that the claim is true for 0, . . . , g,
and we show the claim for g + 1. Choose some k ≥ 1 and π1, . . . , πk ∈ V + as in
the lemma. Denote π := π1 . . . πk. Let P :=

{
l
∣
∣ 1 ≤ l ≤ k, ψ(πl) = ∠g+1

}
. If

|P | ≥ fg+1(k), then we have ∆(π) ≥ fg+1(k), because π ∈ {∠0,�0, . . . ,∠g+1}∗.
We assume |P | < fg+1(k) in the rest of the proof.
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We estimate the average cardinality of the maximal consecutive2 subsets of
{1, . . . , k}\P . There are at least k−|P | > k−fg+1(k) members in {1, . . . , k}\P .
On the other hand, there are at most |P | + 1, i.e., at most fg+1(k) maximal
consecutive subsets in {1, . . . , k}\P . Thus, the average cardinality of the maximal
consecutive subsets of {1, . . . , k} \ P is at least

k − fg+1(k)
fg+1(k)

=: k′.

Hence, there are r ≤ s such that {r, r + 1, . . . , s} is a subset of {1, . . . , k} \ P
with a cardinality of at least k′. By the definition of P and the assumptions
on π, π1, . . . , πk, we have ψ(πr . . . πs) ∈ {∠0, . . . ,∠g}. Let g′ ≤ g such that
ψ(πr . . . πs) = ∠g′ . We have ∆(π) ≥ . . .

∆(πr . . . πs) ≥ fg′(k′) ≥ fg(k′) = fg

(
k − fg+1(k)
fg+1(k)

)
≥ fg

(
k − fg+1(k)
fg+1(k) + 1

)

which yields fg+1(k) by Lemma 3.18. �

Lemma 3.20. Let k ≥ 1 and π1, . . . , πk ∈ V + such that ψ(π1), . . . , ψ(πk) ∈
{�0, . . . ,�h−1}. We have ∆(π1 . . . πk) ≤ 2 max

{
∆(π1), . . . ,∆(πk)

}
.

Proof. Let 0 ≤ g ≤ h be arbitrary. Let π′ be some factor of π1 . . . πk such that
ψ(π′) = ∠g. We show |π′|g ≤ 2 max

{
∆(π1), . . . ,∆(πk)

}
.

Case 1. There is some 1 ≤ l ≤ k such that π′ is a factor of πl.
We have |π′|g ≤ ∆(π′) (by ψ(π′) = ∠g) and ∆(π′) ≤ ∆(πl) by Lemma 3.16.

Case 2. There are 1 ≤ l < l′ ≤ k such that π′ = π̃lπl+1 . . . πl′−1π̃l′ , where π̃l

(resp. π̃l′) is a suffix of πl (resp. prefix of πl′).
By contradiction, assume that there is some ∠g in πl+1 . . . πl′−1, i.e.,

∠g � ψ(πl+1 . . . πl′−1). However, ψ(πl+1 . . . πl′−1) � ψ(π′) = ∠g, i.e.,
ψ(πl+1 . . . πl′−1) = ∠g which contradicts the assumption of the lemma.
Hence, there is no ∠g in πl+1 . . . πl′−1. Thus, |π′|g = |π̃l|g + |π̃l′ |g.

We show |π̃l|g ≤ ∆(πl). We have ψ(π̃l) � ψ(π′) = ∠g. If ψ(π̃l) � ∠g,
then |π̃l|g = 0. If ψ(π̃l) = ∠g, then |π̃l|g ≤ ∆(π̃l) ≤ ∆(πl).

Similarly, we obtain |π̃l′ |g ≤ ∆(πl′ ). Thus, |π′|g ≤ ∆(πl) + ∆(πl′ ).
�

Lemma 3.21. Let k ≥ 1, π1, . . . , π2k ∈ V ∗, and 0 ≤ g < h such that for every
1 ≤ l ≤ k:

(1) π2l−1 = ε or ψ(π2l−1) ≤ ∠g and
(2) π2l = ε and ψ(π2l) ≤ �g.

Then, we have ∆(π1 . . . π2k) ≤ 4 max
{
∆(π1), . . . ,∆(π2k)

}
.

2We call some set M ⊆ {1, . . . , k} \ P maximal consecutive, if there are r ≤ s such that
M = {r, r + 1, . . . , s} and r−1 /∈ M , s+1 /∈ M .
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Proof. For every 1 ≤ l ≤ k, we have ψ(π2l−1π2l) ∈ {�0, . . . ,�h−1}. Hence, we can
apply Lemma 3.20 on (π1π2), (π3π4), . . . , (π2k−1π2k). �

Note that by Lemma 3.16, it follows that ∆(π1 . . . π2k−1), ∆(π2 . . . π2k), and
∆(π2 . . . π2k−1) are at most 4 max

{
∆(π1), . . . ,∆(π2k)

}
.

4. The decidability of limitedness

In this section, we almost prove Theorem 2.1. Our solution is essentially a
fusion and a further development of ideas from Hashiguchi, Leung, Simon, and
the author [10,14,21,27,28,32,46,47,49]. We will prove (2)⇒(3) in Section 4.2 up
to the bound on the �-height of r which will be considered in Section 5.3. From
Sections 4.3 to 4.5, we develop some tools to prove (1)⇒(2) in Theorem 2.1 in
Section 4.6.

For the entire Section 4, let h ∈ N and A = [Q,E, I, F, θ] be an h-nested distance
desert automaton. Let n := |Q| and assume Q = {1, . . . , n}. We denote by T the
transformation matrices of letters, i.e., T := Ψ(Σ). Clearly, 〈T 〉 = Ψ(Σ+).

4.1. Stabilization

We define a mapping � : V → V which we call stabilization. For every z ∈ V let

z� :=






z if z ∈ {�0, . . . ,�h−1}
ω if z ∈ {∠0, . . . ,∠h, ω}
∞ if z = ∞.

We have z ≤ z� for every z ∈ V .
If z ∈ {�0, . . . ,�h−1, ω,∞}, then we have z = z�, and thus, zz� = z�z� = z�. If

z ∈ {∠0, . . . ,∠h}, then z� = ω, and consequently, zz� = z�. To sum up, we have
zz� = z�z = z� for every z ∈ V .

We define � : E(Vn×n) → Vn×n. For every e ∈ E(Vn×n) and i, j let

e�[i, j] := min1≤l≤n

(
e[i, l] · (e[l, l])� · e[l, j]

)
.

This mapping is a joint generalization of Simon’s and Leung’s stabilization for
idempotent matrices over R [27, 28, 32, 47, 49] and the author’s stabilization for
idempotent matrices over D [21, 22].

We show a remark to get familiar with stabilization.

Remark 4.1. Let e ∈ E(Vn×n) and i, j be arbitrary.
(1) Let 0 ≤ g ≤ g′ ≤ h, and assume e[i, j] = ∠g but e[j, j] = �g′ . It is easy to

see that e[i, j] = e2[i, j] ≤ e[i, j] · e[j, j] = �g′ , which is a contradiction.
Hence, i, j with these properties cannot exist. Similarly, it is impossible
that for some 0 ≤ g < g′ ≤ h, we have e[i, j] = �g and e[j, j] = �g′ .

(2) We have e�[i, j] = ∠0 by the definition of e�.
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(3) We have e[i, j] = e3[i, j] ≤ e�[i, j].
(4) Assume e[i, j] = ∞. By Lemma 3.15, there is some l such that e[i, l] ·

e[l, l] · e[l, j] = e[i, j]. Consequently, ∞ = e[i, l] · (e[l, l])� · e[l, j] ≥ e�[i, j],
i.e., e�[i, j] = ∞.

Together with (3), we obtain e ≈ e�.
(5) If e[i, j] = ω, then (3) and (4) imply e�[i, j] = ω.
(6) If e[i, i] ∈ {�0, . . . ,�h−1}, then e�[i, i] ≤ e[i, i] · (e[i, i])� · e[i, i] = e[i, i]

by the definition of stabilization. In combination with (3), we obtain
e�[i, i] = e[i, i]. �

For subsets T ⊆ Vn×n we define 〈T 〉� as the least subset of Vn×n which contains T
and is closed both under matrix multiplication and stabilization � of idempotent
matrices. It is easy to see that 〈T 〉� can be effectively computed.

4.2. On �-expressions

Recall that we defined the notion of a �-expression already in Section 2.2.
We associate a type in Vn×n to some �-expressions. Every a ∈ Σ is a �-expression

of type τ(a) := Ψ(a). If r and s are �-expressions and τ(r) and τ(s) are defined,
then rs is of type τ(rs) := τ(r)τ(s). If r is a �-expression, τ(r) is defined, and
τ(r) ∈ E(Vn×n), then r� is of type τ(r�) := τ(r)�. If for a �-expression r, τ(r) is
defined, then r is called a typed �-expression.

For every typed �-expression r, we have τ(r) ∈ 〈T 〉�. Moreover, for every
a ∈ 〈T 〉�, there is a �-expression r such that τ(r) = a.

Lemma 4.2. Let r be a typed �-expression and k ≥ 1.

(1) Let i, j be arbitrary. There is some path i
r(k)� j iff τ(r)[i, j] <∞.

(2) We have r(k) ∈ L(A) iff I · τ(r) · F < ∞.

Proof. We show (1). If r is a letter, then we have τ(r)[i, j] = Ψ(r)[i, j], and the
claim is obvious.

Let r and s be typed �-expressions and assume by induction that (1) is true for
r and s.

Assume that there is some path in i
rs(k)� j. Hence, there is some l such that

there are paths in i
r(k)� l and l

s(k)� j. Thus, τ(r)[i, l] = ∞ and τ(s)[l, j] = ∞.
Consequently, τ(rs)[i, j] =

(
τ(r)τ(s)

)
[i, j] ≤ τ(r)[i, l] · τ(s)[l, j] <∞.

Conversely, assume τ(rs)[i, j] <∞. Hence, there is some l such that τ(r)[i, l] ·
τ(s)[l, j] < ∞, i.e., τ(r)[i, l] < ∞ and τ(s)[l, j] < ∞. Thus, there are paths in

i
r(k)� l and l

s(k)� j. Since r(k) · s(k) = rs(k), there is some path in i
rs(k)� j.

Let r be a typed �-expression such that τ(r) ∈ E(Vn×n) and assume that r
satisfies (1).

Assume that there is some path in i
r�(k)� j. Since r�(k) = (r(k))k, there are

i = i0, . . . , ik = j such that for every 1 ≤ l ≤ k, there is some path il−1
r(k)� il.

Hence, for every 1 ≤ l ≤ k, we have τ(r)[il−1, il] ≤ ∞. Thus, τ(r)k [i, j] <∞, i.e.,
τ(r) ≤ ∞, and by Remark 4.1(4), we have τ(r�)[i, j] = τ(r)�[i, j] ≤ ∞.



476 D. KIRSTEN

Conversely, assume τ(r)[i, j] < ∞. Since τ(r)[i, j] = τ(r)k [i, j] there are i =
i0, . . . , ik = j such that for every 1 ≤ l ≤ k, we have τ(r)[il−1, il] <∞, and hence,

τ(r�)[il−1, il] < ∞. Thus, for every 1 ≤ l ≤ k, there is some path il−1
r(k)� il.

Consequently, there is some path i
r�(k)� j.

Assertion (2) is an immediate consequence of (1). �
Proposition 4.3. Let r be a typed �-expression.
For every bound d ≥ 0, there is some K ≥ 1 such that for every k ≥ K, we have:

For every i, j and every path π ∈ i
r(k)� j such that ψ(θ(π)) < τ(r)[i, j], we have

∆(θ(π)) ≥ d.

Proof. We proceed by an induction on typed �-expressions.
If r is just a letter, then τ(r)[i, j] = Ψ(r)[i, j]. Paths π ∈ i

r� j such that
ψ(θ(π)) < τ(r)[i, j] = Ψ(r)[i, j] cannot exist, and we are done.

Let r and s be typed �-expressions and assume that the claim is true for r and s.
Let d ≥ 0 be arbitrary, and let K be the maximum of the corresponding integers
K for r and s, and let k ≥ K.

Let i, j be arbitrary, and let π ∈ i
rs(k)� j such that ψ(θ(π)) < τ(r)[i, j]. There

is some l, π1 ∈ i
r(k)� l, and π2 ∈ l

s(k)� j such that π = π1π2.
If ψ(θ(π1)) < τ(r)[i, l], then we have by induction ∆(π1) ≥ d, i.e., ∆(π1π2) ≥ d.

If ψ(θ(π2)) < τ(s)[l, j], then we have ∆(π1π2) ≥ d in the same way. It remains to
consider the case that ψ(θ(π1)) ≥ τ(r)[i, l] and ψ(θ(π2)) ≥ τ(s)[l, j]. We obtain

ψ(θ(π)) = ψ(θ(π1))ψ(θ(π2)) ≥ τ(r)[i, l] · τ(s)[l, j] ≥ τ(rs)[i, j],

and we are done.
Finally, let r be a typed �-expression such that τ(r) ∈ E(Vn×n) and assume that

the claim is true for r. We show the claim for r�. Let e := τ(r). Let d ≥ 0 be
arbitrary, and let K be an integer which satisfies the condition

h+1

√
K − 1
n

− 1 ≥ d.

Moreover, we assume that K is not smaller than the corresponding integer for r.

Let k ≥ K and π ∈ i
r�(k)� j. There are i = i0, . . . , ik = j and for every 1 ≤ p ≤ k,

some πp ∈ ip−1
r(k)� ip such that π = π1 . . . πk.

Let 1 ≤ p ≤ k be arbitrary. If ψ(θ(πp)) < e[ip−1, ip], then we have by the
inductive hypothesis ∆(πp) ≥ d, and thus, ∆(π) ≥ d, and we are done. Hence, we
assume ψ(θ(πp)) ≥ τ(r)[ip−1, ip] in the rest of the proof.

Let 1 ≤ p < q ≤ k be arbitrary. We have

ψ(θ(πp+1 . . . πq)) = ψ(θ(πp+1) · · ·ψ(θ(πq)) ≥ . . .

· · · ≥ e[ip, ip+1] · · · e[iq−1, iq] ≥ eq−p[ip, iq] = e[ip, iq]. (2)



DISTANCE DESERT AUTOMATA AND THE STAR HEIGHT PROBLEM 477

There is some l such that the set I :=
{
p
∣∣ 1 ≤ p < k, ip = l

}
contains at least

k−1
n members.

Case 1. There are p < q ∈ I such that ψ(θ(πp+1 . . . πq)) ∈ {�0, . . . ,�h−1}.
By 2, we have e[l, l] = e[ip, iq] ≤ ψ(θ(πp+1 . . . πq)), i.e., we have e[l, l] ∈

{�0, . . . ,�h−1}, and in particular, (e[l, l])� = e[l, l]. In the same way, we
obtain e[i, l] ≤ ψ(θ(π1 . . . πp)) and e[l, j] ≤ ψ(θ(πq+1 . . . πk)). To sum up,

ψ(θ(π)) = ψ(θ(π1 . . . πk)) ≥ . . .

. . . ≥ e[i, l] · e[l, l] · e[l, j] = e[i, l] · (e[l, l])� · e[l, j] ≥ e�[i, j].

Hence, ψ(θ(π)) ≥ τ(r�)[i, j], and we are done.
Case 2. For every p < q ∈ I, we have ψ(θ(πp+1 . . . πq)) ∈ {∠0, . . . ,∠h}.

There are at least |I| − 1 consecutive factors in π on which the image
under ψ ◦ θ belongs to {∠0, . . . ,∠h}. By Lemma 3.19, we have ∆(π) ≥
h+1
√
|I| − 1. By |I| ≥ k−1

n and k ≥ K, we have |I| ≥ K−1
n . By the choice

of K, we obtain ∆(π) ≥ h+1

√
K−1

n − 1 ≥ d. �

Proposition 4.4. Let r be a typed �-expression such that I · τ(r) · F = ω.
For every k ≥ 1, we have r(k) ∈ L(A), and ∆A

(
r(k)

)
is unbounded for increasing

integers k.

Proof. Let r be a typed �-expression such that I · τ(r) · F = ω. For every k ≥ 1,
we have r(k) ∈ L(A) by Lemma 4.2(2).

Let d ≥ 0 be arbitrary, and let K be the integer provided by Proposition 4.3.
To prove the assertion, we show that for every k ≥ K, we have ∆(r(k)) ≥ d. Let
k ≥ K and let π be a successful path for r(k). Let i ∈ I and j ∈ F be the first (resp.
last state of π). By Lemma 4.2(1), we have τ(r)[i, j] = ∞, and since I ·τ(r)·F = ω,
we have τ(r)[i, j] ≥ ω, i.e., τ(r)[i, j] = ω. Moreover, ψ(θ(π)) < ω = τ(r)[i, j]. By
Proposition 4.3, we have ∆(θ(π)) ≥ d. From the arbitrary choice of π, it follows
∆(r(k)) ≥ d. �

Proposition 4.4 almost proves (2)⇒(3) in Theorem 2.1. However, we have to
invest some more ideas to construct a desired �-expression r which is of �-height
of at most (h+ 1)n.

4.3. Stabilization is a consistent mapping

The aim of this section is to show that stabilization is a consistent mapping.
At first, we show a preliminary lemma:

Lemma 4.5. Let e ∈ E(Vn×n). We have e� = ee� = e�e = ee�e = e�e�.
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Proof. Let i, j be arbitrary.
At first, we show (ee�)[i, j] ≥ e�[i, j]. Let k such that (ee�)[i, j] = e[i, k] ·e�[k, j],

and let l such that e�[k, j] = e[k, l] · (e[l, l])� · e[l, j]. We obtain

(ee�)[i, j] = e[i, k] · e[k, l] · (e[l, l])� · e[l, j] ≥ e[i, l] · (e[l, l])� · e[l, j] ≥ e�[i, j].

Now, we show e�[i, j] ≥ (ee�)[i, j]. Let l such that e�[i, j] = e[i, l] · (e[l, l])� · e[l, j],
and let k such that e[i, l] = e[i, k] · e[k, l]. We obtain

e�[i, j] = e[i, k] · e[k, l] · (e[l, l])� · e[l, j] ≥ e[i, k] · e�[k, j] ≥ (ee�)[i, j].

To sum up, e�[i, j] = (ee�)[i, j], i.e., e� = ee�. We can show e� = e�e in a symmetric
way, and from e� = ee� = e�e, we obtain immediately e� = ee�e.

It remains to show e� = e�e�. By Remark 4.1(3), we have e� ≥ e, and hence,
e�e� ≥ ee� = e�. Let i, j be arbitrary. We show (e�e�)[i, j] ≤ e�[i, j]. Let l such that
e�[i, j] = e[i, l] · (e[l, l])� · e[l, j]. Since for every z ∈ V , we have z� = z�z� = z�zzz�,
we obtain

e�[i, j] = e[i, l] · (e[l, l])� · e[l, j] = e[i, l] · (e[l, l])� · e[l, l]) · e[l, l] · (e[l, l])� · e[l, j] ≥

. . . ≥ e�[i, l] · e�[l, j] ≥ (e�e�)[i, j].

To sum up, e� ≥ e�e�. �

Proposition 4.6. Stabilization � on Vn×n is a consistent mapping.

Proof. By Lemma 4.5, we have e� ∈ E(Vn×n) for every e ∈ E(Vn×n). Hence, � is
indeed a mapping from E(Vn×n) to E(Vn×n).

Let a, b ∈ Vn×n and let e, f ∈ E(Vn×n) such that e =L f , and in particular,
f = aeb. To show that � is a consistent mapping, we have to show f � = ae�b.

We have f = (ae)(eb) and (ae) =L (eb) =L e. We show e = ebae. We denote
Green’s relations between e, f , ae, and eb in the following egg-box picture:

eb e

f ae

Because the idempotent f belongs to L (eb) ∩ R(ae), we have by Lemma 3.5,
(eb)(ae) =L e. Thus, ebae =L e, and ebae =R e, i.e., ebae =H e. Moreover, we
have (ebae)(ebae) = ebfae = ebae ∈ E(S). By Lemma 3.4, H (e) is a group. Thus,
there is exactly one idempotent in H (e), and hence, ebae = e.

We show f � ≤ ae�b. Let i, j be arbitrary.
Let r, s such that aee�eb[i, j] = (ae)[i, r] · e�[r, s] · (eb)[s, j].
Let l such that e�[r, s] = e[r, l] ·

(
e[l, l]

)� · e[l, s].
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Let l′ such that e[l, l] = (eb)[l, l′] · (ae)[l′, l]. By setting x = (eb)[l, l′] and
y = (ae)[l′, l], we obtain

(
e[l, l]

)� = (xy)� = x(yx)�y = (eb)[l, l′] ·
(
(ae)[l′, l] · (eb)[l, l′]

)�

· (ae)[l′, l].

We have

aee�eb[i, j] = (ae)[i, r] · e[r, l] ·
(
e[l, l]

)� · e[l, s]
︸ ︷︷ ︸

=e�[r,s]

· (eb)[s, j] = . . .

(ae)[i, r] · e[r, l] · (eb)[l, l′] ·
(
(ae)[l′, l] · (eb)[l, l′]

)�

· (ae)[l′, l]
︸ ︷︷ ︸

=(e[l,l])�

· e[l, s] · (eb)[s, j] ≥ . . .

(aeb)[i, l′] ·
(
(aeb)[l′, l′]

)�

· (aeb)[l′, j] = f [i, l′] · (f [l′, l′])� · f [l′, j] ≥ f �[i, j].

Hence, (aee�eb)[i, j] ≥ f �[i, j]. By Lemma 4.5, we have (ae�b)[i, j] ≥ f �[i, j], i.e.,
(ae�b) ≥ f �.

We have seen ebfae = e. As above, we can show ebf �ae ≥ e�. Hence, we have
aebf �aeb ≥ ae�b, i.e., ff �f ≥ ae�b, and by Lemma 4.5, f � ≥ ae�b.

To sum up, f � = ae�b. �

By Lemma 4.6 and Corollary 3.10 we have a natural extension of stabilization to
Reg(Vn×n), and we can use Lemma 3.12 as a very convenient tool whenever we
prove some assertion concerning stabilization.

At this point, we have to be very careful with the definition of 〈T 〉�. Let
a ∈ Reg(〈T 〉�). There is some e ∈ E(〈T 〉�) with e =L a. Then, ae = a and
a� = ae�, and thus, a� ∈ 〈T 〉�, or more precisely, a� ∈ Reg(〈T 〉�). Consequently,
〈T 〉� is closed under stabilization of matrices in Reg(〈T 〉�).

However, for b ∈ Reg(Vn×n), it is possible that b /∈ Reg(〈T 〉�) and b� /∈ 〈T 〉�.
In the definition of 〈T 〉� we demand closure under stabilization of idempotents.

After the definition of 〈T 〉� is given, we proved closure under stabilization of ma-
trices which are regular in 〈T 〉�.

If one defines 〈T 〉� in a way that 〈T 〉� has to be closed under stabilization of
matrices which are regular in 〈T 〉�, then the definition becomes a mess, because
the term “regular matrix in 〈T 〉�” does not have a meaning unless 〈T 〉� is defined.

4.4. Stabilization of regular matrices

We show two crucial lemmas about stabilization of regular matrices in Vn×n.
Since Reg(〈T 〉�) ⊆ Reg(Vn×n), we can apply both lemmas for matrices in Reg(〈T 〉�).

Lemma 4.7. For every a ∈ Reg(Vn×n), we have
(1) a ≤ a�, a ≈ a�, and
(2) for every i, j, a�[i, j] = ∠0.
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Proof. Let e ∈ E(Vn×n) with e =L a, i.e., a = ae, and a� = ae�. (1) is an
immediate conclusion from Remark 4.1(3)(4), and the stability of ≤ and ≈ under
matrix multiplication.

We have (2), because ∠0 cannot occur in e� by Remark 4.1(2). �

Lemma 4.8. Let a, b, c ∈ Vn×n be a smooth product in Vn×n and let i, j such that
we have (abc)�[i, j] ∈ {∠1, . . . ,∠h}. Then, there are p, q such that

(1) a[i, p] · b�[p, q] · c[q, j] = (abc)�[i, j];
(2) b�[p, q] < (abc)�[i, j], and b�[p, q] � (abc)�[i, j].

The reader should be aware that we state and prove Lemma 4.8 for smooth prod-
ucts in Vn×n, i.e., for a, b, c ∈ Vn×n satisfying a =L b =L c =L abc in Vn×n.

Now, let a, b, c ∈ 〈T 〉� and assume that a =L b =L c =L abc holds in 〈T 〉�.
Hence, we have a, b, c, abc ∈ Reg(〈T 〉�) ⊆ Reg(Vn×n) and it holds a =L b =L c =L

abc holds in Vn×n. Consequently, a, b, c satisfy the assumptions of Lemma 4.8,
i.e., we can apply Lemma 4.8 on a, b, c and we have (abc)� ∈ Reg(〈T 〉�).

Proof of Lemma 4.8. Let 0 ≤ g ≤ h such that (abc)�[i, j] = ∠g. We denote Green’s
relations between a, b, c and their products in the following egg-box picture:

a ab abc

e b bc

d f c

By a =L b =L ab, there is an idempotent e ∈ L (a) ∩ R(b), and similarly, there is
an idempotent f ∈ L (b)∩R(c). By Lemma 3.8, there is a d ∈ L (e)∩R(f) such
that bd = e and db = f .

We have a = ae, abc = aebc, and (abc)� = ae�bc.
Because (abc)�[i, j] = ae�bc[i, j] = ∠g, there are r, s such that a[i, r] · e�[r, s] ·

(bc)[s, j] = ∠g, and in particular e�[r, s] � ∠g. By the definition of stabilization,
there is some p such that we have e[r, p] · (e[p, p])� · e[p, s] = e�[r, s] � ∠g, and
hence, (e[p, p])� � ∠g. In combination with (e[p, p])� ∈ {�0, . . . ,�h−1, ω,∞}, we
obtain (e[p, p])� ∈ {�0, . . . ,�g−1}, i.e., e[p, p] ∈ {�0, . . . ,�g−1}. By Remark 4.1(6),
we get e�[p, p] = e[p, p]. By (e[p, p])� ∈ {�0, . . . ,�g−1}, we have in particular
e�[p, p] = e[p, p] � ∠g.

We have (bc)[s, j] � ∠g and e[p, s] � ∠g, and by Remark 3.14, (bc)[s, j] ≤ ∠g

and e[p, s] ≤ ∠g.
By e� = b�d, there is some q such that b�[p, q] · d[q, p] = e�[p, p] � ∠g, i.e.,

b�[p, q] � ∠g and d[q, p] � ∠g. By Remark 3.14, we have b�[p, q] < ∠g and
d[q, p] < ∠g which proves (2).

We have a[i, r] � ∠g and e[r, p] � ∠g, and thus, a[i, r] · e[r, p] � ∠g, and by
Remark 3.14, a[i, r] · e[r, p] ≤ ∠g. Thus, ae[i, p] = a[i, p] ≤ ∠g.

We have c = ffc = dbdbc = debc, i.e., c[q, j] = (debc)[q, j] ≤ d[q, p] · e[p, s] ·
(bc)[s, j] ≤ ∠g ·∠g · ∠g = ∠g, i.e., c[q, j] ≤ ∠g.
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Thus, a[i, p]·b�[p, q]·c[q, j] ≤ ∠g ·∠g ·∠g ≤ ∠g. On the other hand, a[i, p]·b�[p, q]·
c[q, j] ≥ (ab�c)[i, j] = (abc)�[i, j] = ∠g. Consequently, a[i, p] · b�[p, q] · c[q, j] = ∠g

which proves (1). �

A generalization of Lemma 4.8 to the case (abc)�[i, j] = ∠0 is vacuously true, be-
cause we have (abc)�[i, j] = ∠0 by Lemma 4.7(2). A generalization for (abc)�[i, j] ∈
{�0, . . . ,�h−1} is not possible, just let a = b = c be the matrix in which every
entry is �0.

4.5. On the growth of entries

We consider pairs in Vn×n×Σ+. For every pair (a,w) ∈ Vn×n×Σ+, let ∆′(a,w)
be the least non-negative integer such that for every i, j with a[i, j] /∈ {ω,∞} there
is some π ∈ i

w� j such that ψ(θ(π)) ≤ a[i, j] and ∆(θ(π)) ≤ ∆′(a,w). If such an
integer does not exist, then we set ∆′(a,w) := ∞. More precisely, we set

∆′(a,w) := maxi,j, a[i,j]/∈{ω,∞} min
{

∆(θ(π))
∣
∣∣ π ∈ i

w� j, ψ(θ(π)) ≤ a[i, j]
}
.

The cartesian product Vn×n × Σ+ is a semigroup in a natural way whereas the
operation is componentwise multiplication in Vn×n and concatenation of words.

Proposition 4.9. Let k ≥ 1 and (a1, w1), . . . , (ak, wk) ∈ Vn×n × Σ+.
(1) We have ∆′(a1 . . . ak, w1 . . . wk

)
≤ k · max 1≤l≤k∆′(al, wl).

(2) If a1, . . . , ak are a smooth product in Vn×n, then

∆′((a1 . . . ak)�, w1 . . . wk

)
≤ 23h−1 · max 1≤l≤k∆′(al, wl).

The most important fact in Proposition 4.9 is that the bound 23h−1 in (2) does
not depend on k. Although the bound 23h−1 seems to be very large, this bound
holds in contrast to (1) for arbitrarily large k.

Proof of Proposition 4.9. We denote d := max 1≤l≤k∆′(al, wl), a := a1 · · ·ak, and
w := w1 . . . wk.

(1) Let i, j such that a[i, j] /∈ {ω,∞}. There are i = i0, . . . , ik = j such that
a[i, j] = a1[i0, i1] · · ·ak[ik−1, ik]. For every 1 ≤ l ≤ k, there is some πl ∈ il−1

wl� il
such that ψ(θ(πl)) ≤ al[il−1, il] and ∆(θ(πl)) ≤ d. We have π1 . . . πk ∈ i

w� j,
∆(θ(π1 . . . πk)) ≤ kd, and

ψ(θ(π1 . . . πk)) = ψ(θ(π1)) · · ·ψ(θ(πk)) ≤ a1[i0, i1] · · · ak[ik−1, ik] = a[i, j],

and (1) follows.
To show (2), we show the following two claims (a),(b). Let i, j, and 0 ≤ g ≤ h

be arbitrary.

(a) If a�[i, j] = ∠g, then there is a path π ∈ i
w� j such that ψ(θ(π)) ≤ ∠g

and ∆(θ(π)) ≤ 23g−1d.
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(b) If a�[i, j] = �g, then there is a path π ∈ i
w� j such that ψ(θ(π)) ≤ �g and

∆(θ(π)) ≤ 23g+1d.

We show both claims by an induction over the ordering � of V .
For ∠0, claim (a) is vacuously true, because a�[i, j] = ∠0 by Lemma 4.7(2).
For k = 1, both claims (a) and (b) are obvious. For k = 2, both claims (a)

and (b) follow from assertion (1) since a ≤ a� and 2 = k ≤ 23g−1 for g ≥ 1 (resp.
2 = k ≤ 23g+1 for g ≥ 0). However, for k = 3 we cannot simply use assertion (1)
since for g = 0 in (b) we have k = 3 ≤ 23·0+1 = 2.

In the rest of the proof we assume k ≥ 3.
We show (b) for �0. By Lemma 3.12(2), (a1 . . . ak)� = a�

1 . . . a
�
k. Thus, we have

(a�
1 . . . a

�
k)[i, j] = �0, i.e., there are i = i0, . . . , ik = j such that for every 1 ≤ l ≤ k,

we have a�
l [il−1, il] ∈ {�0,∠0}, and by Lemma 4.7(2), a�

l [il−1, il] = �0.
Let 1 ≤ l ≤ k. By Lemma 4.7(1), we have al[il−1, il] ∈ {�0, . . . ,�h−1}. Let πl ∈

il−1
wl� il with ψ(θ(πl)) ≤ al[il−1, il] and ∆(θ(πl)) ≤ d. Then, ψ(θ(π1 . . . πk)) ∈

{�0, . . . ,�h−1}, i.e., ψ(θ(π1 . . . πk)) ≤ �0. By Lemma 3.20, ∆(θ(π1 . . . πk)) ≤ 2d.
Hence, π := π1 . . . πk proves the claim.

Next, we show (a) for some 1 ≤ g ≤ h, i.e., we assume (a1 . . . ak)�[i, j] = ∠g.
By induction, we assume that both (a) and (b) are true for 0 ≤ g′ < g.

Since k ≥ 3, we can apply Lemma 4.8 on a1(a2 . . . ak−1)ak. Let p, q be from
Lemma 4.8. Let π1 ∈ i

w1� p with ψ(θ(π1)) ≤ a1[i, p] and ∆(θ(π1)) ≤ d. Similarly,
let πk ∈ q

wk� j with ψ(θ(π|w|)) ≤ ak[p, j] and ∆(θ(πk)) ≤ d.
Let z := (a2 . . . ak−1)�[p, q]. By Lemma 4.8(2), we have z � (a1 . . . ak)[i, j] =

∠g, i.e., we can apply the inductive hypothesis on (a2 . . . ak−1)[p, q]. Thus, there is
a π̃ ∈ p

w2...wk−1� q such that ψ(θ(π̃)) ≤ (a2 . . . ak−1)�[p, q] and ∆(θ(π̃)) ≤ 23g−2d.
We have by Lemma 4.8(1)

ψ(θ(π1)) · ψ(θ(π̃)) · ψ(θ(πk)) ≤ a1[i, p] · (a2 . . . ak−1)�[p, q] · ak[q, j] = a�[i, j].

Moreover, we have ∆(θ(π1π̃πk)) ≤ 2d + 23g−2d ≤ (2 + 23g−2)d ≤ 23g−1d, i.e.,
claim (a) is true for π := π1π̃πk. The estimation (2+23g−2) ≤ 23g−1 is rough, but
we rather want to avoid technical overhead.

We show (b) for some 1 ≤ g < h, i.e., we assume (a1 . . . ak)�[i, j] = �g. By
induction, we assume that (a) and (b) are true for ∠0, . . . ,∠g (resp. �0, . . . ,�g−1).

By Lemma 3.12(2), we have (a1 . . . ak)�[i, j] = (a�
1 . . . a

�
k)[i, j] = �g. There is at

least one sequence i = i0, . . . , ik = j, such that

a�
1[i0, i1] · · · a

�
k[ik−1, ik] = �g.

We choose some sequence i0, . . . , ik with this property such that a�
l [il−1, il] = �g

for as many 1 ≤ l ≤ k as possible. There is at least one l with a�
l [il−1, il] = �g.

Now, let 1 ≤ r ≤ s ≤ k such that z2 := a�
r[ir−1, ir] . . . a�

s[is−1, is] � �g.
Moreover, we assume that either r = 1 or a�

r−1[ir−2, ir−1] = �g. Similarly, we
assume that s = k or a�

s+1[is, is+1] = �g. Let us mention that it is not clear
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whether such r and s exist. However, the existence of r, s is not really important,
we just want to develop some arguments which are required if there are r, s with
these properties.

Let z := (a�
r . . . a

�
s)[ir−1, is]. We derive information on z.

• We have z ≤ z2 � �g. We can write z2 � �g as z2 ∈ {∠0,�0, . . . ,∠g}.
Hence, z ≤ z2 simply means that z is less than or equal to (by ≤) some
element among {∠0,�0, . . . ,∠g}. Consequently, z is less than or equal to
(by ≤) the biggest element (by ≤) in {∠0,�0, . . . ,∠g}, i.e., z ≤ ∠g.

• By contradiction, assume z = �g. If r = s, then we have z2 = �g which
contradicts the choice of r and s. If r < s, then we can replace in i0, . . . , ik
the indices ir, . . . , is−1 by i′r, . . . , i′s−1 such that a�

r[ir−1, i
′
r] · · · a�

s[i′s−1, is] =
�g. Then, we have a contradiction to the choice of i0, . . . , i|w|, or more
precisely, to the condition that a�

l [il−1, il] = �g for as many l as possible.
• By contradiction, assume z ∈ {�g+1, . . . ,�h−1}. We conclude

�g = (a�
1 . . . a

�
k)[i, j] ≤ . . .

a�
1[i0, i1] · · · a

�
r−1[ir−2, ir−1]

︸ ︷︷ ︸
z1:=

·
(
(a�

r . . . a
�
s)[ir−1, is]

)

︸ ︷︷ ︸
= z

· a�
s+1[is, is+1] · · · a�

k[ik−1, ik]
︸ ︷︷ ︸

z3:=

We have z1z2z3 = �g, and thus, z1 � �g and z3 � �g. By �g � z,
we have z1zz3 = z. Thus, �g ≤ z which contradicts the assumption
z ∈ {�g+1, . . . ,�h−1}.

By combining z ≤ ∠g and z /∈ {�g, . . . ,�h−1}, we obtain (a�
r · · · a�

s)[ir−1, is] =
z � �g. Thus, we can apply the inductive hypothesis on (ar . . . as)[ir−1, is].

Consequently, there is some πr,s ∈ ir−1
wr...ws� is such that we have ∆(θ(πr,s)) ≤

23g−1d and ψ(θ(πr,s)) ≤ (ar · · · as)�[ir−1, is] = z � �g. We can denote z � �g as
z ∈ {∠0,�0, . . . ,∠g}. Hence, ψ(θ(πr,s)) ≤ z means than ψ(θ(πr,s)) is less (by ≤)
than the biggest element (by ≤) of the set {∠0,�0, . . . ,∠g}. Thus, ψ(θ(πr,s)) ≤
∠g, i.e., ψ(θ(πr,s)) ∈ {�0, . . . ,�h−1,∠0, . . . ,∠g}. We assume such a path πr,s for
every 1 ≤ r ≤ s ≤ k with the above properties.

For every 1 ≤ l ≤ k with a�
l [il−1, il] = �g, let πl ∈ il−1

wl� il with ∆(θ(πl)) ≤ d

and ψ(θ(πl)) = al[il−1, il] ≤ a�
l [il−1, il] = �g. Thus, ψ(θ(πl)) ∈ {�g, . . . ,�h−1}.

Note that there is at least one l with these properties.
Let π be the concatenation of all the paths πr,s and πl “in correct order”.

Note that by the choice of r and s, there are no two consecutive πr,s factors in
this concatenation. We have π ∈ i

w� j. By Lemma 3.21, we have ∆(θ(π)) ≤
4 · 23g−1d = 23g+1d.

For (b), it remains to show ψ(θ(π)) ≤ �g. Since ψ(θ(πl)) ∈ {�g, . . . ,�h−1}
and ψ(θ(πr,s)) /∈ {∠g+1, . . . ,∠h}, we get ψ(θ(π)) ∈ {�g, . . . ,�h−1}, and hence,
ψ(θ(π)) ≤ �g. �
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4.6. The Proof of (1)⇒(2) in Theorem 2.1

In this section, we prove (1)⇒(2) in Theorem 2.1.

Proposition 4.10. Let I ′ � I ⊆ 〈T 〉� be ideals of 〈T 〉� such that I \ I ′ is a J -
class of 〈T 〉�.
For every k ≥ 1, (a1, w1), . . . , (ak, wk) ∈ Vn×n × Σ+ satisfying

A1: a1, . . . , ak ∈ 〈T 〉�,
A2: for every 1 ≤ l < k, alal+1 ∈ I,

there are k′ ≥ 1, (a′1, w
′
1), . . . , (a

′
k′ , w′

k′) ∈ Vn×n × Σ+ such that

C1: a′1, . . . , a′k′ ∈ 〈T 〉�,
C2: for every 1 ≤ l < k′, a′la

′
l+1 ∈ I ′,

C3: w′
1 . . . w

′
k′ = w1 . . . wk, a1 · · · ak ≈ a′1 · · · a′k′ , and

C4: max1≤l≤k′ ∆′(a′l, w
′
l

)
≤ 23h+2 · max1≤l≤k ∆′(al, wl

)
.

Proof. We denote d := max1≤l≤k ∆′(al, wl

)
.

We factorize (a1, w1), . . . , (ak, wk). If a1 ∈ I ′, then let v1 := (a1, w1) and l = 1.
If a1 /∈ I ′, then let 1 ≤ l ≤ k be the largest integer such that a1 · · ·al /∈ I ′

and set v1 = (a1, w1), . . . , (al, wl). If l < k, then we apply the same procedure
to (al+1, wl+1), . . . , (ak, wk) and obtain v2. By repeating this procedure as many
times as possible, we achieve sequences v1, . . . , vk′ over Vn×n×Σ+ with v1 . . . vk′ =
(a1, w1), . . . , (ak, wk). Note that k′ is simply defined as the number of words which
we obtain in the factorization.

Let 1 ≤ l ≤ k′ be arbitrary. We define (a′l, w
′
l) from vl. Let m be the number

of pairs in vl, and denote vl = (b1, u1), . . . , (bm, um). Let w′
l := u1 . . . um. Hence,

we have w′
1 . . . w

′
k′ = w1 . . . wk. The definition of a′l is more involved.

Case 1. m ≤ 3.
We set a′l = b1 . . . bm. Then, a′l ∈ 〈T 〉� (C1) and b1 . . . bm ≈ a′l. By
Lemma 4.9(1), we have (C4) for (a′l, w

′
l) since m ≤ 3 ≤ 23h+2.

Case 2. m > 3, m is even.
We set a′l := (b1 . . . bm)�. For this, we have to ensure that b1 . . . bm ∈
Reg(Vn×n). However, for (C1), we even have to show b1 . . . bm ∈ Reg(〈T 〉�).
Let 1 ≤ p < m be arbitrary. By (A2), we have bpbp+1 ∈ I and b1 . . . bm ∈ I.
Since m ≥ 4, we have by the definition of vl and (A2), b1 . . . bm /∈ I ′, and
in particular bpbp+1 /∈ I ′. Consequently, b1b2, b3b4, . . . , bm−1bm ∈ I \ I ′
and b1 . . . bm ∈ I \ I ′. Hence, I \ I ′ is a regular J -class of 〈T 〉�, i.e.,
b1b2, b3b4, . . . , bm−1bm are a smooth product in 〈T 〉�. Thus, a′l is defined
and we have a′l ∈ 〈T 〉� (C1) and b1 . . . bm ≈ a′l.

We apply Lemma 4.9(2) on the sequence (b1b2, u1u2), (b3b4, u3u4), . . . ,
(bm−1bm, um−1um). For every odd 1 ≤ p < m, ∆′(bpbp+1, upup+1) ≤ 2d.
By Lemma 4.9(2), it follows

∆′(a′l, u1 . . . um) ≤ ∆′((b1 . . . bm)�, u1 . . . um

)
≤ 23hd,

i.e., (a′l, u1 . . . um) satisfies (C4).
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Case 3. m > 3, m is odd.
We proceed as in case 2, but we consider the sequence (b1b2b3, u1u2u3),
(b4b5, u4u5), . . . , (bm−1bm, um−1um). We get ∆′(a′l, u1 . . . um) ≤ 3·23h−1d,
i.e., (a′l, u1 . . . um) satisfies (C4).

Since b1 · · · bm ≈ a′l in each case, we have a1 · · · ak ≈ a′1 · · · a′k′ which completes the
proof of (C3).

It remains to show (C2). Let 1 ≤ l < k′. We denote vl = (b1, u1), . . . , (bm, um).
Moreover, we denote vl+1 = (b̂1, û1), . . . , (b̂m̂, ûm̂). We have a′l = b1 . . . bm or
a′l = (b1 . . . bm)�, and hence, a′l ≤J b1 . . . bm, and similarly, a′l+1 ≤R b̂1 . . . b̂m̂

(cf. Rem. 3.11). Consequently, a′la
′
l+1 ≤J b1 . . . bmb̂1 . . . b̂m̂. By our factorization

method to obtain vl and vl+1, above, we have b1 ∈ I ′, b̂1 ∈ I ′, or b1 . . . bmb̂1 ∈ I ′.
To sum up, a′la

′
l+1 ∈ I ′ (C2). �

Proof of (1)⇒(2) in Theorem 2.1. We assume that for every a ∈ 〈T 〉�, we have
I · a · F = ω, and we show that A is limited. Let w ∈ L(A) be an arbitrary,
non-empty word. Let k := |w| and denote w = c1 . . . ck.

Let y be the number of J -classes of 〈T 〉�. Let 〈T 〉� = I1 � I2 � · · · � Iy �

Iy+1 = ∅ be ideals of 〈T 〉� such that for every 1 ≤ l ≤ y the set Il \ Il+1 is a
J -class of 〈T 〉�.

Consider the sequence
(
Ψ(c1), c1

)
, . . . ,

(
Ψ(ck), ck

)
. We apply Proposition 4.10

inductively y times for I0, . . . , Iy on this sequence. Initially, I = 〈T 〉�, and hence,
(A2) is satisfied. Clearly, Ψ(c1), . . .Ψ(ck) ∈ T ⊆ 〈T 〉�, i.e., (A1) is satisfied.
In each application of Proposition 4.10, (C1) and (C2) provide (A1) and (A2)
for the next application. In the last application, I ′ = ∅, and thus, (C2) im-
plies k′ = 1. Hence, we obtain a single pair (a,w), and we have by (C3, C4),
a ≈ Ψ(c1) . . .Ψ(cm) = Ψ(w) and a ∈ 〈T 〉�. For every 1 ≤ l ≤ k, we have
∆′(Ψ(cl), cl

)
≤ 1. By (C4) and since y ≤ |Vn×n| = (2h+ 3)n2

, we get

∆′(a,w
)

≤ 2(3h+2)(2h+3)n2

.

Since w ∈ L(A), we have I ·Ψ(w)·F = ∞, and since a ≈ Ψ(w), we get I ·a·F = ∞.
Since a ∈ 〈T 〉�, we get I · a · F = ω. Consequently, I · a · F < ω. Hence, there is

a successful path π in A with the label w and ∆(π) ≤ 2(3h+2)(2h+3)n2

, i.e., A is
limited. �

5. On the complexity

5.1. The stabilization hierarchy

Let T ⊆ Vn×n and set T0 := 〈T 〉. For every p ∈ N, let

Tp+1 :=
〈
Tp ∪

{
e�
∣
∣ e ∈ E(Tp)

} 〉
.



486 D. KIRSTEN

We call T0 ⊆ T1 ⊆ T2 . . . the stabilization hierarchy of T . Moreover, it is easy to
see that 〈T 〉� =

⋃
p≥0 Tp. Because for every p ≥ 0, Tp is a subset of the finite set

Vn×n, we have T|Vn×n| = T|Vn×n|+1, and hence, 〈T 〉� = T|Vn×n|.
A key question for the complexity of limitedness of nested distance desert au-

tomata is: at which level does the stabilization hierarchy collapse? This question
was already raised by Leung in the framework of distance automata in 1987 [27].

Recall that R = {�0,∠1, ω,∞}. For T ⊆ Rn×n, Leung conjectured 〈T 〉� =
Tn2 [27], p. 38. In [47], p. 112 it was conjectured that there is a polynomial
B : N → N such that 〈T 〉� = TB(n) for every T ⊆ Rn×n. In [30], p. 522, the
existence of such a polynomial B was again considered as an open question. This
question was very important, because the existence of such a polynomial B implies
that limitedness of distance automata is decidable in PSPACE [27,30].

However, in 1998, Leung suggested another strategy. He mentioned that lim-
itedness of distance automata is decidable in PSPACE if there is some polyno-
mial C : N → N such that every n-state distance automaton is either limited by
2C(n) or unlimited [32]. Indeed, Hashiguchi showed that this assertion is true for
C(n) = 4n3 + n ld(n + 2) + n ≤ 4n3 + n2 + 2n [15–17]. Leung and Podolskiy
improved this bound to C(n) = 3n3 + n ldn + n − 1 [33], and hence, limitedness
of distance automata is decidable in PSPACE.

However, it remained open whether there is a polonium B for the collapse of
the stabilization hierarchy. Let us mention that Leung showed for every n ≥ 2
some set T ⊆ Rn×n such that Tn−2 � Tn−1 = 〈T 〉�, i.e., setting B(n) := n − 2
is not sufficient [30].

Below, we will positively answer Leung’s conjecture by showing Tn = 〈T 〉� in
Corollary 5.6(2).

5.2. Index classes

Let e ∈ E(Vn×n) and 0 ≤ g ≤ h. We define a relation ∼e,g on {1, . . . , n} by
setting

i ∼e,g j :⇐⇒ e[i, j] ≤ ∠g and e[j, i] ≤ ∠g

for every i, j. Clearly, ∼e,g is symmetric, and since e is idempotent, ∼e,g is tran-
sitive. If for some i, there is a j such that i ∼e,g j, then we have i ∼e,g i.
Consequently, the restriction of ∼e,g to the set

Ze,g :=
{
i
∣∣ there is some j such that i ∼e,g j

}

is reflexive, i.e., ∼e,g is an equivalence relation on Ze,g. By equivalence class of
∼e,g we mean an equivalence class of ∼e,g on Ze,g. For every i ∈ Ze,g, we denote
by [i]e,g the equivalence class of i. We denote by Cl(e, g) the set of equivalence
classes of ∼e,g.

Lemma 5.1. Let e, f ∈ E(Vn×n) such that e ≥J f and 0 ≤ g ≤ h. We have∣∣Cl(e, g)
∣∣ ≥

∣∣Cl(f, g)
∣∣.
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Proof. Let a, b ∈ Vn×n such that aeb = f . We assume ae = a and eb = b. If a
and b do not satisfy these conditions, then we proceed the proof for a′ = ae and
b′ = eb.

We construct a partial surjective mapping β : Cl(e, g) ��� Cl(f, g). The mapping
β depends on the choice of a and b. For every i, j with i ∼e,g i and j ∼f,g j
satisfying a[j, i] · e[i, i] · b[i, j] ≤ ∠g, we set β([i]e,g) := [j]f,g. To complete the
proof, we have to show that β is well defined and that β is indeed surjective.

We show that β is well defined. Let i, i′ such that i ∼e,g i and i′ ∼e,g i′.
Moreover, let j, j′ such that j ∼f,g j and j′ ∼f,g j

′. Assume a[j, i]·e[i, i]·b[i, j] ≤ ∠g

and a[j′, i′] · e[i′, i′] · b[i′, j′] ≤ ∠g. Thus, β([i]e,g) = [j]f,g and β([i′]e,g) = [j′]f,g.
To show that β is well defined, we have to show that if [i]e,g = [i′]e,g, then we have
[j]f,g = [j′]f,g. Assume [i]e,g = [i′]e,g, i.e., i ∼e,g i

′. Hence, e[i, i′] ≤ ∠g. Above, we
assumed a[j, i] · e[i, i] · b[i, j] ≤ ∠g, and thus, a[j, i] ≤ ∠g. Similarly, b[i′, j′] ≤ ∠g.
Consequently, a[j, i] · e[i, i′] · b[i′, j′] ≤ ∠g, i.e., f [j, j′] = (aeb)[j, j′] ≤ ∠g. By
symmetry, we achieve f [j′, j] ≤ ∠g, and hence, j ∼f,g j

′.
We show that β is surjective. Let j such that j ∼f,g j. We have to show some

i such that β([i]e,g) = [j]f,g. Since j ∼f,g j, we have f [j, j] ≤ ∠g. Since f = aeb,
there are k, l such that a[j, k] · e[k, l] · b[l, j] ≤ ∠g, and in particular, e[k, l] ≤ ∠g.
By Lemma 3.15, there is some i such that e[k, i] · e[i, i] · e[i, l] = e[k, l] ≤ ∠g, and
in particular, e[i, i] ≤ ∠g. We have a[j, i] = (ae)[j, i] ≤ a[j, k] · e[k, i] ≤ ∠g,
and b[i, j] = (eb)[i, j] = e[i, l] · b[l, j] ≤ ∠g. To sum up, a[j, i] · e[i, i] · b[i, j] ≤ ∠g,
and hence, β([i]e,g) = [j]f,g. �

Lemma 5.2. Let e ∈ E(Vn×n) and 0 ≤ g ≤ h. We have Cl(e, g) ⊇ Cl(e�, g).

Proof. Let i be such that i ∼e�,g i. We show [i]e�,g = [i]e,g.
For every j with i ∼e�,g j, we have by Remark 4.1(3), i ∼e,g j, i.e., [i]e�,g ⊆ [i]e,g.
Conversely, let j ∈ [i]e,g. Hence, e[i, j] ≤ ∠g. Since i ∼e�,g i, we have e�[i, i] ≤

∠g. To sum up,

e�[i, j] = (e�e)[i, j] ≤ e�[i, i] · e[i, j] ≤ ∠g ·∠g = ∠g,

and by symmetry, e�[j, i] ≤ ∠g, i.e., i ∼e�,g j. Hence, j ∈ [i]e�,g. �

Lemma 5.3. Let e ∈ E(Vn×n) and assume e = e�. There is some 0 ≤ g ≤ h such
that we have Cl(e, g) � Cl(e�, g) and for some l, e[l, l] = ∠g.

Proof. Let i, j such that e[i, j] = e�[i, j]. By Lemma 3.15, there is some l such
that e[i, j] = e[i, l] · e[l, l] · e[l, j]. By contradiction, assume e[l, l] = e�[l, l]. Hence,

e�[i, j] = (ee�e)[i, j] ≤ e[i, l] · e�[l, l] · e[l, j] = e[i, l] · e[l, l] · e[l, j] = e[i, j],

i.e., e�[i, j] = e[i, j] which is a contradiction. Consequently, e[l, l] < e�[l, l].
By Remark 4.1(4, 5, 6), we have e[l, l] /∈ {�0, . . . ,�h−1, ω,∞}, and thus, e[l, l] ∈

{∠0, . . . ,∠h}. Let 0 ≤ g ≤ h such that e[l, l] = ∠g. We have e�[l, l] > ∠g.
Consequently, l ∼e,g l, but we do not have l ∼e�,g l. Thus, l ∈ Ze,g but l /∈ Ze�,g.
Hence, there is a class [l]e,g in Cl(e, g), but there is no class [l]e�,g in Cl(e�, g). In
combination with Lemma 5.2, we obtain Cl(e, g) � Cl(e�, g). �
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5.3. The collapse of the stabilization hierarchy

We fix some T ⊆ Vn×n for Section 5.3. We define

∠(T ) :=
{
∠g

∣
∣ a[i, j] = ∠g for some a ∈ T and i, j

}
.

Note that ∠(T ) = ∠
(
〈T 〉�

)
. For every e ∈ E(Vn×n), we set

cls(e) :=
∑

∠g ∈∠(T )

∣
∣Cl(e, g)

∣
∣.

Note that cls(e) depends on the underlying set T . For example, let e be the matrix
in which every entry is �0. For every 0 ≤ g ≤ h, the set {1, . . . , n} is the only
equivalence class of ∼e,g. Then, we have |Cl(e, g)| = 1 and cls(e) = ∠(T ).

For every e ∈ E(Vn×n) and 0 ≤ g ≤ h, we have |Cl(e, g)| ≤ n, and hence,
cls(e) ≤ ∠(T )n. By Lemmas 5.2 and 5.3, we have cls(e) ≤ cls(e�) for every
e ∈ 〈T 〉� ∩E(Vn×n). If e = e�, then we even have cls(e) < cls(e�). This observation
allows us to show that the stabilization hierarchy of T collapses at level ∠(T )n.

Lemma 5.4. Let T ⊆ Vn×n and p ≥ 1. For every e ∈ Tp \Tp−1 with e ∈ E(Vn×n),
we have

cls(e) ≤ ∠(T )n− p.

In the particular case p > ∠(T )n, Lemma 5.4 implies that there is no idempotent
in Tp \ Tp−1.

Proof. For a more lucid presentation of the proof, we set T−1 := ∅ and show the
lemma for p ≥ 0. We proceed by induction on p. For p = 0, the assertion is
obvious.

Let p ≥ 0. We show the claim for p+ 1. Let e ∈ Tp+1 \Tp with e ∈ E(Vn×n) be
arbitrary. By the definition of Tp+1, there are some k ≥ 1 and a1, . . . , ak ∈ Vn×n

such that e = a1 . . . ak and for every 1 ≤ i ≤ k, we have ai ∈ Tp or ai = e�
i for

some ei ∈ E(Tp). Since e ∈ Tp+1 \ Tp, there is at least one 1 ≤ i ≤ k such that
ai = e�

i for some ei ∈ E(Tp) such that e�
i /∈ Tp. By e�

i /∈ Tp, we have ei /∈ Tp−1.
Hence, ei ∈ Tp \ Tp−1.

By induction, we have cls(ei) ≤ ∠(T )n − p. Since ei = e�
i , we obtain by

Lemmas 5.2 and 5.3 cls(e�
i) < cls(ei). Since e ≤J e�

i , we obtain by Lemma 5.1,
cls(e) ≤ cls(e�

i). To sum up, we have cls(e) ≤ ∠(T )n− (p+ 1). �

Proposition 5.5. Let T ⊆ Vn×n. We have T∠(T )n = T∠(T )n +1, i.e., the stabi-

lization hierarchy of T collapses at level ∠(T )n, and in particular, T∠(T )n = 〈T 〉�.

Proof. Let p := ∠(T )n. By contradiction, let e ∈ E(Tp) such that e� /∈ Tp. By
the definition of Tp+1, we have e� ∈ E(Tp+1). By Lemma 5.4, we have cls(e) ≤
∠(T )n− (p+ 1) = −1, which is a contradiction. �
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For lucidity, we state the following corollary:

Corollary 5.6.

(1) Let h ≥ 1 and T ⊆ Vn×n. We have T(h+1)n = 〈T 〉�.
(2) For every subset T ⊆ Rn×n, we have Tn = 〈T 〉�.

Proof. Assertion (1) follows from Proposition 5.4 because T0 ⊆ T1 ⊆ T2 ⊆ . . . and
∠(T ) ≤ h+ 1.

Since R = {�0,∠1, ω,∞}, we have |∠(T )| ≤ 1. Hence, (2) follows from Propo-
sition 5.4 �

As already mentioned, Leung’s conjectured in 1987 [27] Tn2 = 〈T 〉� for every
T ⊆ Rn×n. Corollary 5.6(2) is a positive answer to this conjecture, because
Tn ⊆ Tn2 ⊆ 〈T 〉�.

We complete the proof of Theorem 2.1 by showing (2)⇒(3).

Proof of (2)⇒(3) in Theorem 2.1. For every a ∈ T0, we can construct a �-expres-
sion r which does not contain any � such that τ(r) = a. By induction, we can
construct for every p ≥ 0 and every a ∈ Tp a typed �-expression r such that
τ(r) = a and the �-height of r is at most p.

Let a ∈ 〈T 〉� such that I ·a·F = ω. By Corollary 5.6(1), a ∈ T(h+1)|Q|, i.e., there
is a �-expression r such that τ(r) = a and the �-height of r is at most (h+ 1)|Q|.
By Proposition 4.4, r proves (3). �

5.4. A nondeterministic PSPACE-algorithm

Again let T ⊆ Vn×n. We define

ent(T ) :=
{
a[i, j]

∣∣ for some a ∈ T and i, j
}
.

We have ent(T ) ⊆ ent
(
〈T 〉�

)
⊆ ent(T ) ∪ {ω}.

Lemma 5.7. Let T ⊆ Vn×n.

(1) For every a ∈ T0, there are 1 ≤ m ≤ |ent(T )|n2
and a1, . . . , am ∈ Vn×n

such that a = a1 . . . am and for every 1 ≤ k ≤ m, ak ∈ T .
(2) Let p ≥ 1. For every a ∈ Tp, there are 1 ≤ m ≤ (|ent(T )| + 1)n2

and
a1, . . . , am ∈ Vn×n such that a = a1 . . . am and for every 1 ≤ k ≤ m,
(a) ak ∈ Tp−1 or
(b) there is some ek ∈ E(Tp−1) such that ak = e�

k.

Proof. (1) Let a ∈ T0. Since T0 = 〈T 〉, there are m ≥ 1 and a1, . . . , am ∈ T
such that a = a1 . . . am. By a counting and cancellation argument, we can assume
m ≤ |ent(T )|n2

.
(2) We apply the definition of Tp. We can assume m ≤ (|ent(T )|+1)n2

, because
we have a ∈ 〈T 〉� ⊆

(
ent(T ) ∪ {ω}

)
n×n

. �
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We give a nondeterministic algorithm to decide limitedness of nested distance
desert automata. The key of the algorithm is the function guess, below. The
input of guess are a non-empty set T ⊆ Vn×n and an integer p ≥ 0. Below, we
will show that guess returns some matrix in a ∈ 〈T 〉�.

We assume some function guessbool which returns nondeterministically true
or false. We also assume some function guessnum whose argument is a integer.
For every k ≥ 1, guessnum(k) returns nondeterministically an integer between 1
and k. Moreover, we assume a function choose. The input of choose is a non-
empty set of matrices in Vn×n and it returns nondeterministically some matrix
from the input set.

function guess(T,p)
a:= 1Vn×n

for k:=1 to guessnum((|ent(T )| + 1)n2
) do begin

if p = 0 then a:= a · choose(T)
else begin
b:= guess(T,p− 1)
if b · b = b and guessbool then b:= b�

a:= a · b
end

end
return a

Proposition 5.8. Let T ⊆ Vn×n be non-empty, p ≥ 0, and a ∈ Vn×n. There is a
run of guess(T,p) which returns the matrix a iff a ∈ Tp.

Proof. Let p = 0. Clearly, guess(T,0) returns a product of matrices in T . Con-
versely, by Lemma 5.7(1), there is for every a ∈ T0 some run of guess(T,0) which
returns a.

Let p ≥ 1 and assume that the assertion is true for p−1. We prove the assertion
for p.
. . .⇒ . . . Every run of guess(T,p) returns a product of matrices a1, . . . , am ∈

Vn×n for some 1 ≤ m ≤ |ent(T ) + 1|n2
whereas for every 1 ≤ k ≤ m, ak is a

result of guess(T,p− 1) or ak = e�
k for some result ek of guess(T,p − 1) with

ek ∈ E(Vn×n). By induction, every result of guess(T,p− 1) belongs to Tp−1. By
the definition of Tp, the result of guess(T,p) belongs to Tp.
. . .⇐ . . . Let a ∈ Tp. Let 1 ≤ m ≤ |ent(T ) + 1|n2

and a1, . . . , am ∈ Vn×n as in
Lemma 5.7(2). We show a run of guess(T,p) which returns a. We assume that
guessnum(|ent(T ) + 1|n2

) returns m. Let 1 ≤ k ≤ m be arbitrary. We consider
the k-th run of the loop. If ak ∈ Tp−1, then we assume by the inductive hypothesis
that guess(T,p− 1) returns ak and guessbool returns false. If ak /∈ Tp−1, then
ak = e�

k for some ek ∈ E(Tp−1), and we assume by the inductive hypothesis that
guess(T,p − 1) returns bk and guessbool returns true. By an induction on k,
one can show that the value of a after the k-th run of the loop is a1 · · · ak, and
thus, guess(T,p) returns a. �
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We show that limitedness of nested distance desert automata is decidable in
PSPACE. We will show PSPACE-hardness in Section 5.5.

Proof of Theorem 2.2. We sketch a nondeterministic algorithm which decides lim-
itedness of nested distance desert automata. Let A = [Q,E, I, F, θ] be a nested
distance desert automaton. At first, the algorithm constructs the set Ψ(Σ) ∈ Vn×n.
Let us denote n := |Q|, T := Ψ(Σ) and p := |∠(T )|n. The algorithm computes
I ·guess(T,p)·F . If the result is ω, then the algorithm returns “A is not limited”,
otherwise, the computation fails.

If A is not limited, then there is a matrix a ∈ 〈T 〉� such that I · a · F = ω. By
Proposition 5.5, a ∈ Tp. By Proposition 5.8, there is a run of guess(T,p) which
returns a. Hence, there is a run on which the algorithm returns “A is not limited”.

If there is a run on which the algorithm returns “A is not limited”, then there is
a run of guess(T,p) which returns some matrix a ∈ Vn×n for which I · a ·F = ω.
By Proposition 5.8 and Tp ⊆ 〈T 〉�, we have a ∈ 〈T 〉�, i.e., A is unlimited.

The algorithm requires n2ld(|ent(T )|+1) bits to store the value (ent(T )+1)n2
for

guessnum calls. It is not necessary to store the set T explicitly. An implementation
of choose(T) can non-nondeterministically choose some letter from Σ and retrieve
the corresponding matrix from the automaton.

For a run of guess(T,p), one has to store the counter k, the matrices a and b,
and a temporary matrix to compute matrix multiplication, stabilization, and the
comparison b · b = b. Moreover, the recursive call of guess(T,p − 1) requires
space. One can store k in ld(|ent(T ) + 1|)n2

= n2ld(|ent(T ) + 1|) bits, and one
can store each matrix in n2ld(|ent(T ) + 1|) bits. Hence, a run of guess(T,p)
requires 4n2ld(|ent(T ) + 1|) bits and additionally space for the recursive call of
guess(T,p − 1). By an induction on p, we can show that every run of
guess(T,p) requires (p+1)4n2ld(|ent(T )+1|) =

(
|∠(T )|n+1

)
4n2ld

(
|ent(T )+1|

)

∈ O
(
|∠(T )|n3ld ent(T )

)
space.

We have |ent(T )| ≤ 2h+2 and |∠(T )| ≤ h+1. For fixed h, our nondeterministic
algorithm requires O(n3) space. If h is not fixed, we still have |ent(T )| ≤ |E| and
|∠(T )| ≤ |E|. We can assume n ≤ 2|E|. Thus, our nondeterministic algorithm
requires O

(
|E|3ld|E|

)
space.

By Savitch’s theorem, limitedness of nested distance desert automata is decid-
able in deterministic polynomial space. For fixed h, the space is polynomial in
the number of states. For arbitrary h, the space is polynomial in the number of
transitions. �

5.5. PSPACE-hardness of the limitedness problem

We show that limitedness is PSPACE-hard even for very restricted nested dis-
tance desert automata.

Proposition 5.9. Let g, h ∈ N be arbitrary. Limitedness of nested distance desert
automata in which each transition is marked by �g or ∠h is PSPACE-hard.
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Proof. We follow the same idea as Leung’s proof for PSPACE-hardness of limit-
edness of distance automata [27, 28]. Let A = [Q,E, I, F ] be a nondeterministic
automaton. The problem whether L(A) = Σ∗ is known to be PSPACE-hard [19].
We construct a nested distance desert automaton which is limited iff L(A) = Σ∗.

Let c /∈ Σ be a new letter. We can construct an automaton A′ which accepts
L(A)c+ by adding just one state to A. We mark every transition in A′ by �g. For
every w ∈ L(A), k ≥ 1, we have ∆A′(wck) = 0.

By adding two more states to A′, we can construct a nested distance desert
automaton A′′ which accepts Σ∗c+. We mark the new transitions by ∠h. For
every w ∈ Σ∗, k ≥ 1, we have ∆A′′ (wck) = k if w /∈ L(A) but ∆A′′ (wck) = 0 if
w ∈ L(A). Obviously, A′′ is limited iff L(A) = Σ∗ and the size of A′′ is polynomial
in the size of A. �

6. On the star height problem

Let Σ be an alphabet. We denote the star height of a rational expression r
by sh(r). Every word in w ∈ Σ∗ is a rational expression of star height 0, i.e.,
sh(w) := 0. Moreover, ∅ is a rational expression of star height 0. If r and s are
rational expressions over Σ∗, then rs and r ∪ s are rational expressions of star
height max

{
sh(r), sh(s)

}
, but r∗ is of star height sh(r) + 1.

For every k ∈ N, we define Lk :=
{
L(r)

∣
∣ sh(r) ≤ k

}
. The class L0 consists of

all finite languages. We denote the star height of a recognizable language L by
sh(L) and define it as the least k ∈ N for which L ∈ Lk. Already in 1963, Eggan
showed Lk � Lk+1 for every k ∈ N, but he used an alphabet with 2k+1 − 1 letters
to construct a language in Lk+1 \ Lk [6]. In the same paper, he raised the star
height problem:

(1) Is the inclusion Lk ⊆ Lk+1 strict for every k ∈ N for Σ = {a, b}?
(2) Is there an algorithm which computes the star height of recognizable lan-

guages?

During the recent 40 years, many papers have have dealt with the star height
problem. For a detailed historical overview, the reader is referred to [42, 43, 47].

In 1966, Dejean and Schützenberger solved the first question by showing Lk �

Lk+1 for every k ∈ N for the alphabet Σ = {a, b} [5]. In 1982, Hashiguchi showed
that it is decidable whether a given recognizable language is of star height one [11,
12], and in 1988, he showed that the star height of recognizable languages is
effectively computable [13]. Although this is a positive answer to the star height
problem, there is still research for a better comprehension [34–36,39]. This research
aims at a deeper understanding of the star height problem for particular classes
of recognizable languages, e.g., reversible languages.

Here, we give a new solution for the decidability of the star height problem by
a reduction to limitedness of nested distance desert automata. This construction
gives the first upper bound for the complexity of the star height problem.
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6.1. Some preliminaries

We recall some preliminary notions on automata.
For every automaton A = [Q,E, I, F ], one can construct an automaton A′ =[

Q′, E′, {qI}, {qF }
]

such that Q′ = Q .∪ {qI , qF }, E′ ⊆ (Q\{qF })×Σ×(Q\{qI}),
and L(A) = L(A′).

An automaton A = [Q,E, I, F ] is called deterministic if |I| = 1 and for every
p ∈ Q, a ∈ Σ, there is at most one q ∈ Q such that (p, a, q) ∈ E. If A is
deterministic, then we can regard E as a partial mapping δ : Q × Σ ��� Q. An
automaton A = [Q,E, I, F ] is called total deterministic if |I| = 1 and for every
p ∈ Q, a ∈ Σ, there is exactly one q ∈ Q such that (p, a, q) ∈ E. In this case,
δ : Q× Σ → Q is total. For every automaton A = [Q,E, I, F ], one can construct
a total deterministic automaton A′ with at most 2|Q| states and L(A) = L(A′).

By Kleene’s theorem, the union of the classes Lk for k ∈ N yields the class of
all recognizable languages. From any proof of Kleene’s theorem it follows that the
star height of the language of an n-state nondeterministic automaton is at most
n [52].

Example 6.1. We use an example to explain our constructions throughout this
section. Let L := (a∗b∗c)∗a∗. Clearly, sh(L) ≤ 2. A total deterministic automaton
A = [Q, δ, 1, F ] which accepts L is shown below whereas I = F = {1}.

1 2 3
b

c

a

a, c b a, b, c

We want to decide whether sh(L) ≤ 1. �

6.2. Normal forms of rational expressions

The following easy lemma allows to simplify some techniques, below.

Lemma 6.2. Let L ⊆ Σ∗ be recognizable. We have sh(L) = sh(L \ ε).
Proof. We assume ε ∈ L, otherwise the claim is obvious.

If r is a rational expression with L(r) = L \ ε, then r∪ ε is a rational expression
of the same star height as r and L(r ∪ ε) = L. Thus, sh(L) ≤ sh(L \ ε).

We show sh(L \ ε) ≤ sh(L). Let r be a rational expression with L(r) = L and
sh(r) = sh(L). We transform r into a rational expression r′ with sh(r′) = sh(r)
and L(r′) = L(r) \ ε.

If r = ε, then we set r′ := ∅.
If r = r1 ∪ r2, then we transform by induction r1 and r2 into r′1 and r′2 and set

r′ := r′1 ∪ r′2.
Assume r = r1r2. By ε ∈ L(r), we have ε ∈ L(r1) and ε ∈ L(r2). We transform

r1 and r2 into r′1 and r′2 and set r′ := r′1 ∪ r′2 ∪ r′1r′2.
Finally, assume r = s∗. We transform s into s′ and set r′ := s′s′∗. �

Example 6.1 (continued). L \ ε = (a∗b∗c)(a∗b∗c)∗ ∪ aa∗ ∪ (a∗b∗c)(a∗b∗c)∗aa∗. �
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We recall the notion of a string expression from Cohen [3]. We define the notions
of a string expression, a single string expression and the degree in a simultaneous
induction.

Every word w ∈ Σ∗ is a single string expression of star height sh(w) = 0 and
degree dg(w) := |w|. Let n ≥ 1 and r1, . . . , rn be single string expressions. We call
r := r1 ∪ · · · ∪ rn a string expression of star height sh(r) = max{sh(ri) | 1 ≤ i ≤ n}
and degree dg(r) := max{dg(ri) | 1 ≤ i ≤ n}. The empty set ∅ is a string expression
of star height sh(∅) = 0 and degree dg(∅) := 0.

Let n ≥ 2, a1, . . . , an ∈ Σ, and s1, . . . , sn−1 be string expressions. We call
s := a1s

∗
1a2s

∗
2 . . . s

∗
n−1an a single string expression of star height sh(s) = 1 +

max{sh(si) | 1 ≤ i < n} and degree dg(s) := max
(
{n} ∪ {dg(si) | 1 ≤ i < n}

)
.

String expressions define languages because they are rational expressions.
Let r and s be single string expressions. We can construct a single string

expression t with L(t) = L(r)L(s) and sh(t) = max{sh(r), sh(s)} as follows: if
sh(r) ≥ 1 and sh(s) ≥ 1, then we set t := r ∅∗s. If sh(r) = sh(t) = 0, then we
simply set t := rs. Assume sh(r) = 0 and sh(s) ≥ 1. If r = ε, then we set t := s.
If r ∈ Σ+, we can denote r = a1 . . . a|r| and set t := a1∅∗a2∅∗ . . . ∅∗a|r|∅∗s. If
sh(r) ≥ 1 and sh(s) = 0, then we proceed in a symmetric way.

Let r, t be single string expressions with r = ε and t = ε, and let s be a
string expression. We can regard rs∗t as a string expression with sh(rs∗t) =
max

{
sh(r), 1 + sh(s), sh(t)

}
. If r (or similarly t) is just a word a1 . . . a|r|, then we

understand rs∗t as a1∅∗a2∅∗ . . . ∅∗a|r|s∗t.
The following lemma is due to Cohen [3].

Lemma 6.3. Let L ⊆ Σ∗ be a recognizable language. There is a string expression
s such that we have L = L(s) and sh(s) = sh(L).

Proof. The lemma is an immediate conclusion from the following claim: for every
rational expression r, there is a string expression s such that L(s) = L(r) and
sh(s) ≤ sh(r). To prove this claim, let r be a rational expression.

If r is just a word or r = ∅, then we let s := r.
Assume r = r′r′′. If L(r′) = ∅ or L(r′′) = ∅, then let s := ∅. Otherwise, we

assume by induction string expressions s′ and s′′ with L(s′) = L(r′), sh(s′) ≤
sh(r′) ≤ sh(r) and similarly for s′′. We denote s′ = s′1 ∪ · · · ∪ s′n′ and s′′ =
s′′1 ∪ · · · ∪ s′′n′′ for suitable n′, n′′, and single string expressions s′1, . . . , s′n′ , s′′1 ,
. . . , s′′n′′ . As seen above, we can concatenate every s′i and s′′j to a single string
expression s′is

′′
j such that L(s′i)L(s′′j ) = L(s′is

′′
j ). We set

s :=
⋃

1≤i≤n′, 1≤j≤n′′
s′is

′′
j .

Clearly, L(s) = L(r) and sh(s) ≤ sh(r).
The case r = r′ ∪ r′′ is similar but simpler.
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Assume r = r′∗. If L(r′) = ∅, then we set s := ε. Assume L(r′) = ∅. By
induction, let s′ be a string expression with L(s′) = L(r′) and sh(s′) ≤ sh(r′) =
sh(r) − 1. We can denote s′ = s′1 ∪ · · · ∪ s′n′ for suitable n′, s′1, . . . , s′n′ . We set

s := ε ∪ s′ ∪
⋃

1≤i,j≤n′, s′
i �=ε, s′

j �=ε

s′i s
′∗s′j .

Clearly, L(s) = L(r) and sh(s) ≤ sh(r). �

Example 6.1 (continued). Let r1 := aa∗bb∗c, r2 := aa∗c, r3 := bb∗c, and r4 := c.
Then, s := r1∪r2∪r3∪r4 is a string expression for a∗b∗c and sh(s) = 1 and dg(s) =
dg(r1) = 3. The language (a∗b∗c)∗ = s∗ is generated by the string expression
ε ∪ s ∪

⋃
1≤i,j≤4 ris

∗rj which is a union of 21 expressions. This expression is of
star height two and its degree is dg(r1s∗r1) = 6.

The language a∗ is generated by the string expression ε ∪ a ∪ aa∗a which is
of star height 1 and degree 2. Then, we can construct a string expression for
L = (a∗b∗c)∗a∗ which is a union of 3 · 21 = 63 subexpressions. It is of star height
2 and of degree 8 due to the subexpression r1s∗r1∅∗aa∗a. �

6.3. The Td,h(P,R)-hierarchy

For the rest of this section, let L ⊆ Σ∗ be a recognizable language. Let A =
[Q, δ, qI , F ] be a total deterministic automaton which accepts L. We extend δ to
δ : P(Q)×Σ∗ → P(Q) as usual. The totality of δ is crucial for our constructions,
below. Otherwise, there are possibly languages K ⊆ Σ∗ with δ(qI ,K) = ∅, and
thus, δ(qI ,K) ⊆ F does not imply K ⊆ L.

Let P,R ∈ Pne(Q). We define T (P,R) :=
{
w ∈ Σ+

∣
∣ δ(P,w) ⊆ R

}
.

Example 6.1 (continued). In the following picture, we denote subsets of {1, 2}
as vertices of a graph. For every subsets P,R ⊆ {1, 2}, a ∈ Σ, we draw an edge
(P, a,R) if δ(P, a) ⊆ R. By considering the vertices P (resp. R) as initial (resp.
accepting) state, we obtain an automaton which accepts T (P,R).

2

1

1, 2

a
b
c

ac

b

b

b c

c
b

b

c

We omitted subsets P ⊆ Q with 3 ∈ P . �
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Let d ≥ 1, P,R ∈ Pne(Q) and set Td,0(P,R) :=
{
w
∣∣ δ(P,w) ⊆ R, 1 ≤ |w| ≤ d

}
.

We have

Td,0(P,R) =
⋃

1≤ d′≤ d,

P0,...,Pd′ ∈Pne(Q),

P = P0, Pd′ ⊆R

T1,0

(
P0, P1

)
T1,0

(
P1, P2

)
. . . T1,0

(
Pd′−1, Pd′

)
.

It is easy to see that T (P,R) =
⋃

d≥1 Td,0(P,R).
Now, let h ∈ N, and assume by induction that for every P,R ∈ Pne(Q),

Td,h(P,R) is already defined. We define Td, h+1(P,R) :=

⋃

(∗)
T1,0(P0, P1)

(
Td,h(P1, P1)

)∗
T1,0(P1, P2)

(
Td,h(P2, P2)

)∗
. . . T1,0(Pd′−1, Pd′)

whereas (∗) denotes the same conditions as in the definition of Td,0(P,R), above,
which are 1 ≤ d′ ≤ d, P0, . . . , Pd′ ∈ Pne(Q), and P = P0, Pd′ ⊆ R.

Let d ≥ 1, h ∈ N, and P,R ∈ Pne(Q) be arbitrary. We have ε /∈ Td,h(P,R).

Lemma 6.4. Let d ≥ 1, h ∈ N, and P,R ∈ Pne(Q). We have

(
Td,h(P, P )

)∗
T1,0(P, P )

(
Td,h(P, P )

)∗ ⊆
(
Td,h(P, P )

)∗
.

Proof. The assertion follows, because T1,0(P, P ) ⊆ Td,h(P, P ) and
(
Td,h(P, P )

)∗ is
closed under concatenation. �

From the definition, it follows immediately for every R ⊆ R′ ∈ Pne(Q),
Td,h(P,R) ⊆ Td,h(P,R′).

It is easy to show by an induction on h that for every d′ ≥ d, Td,h(P,R) ⊆
Td′,h(P,R). Moreover, we have Td,0(P,R) ⊆ Td,1(P,R), and by an induction on h,
we can show Td,h(P,R) ⊆ Td, h+1(P,R). To sum up, for every d′ ≥ d and h′ ≥ h,
Td,h(P,R) ⊆ Td′,h′(P,R). For fixed P,R ∈ Pne(Q), the sets Td,h(P,R) form a
two-dimensional hierarchy. Whenever we use the notion Td,h(P,R)-hierarchy, we
regard P,R ∈ Pne(Q) and h ∈ N as fixed, i.e., it is a one-dimensional hierarchy
w.r.t. the parameter d ≥ 1.

By induction, we can construct a string expression r with L(r) = Td,h(P,R)
such that sh(r) ≤ h and dg(r) ≤ d, and hence, sh

(
Td,h(P,R)

)
≤ h. However,

we cannot assume that there is a string expression r with L(r) = Td,h(P,R)
such that sh(r) = h and dg(r) = d. In the inductive construction of r, several
sets T1,0(Pi−1, Pi) may be empty, and then, the star-height (resp. degree) of r is
possibly smaller than h (resp. d). Just consider the case Td,h(P,R) = {a} but
h > 1, d > 1.

Lemma 6.5. Let d ≥ 1, h ∈ N, P,R ∈ Pne(Q). We have Td,h(P,R) ⊆ T (P,R).

Proof. We fix some arbitrary d ≥ 1 for the entire proof.
For h = 0, the claim follows from the definitions of Td,0(P,R) and T (P,R).
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Let h ∈ N and assume by induction that the claim is true for h. Consequently,
for every P ′ ∈ Pne(Q) and u ∈

(
Td,h(P ′, P ′)

)∗, the inclusion δ(P ′, u) ⊆ P ′ holds.
Let P,R ∈ Pne(Q) and w ∈ Td,h+1(P,R) be arbitrary. We show δ(P,w) ⊆

R. According to the definition of Td, h+1(P,R) there are some 1 ≤ d′ ≤ d and
P = P0, . . . , Pd′ ⊆ R with the following property: there are a1, . . . , ad′ ∈ Σ and
w1, . . . , wd′−1 ∈ Σ∗ such that w = a1w1a2w2 . . . wd′−1ad and

(1) for every 1 ≤ i ≤ d′, we have ai ∈ T1,0(Pi−1, Pi); and
(2) for every 1 ≤ i < d′, we have wi ∈

(
Td,h(Pi, Pi)

)∗.
By the definition of T1,0, we have for every 1 ≤ i ≤ d′, δ(Pi−1, ai) ⊆ Pi. As seen
above, we have for every 1 ≤ i < d′, δ(Pi, wi) ⊆ Pi. Consequently, δ(P0, w) ⊆ Pd′ ,
i.e., δ(P,w) ⊆ R. �

We have for every h ∈ N and P,R ∈ Pne(Q):

T (P,R) =
⋃

d≥1

Td,0(P,R) ⊆
⋃

d≥1

Td,h(P,R) ⊆ T (P,R).

Let h ∈ N. We say that the Td,h(P,R)-hierarchy collapses for h if there is some
d ≥ 1 such that Td,h(P,R) = T (P,R). The key question is: for which h ∈ N

does the Td,h(P,R)-hierarchy collapse? If the Td,h(P,R)-hierarchy collapses for
some h, then it collapses for every h′ ≥ h. Hence, we can raise the key question as
follows: given P,R ∈ Pne(Q), what is the least h for which the Td,h(P,R)-hierarchy
collapses?

Let us consider the particular case h = 0. For every d ≥ 1, the set Td,0(P,R) is
finite. Thus, the Td,0(P,R)-hierarchy collapses iff T (P,R) is finite. Consequently,
the Td,0(P,R)-hierarchy collapses iff T (P,R) is of star height 0. This observation
leads us to the guess that the Td,h(P,R)-hierarchy collapses for some h ∈ N iff
h ≥ sh

(
T (P,R)

)
. Below, Lemma 6.6 allows us to prove that our guess is right.

Example 6.1 (continued). We have L \ ε = T
(
{1}, {1}

)
. The Td,0

(
{1}, {1}

)
-

hierarchy does not collapse since L\ε is infinite. By contradiction, assume that the
Td,1

(
{1}, {1}

)
-hierarchy collapses. Let d be an integer such that Td,1

(
{1}, {1}

)
=

T
(
{1}, {1}

)
= L \ ε. Consider w :=

(
ad+1bd+1c

)d+1 ∈ L \ ε. We decompose
w according to the definition of Td,1

(
{1}, {1}

)
, i.e., there are some 1 ≤ d′ ≤ d,

P0 . . . , Pd′ ∈ Pne(Q), P0 = Pd′ = {1} such that

w ∈ T1,0(P0, P1

)(
Td,0(P1, P1)

)∗
T1,0(P1, P2)

(
Td,0(P2, P2)

)∗
. . . T1,0(Pd′−1, Pd′).

Now, we show that there is some 0 < i < d′ such that
(
Td,0(Pi, Pi)

)∗ contains some
word w′′ of the form a+b+. By a counting argument, there is some 0 < i < d′ such
that

(
Td,0(Pi, Pi)

)∗ contains some factor w′ of w with |w′| > 2d + 2. Hence, w′

contains the letter c. If w′ contains the letter c exactly once, then w′ has either
a prefix of the form a+bd+1 or a suffix of the form ad+1b+ from which we can
obtain w′′. If w′ contains the letter c at least twice, then ad+1bd+1 is a factor of
w′ and we can obtain w′′ as a factor of ad+1bd+1.
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Consequently, some word of the form a+b+ belongs to
(
Td,0(Pi, Pi)

)∗. Thus,
there is also some word of the form a+b+a+b+ in

(
Td,0(Pi, Pi)

)∗. Hence, 3 ∈ Pi.
Since 3 /∈ Pd′ , there is some i ≤ j < d′ such that 3 ∈ Pj and 3 /∈ Pj+1. Hence,
T1,0(Pj , Pj+1) = ∅, i.e., w ∈ ∅. Consequently, the Td,1

(
{1}, {1}

)
-hierarchy does

not collapse.
We defined w by the �-expression (a�b�c)� which is of sharp height 2. We cannot

use the �-expression r = a�b�c, since for k ≥ 1, we have r(k) ∈ T3,1

(
{1}, {1}

)
. �

Lemma 6.6. Let r be a string expression, d ≥ dg(r), h ≥ sh(r). Let P,R ∈ Pne(Q)
such that L(r) ⊆ T (P,R). We have L(r) ⊆ Td,h(P,R).

Proof. We assume L(r) = ∅. By L(r) ⊆ T (P,R), we have ε /∈ L(r).
Assume sh(r) = 0. There are some k ≥ 1 and w1, . . . , wk ∈ Σ+ such that

r = w1 ∪ · · · ∪ wk and for every 1 ≤ i ≤ k, we have 1 ≤ |wi| ≤ d, and moreover,
δ(P,wi) ⊆ R. By the definition of Td,0(P,R), we have wi ∈ Td,0(P,R), i.e.,
L(r) ⊆ Td,0(P,R) ⊆ Td,h(P,R).

Now, let sh(r) ≥ 1, and assume that the claim is true for every string expression
r′ with sh(r′) < sh(r).

Clearly, it suffices to consider the case that r is a single string expression. Let
d′ ≥ 2 and a1, . . . , ad′ ∈ Σ and r1, . . . , rd′−1 be string expressions of a star height
less that sh(r) such that r = a1r

∗
1a2r

∗
2 . . . r

∗
d′−1ad′ . Let d ≥ dg(r) and h ≥ sh(r).

Let P,R ∈ Pne(Q) such that L(r) ⊆ T (P,R).
Let P0 := P , and for 1 ≤ i < d′, let Pi := δ

(
Pi−1, aiL(r∗i )

)
. Finally, let Pd′ :=

δ(Pd′−1, ad′). To show L(r) ⊆ Td,h(P,R), we apply the definition of Td,h(P,R) with
P0, . . . , Pd′ . We defined P0 = P , and we can easily show Pd′ = δ

(
P0, L(r)

)
⊆ R.

Clearly, d′ ≤ d. To complete the proof, we show the following two assertions:

(1) for every 1 ≤ i ≤ d′, we have ai ∈ T1,0(Pi−1, Pi), and
(2) for every 1 ≤ i < d′, we have L(ri) ⊆ Td,h−1(Pi, Pi).

(1) Clearly, δ(Pi−1, ai) ⊆ δ
(
Pi−1, aiL(ri)∗

)
= Pi. Hence, ai ∈ T1,0(Pi−1, Pi)

follows from the definition of T1,0(Pi−1, Pi).
(2) We have sh(ri) < h and dg(ri) ≤ d. In order to apply the inductive hypoth-

esis, we still have to show δ(Pi, L(ri)) ⊆ Pi. We have aiL(ri)∗L(ri) ⊆ aiL(ri)∗.
Thus, we obtain

δ(Pi, L(ri)) = δ
(
δ
(
Pi−1, aiL(ri)∗

)
, L(ri)

)
= . . .

. . . = δ
(
Pi−1, aiL(ri)∗L(ri)

)
⊆ δ

(
Pi−1, aiL(ri)∗

)
= Pi.

�

Example 6.1 (continued). We have seen that L (and similarly L \ ε) is the
language of a string expression of star height 2 and degree 8. Since L \ ε =
T
(
{1}, {1}

)
, we have by Lemma 6.6

L \ ε ⊆ T2,8

(
{1}, {1}

)
⊆ T

(
{1}, {1}

)
= L \ ε,
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i.e., L \ ε = T2,8

(
{1}, {1}

)
. It is tedious to verify this equation by hand, since

by the definition of T2,8

(
{1}, {1}

)
we have to consider for every 1 ≤ d′ ≤ 8 every

sequence P0, . . . , Pd′ ∈ Pne(Q) with P0 = Pd′ = {1}. Even if we omit sets which
contain the state 3, we have to consider

∑
0≤d′≤7 3d′

= 3280 sequences of states.
�

Proposition 6.7. Let h ∈ N and P,R ∈ Pne(Q). There is a d ≥ 1 such that
Td,h(P,R) = T (P,R) iff sh

(
T (P,R)

)
≤ h.

Proof. Assume that there is some d ≥ 1 such that Td,h(P,R) = T (P,R). Hence,
sh(T (P,R)) = sh

(
Td,h(P,R)

)
≤ h.

Assume sh
(
T (P,R)

)
≤ h. By Lemma 6.3, there is a string expression r with

L(r) = T (P,R) and sh(r) ≤ h. Let d := dg(r). By Lemmas 6.5 and 6.6, we obtain
T (P,R) = L(r) ⊆ Td,h(R,P ) ⊆ T (P,R). �

Example 6.1 (continued). We have seen that the Td,1

(
{1}, {1}

)
-hierarchy does

not collapse, and hence, T
(
{1}, {1}

)
= L \ ε is of a star height larger than 1. By

Lemma 6.2, we have sh(L) > 1, i.e., sh(L) = 2. �

6.4. A reduction to limitedness

In this section, we construct for given h ∈ N and P,R ∈ Pne(Q) a h-nested
distance desert automaton which is limited iff Td,h(P,R) = T (P,R) for some
d ≥ 1. In combination with Proposition 6.7 and the decidability of the limitedness
of nested distance desert automata, this construction allows to decide whether the
star height of the languages T (P,R) is less than h.

Proposition 6.8. Let h ∈ N and P,R ∈ Pne(Q). We can construct a (h + 1)-
nested distance desert automaton A′

h(P,R) = [Q′, E′, q′I , q
′
F , θ

′] with the following
properties:

(1) E′ ⊆ (Q′ \ q′F ) × Σ × (Q′ \ q′I);
(2) |Q′| ≤ 2|Q|(h+1) + 1;
(3) for every (p, a, q) ∈ E′, we have θ′((p, a, q)) = �h if p = q′I , and

θ′((p, a, q)) ∈ {�0, . . . ,�h−1,∠0, . . . ,∠h} if p = q′I ;
(4) for every w ∈ Σ∗, ∆(w) + 1 = min

{
d ≥ 1

∣
∣w ∈ Td,h(P,R)

}
.

It follows from (4) that A′
h(P,R) computes on every word w ∈ Σ the least integer

d for which we have w ∈ Td+1, h(P,R), but it computes ∞ if w /∈ Td+1, h(P,R)
for every d ∈ N. Hence, we have L

(
A′

h(P,R)
)

= T (P,R). Moreover, A′
h(P,R) is

limited iff the Td,h(P,R)-hierarchy collapses. If so, then we have Td+1,h(P,R) =
T (P,R) whereas d is the biggest number which A′

h(P,R) computes.

Example 6.1 (continued). The pictures on the next page show A′
0({1}, {1})

(above) and A′
1({1}, {1}) (below) to illustrate the constructions in the proof of

Proposition 6.8. We omitted sets which contain the state 3.
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Proof of Proposition 6.8. We proceed by induction on h. Let P,R ∈ Pne(Q) be
arbitrary.

Let h = 0. At first, we construct an automaton which accepts every word w
with δ(P,w) ⊆ R. We use Pne(Q) as states. For every S, T ∈ Pne(Q), a ∈ Σ,
we set a transition (S, a, T ) iff δ(S, a) ⊆ T . The initial state is P , every non-
empty subset of R is an accepting state. We apply to this automation a standard
construction to get an automation [Q′, E′, q′I , q

′
F ] which satisfies (1) whereas Q′ =

Pne(Q) .∪ {q′I , q′F }. Hence, |Q′| = |Pne(Q)| + 2 = 2|Q| + 1, i.e., (2) is satisfied.
For every transition (q′I , a, q) ∈ E′, we set θ′((q′I , a, q)) = �0. For every transition
(p, a, q) ∈ E′ with p = q′I , we set θ′((p, a, q)) = ∠0. This completes the construction
of A′

0(P,R) = [Q′, E′, q′I , q
′
F , θ

′], and (3) is satisfied.
We show (4). For every w ∈ Σ∗ with w /∈ T (P,R), the equation in (4) comes

up to ∞ = ∞ by the construction of A′
0(P,R) and Lemma 6.5. For w ∈ T (P,R),

the equation in (4) comes up to |w| = |w| by the construction of A′
0(P,R) and the

definition of Td,0(P,R).
Now, let h ∈ N. We assume that the claim is true for h and show the claim

for h+ 1. At first, we construct an automaton A′′ := [Q′′, E′′, q′I , q
′
F ]. Let Q′′ :=

Pne(Q) .∪ {q′I , q′F }.
Let a ∈ Σ and S, T ∈ Pne(Q) be arbitrary. If S = T and δ(S, a) ⊆ T , then

we put the transition (S, a, T ) into E′′. If δ(P, a) ⊆ T , then we put the transition
(q′I , a, T ) into E′′. If δ(S, a) ⊆ R, then we put the transition (S, a, q′F ) into E′′.
Finally, if δ(P, a) ⊆ R, then we put the transition (q′I , a, q

′
F ) into E′′. For every

word w which [Q′′, E′′, q′I , q
′
F ] accepts, we have w ∈ T (P,R).

We define θ′′ : E′′ → {�h+1,∠h+1}. For every transition (q′I , a, q) ∈ E′′, let
θ′′((q′I , a, q)) = �h+1. For every transition (p, a, q) ∈ E′′ with p = q′I , we set
θ′′((p, a, q)) = ∠h+1.

We construct A′
h+1(P,R). For every S ∈ Pne(Q), we assume by induction an

automaton A′
h(S, S) which satisfies (1, . . . , 4). We assume that the sets of states

of the automata A′
h(S, S) are mutually disjoint. We construct A′

h+1(P,R) =
[Q′, E′, q′I , q

′
F , θ

′] as a disjoint union of A′′ and the automata A′
h(S, S) for every

S ∈ Pne(Q) and unifying both the initial and accepting state of A′
h(S, S) with

the state S in A′′. Because we did not allow self loops in A′′, the union of the
transitions is disjoint, and hence, θ′ arises in a natural way as union of θ′′ and the
corresponding mappings of the automata A′

h(S, S). If θ′(t) ∈ {�h+1,∠h+1} for
some t ∈ E′, then t stems from A′′. Conversely, if θ′(t) ∈ {�0, . . . ,�h,∠0, . . . ,∠h}
for some t ∈ E′, then t stems from some automaton A′

h(S, S).
Let π be some path in A′

h+1(P,R) and assume that for every transition t in
π, we have θ′(t) ∈ {�0, . . . ,�h,∠0, . . . ,∠h}. Then, the entire path π stems from
some automaton A′

h(S, S), i.e., π cannot visit states in Pne(Q) \ {S}. Conversely,
if π′ is a path in A′

h+1(P,R), and two states S, T ∈ Pne(Q) with S = T occur in
π′, then π′ contains some transition t with θ′(t) = ∠h+1.

Clearly, A′
h+1(P,R) satisfies (1) and (3). We show (2). Each automaton

A′
h(S, S) has at most 2|Q|(h+1) + 1 states, but we lose one state by unifying the
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initial and accepting state of A′
h(S, S). Consequently, we obtain

|Q′| ≤ 2|Q|(h+1)
(
2|Q| − 1

)
+ 2 = 2|Q|(h+2) − 2|Q|(h+1) + 2 ≤ 2|Q|(h+2).

To prove (4) for w, we show the following two claims:

4a) Let d ≥ 1. For every w ∈ Td,h+1(P,R), there is a successful path π in
A′

h+1(P,R) with the label w and ∆(θ′(π)) + 1 ≤ d.
4b) Let π be a successful path in A′

h+1(P,R) with the label w. We have
w ∈ T∆(θ′(π))+1, h+1(P,R).

Claim (4a) (resp. 4b) proves “. . . ≤ . . . ” (resp. “. . . ≥ . . . ”) in (4). Thus, (4) is a
conclusion from (4a) and (4b).

We show (4a). We decompose w according to the definition of Td,h+1(P,R).
There are some 1 ≤ d′ ≤ d and P0, . . . , Pd′ ∈ Pne(Q) with P0 = P and Pd′ ⊆ R.
For every 1 ≤ i ≤ d′, there is some ai ∈ T1,0(Pi−1, Pi), and for every 1 ≤ i < d′

there is some wi ∈
(
Td,h(Pi, Pi)

)∗ such that w = a1w1a2w2 . . . ad′ . By Lemma 6.4,
we can assume Pi−1 = Pi for every 2 ≤ i < d′.

If d′ = 1, then w is a letter. We set π := (q′I , w, q
′
F ). Then, θ′(π) = �h+1 and

∆(θ′(π)) = 0 which proves (4a). We assume d′ ≥ 2 in the rest of the proof of (4a).
Let t1 := (q′I , a1, P1) and td′ := (Pd′−1, ad′ , q′F ). For every 2 ≤ i < d′, let

ti := (Pi−1, ai, Pi). Clearly, t1, . . . , td′ are transitions in A′
h+1(P,R), θ′(t1) = �h+1,

and for 2 ≤ i ≤ d′, θ′(ti) = ∠h+1.
Let 1 ≤ i < d′. We decompose wi. There is some ni ∈ N and wi,1, . . . , wi,ni ∈

Td,h(Pi, Pi) such that wi = wi,1, . . . , wi,ni .
Let 1 ≤ i < d′ and 1 ≤ j ≤ ni. Then, wi,j ∈ Td,h(Pi, Pi). By the inductive

hypothesis, there is a path π̃i,j in A′
h(Pi, Pi) with the label wi,j and ∆(θ′(π̃i,j)) +

1 ≤ d. The first transition of this path is marked �h, any other transition is
marked by some member in {�0, . . . ,�h−1,∠0, . . . ,∠h}. We rename the first and
the last state in π̃i,j to Pi and call the resulting path πi,j . Since A′

h+1(P,R)
contains A′

h(Pi, Pi), πi,j is a path in A′
h+1(P,R). Let πi := πi,1 . . . πi,ni . Clearly,

πi is a path in A′
h+1(P,R) from Pi to Pi with the label wi. The transitions of πi

are marked by members in {�0, . . . ,�h,∠0, . . . ,∠h}. In the particular case wi = ε,
πi is simply the empty path from Pi to Pi.

Clearly, π := t1π1t2π2 . . . td′ is a successful path in A′
h+1(P,R) with the label w.

It remains to show ∆(θ′(π))+1 ≤ d. We apply the definition of ∆ from Section 2.3.
Let π′ be an arbitrary factor of θ′(π). We have |π′|h+1 + 1 ≤ |θ′(π)|h+1 + 1 =
d′ ≤ d. Let 0 ≤ g ≤ h, and assume π′ ∈ {�0, . . . ,�g−1,∠0, . . . ,∠g}∗. Then, π′ is
a factor of θ′(πi,j) for some 1 ≤ i < d′, 1 ≤ j ≤ ni. Since ∆(θ′(π̃i,j)) + 1 ≤ d, we
have |π′|g + 1 ≤ d. Consequently, ∆(θ′(π)) + 1 ≤ d.

We show (4b). Let π be a successful path in A′
h+1(P,R) with the label w.

The first transition of π is marked �h+1, any other transitions are marked by
some member of {�0, . . . ,�h,∠0, . . . ,∠h+1}. Let d′ ≥ 1 and factorize π into π =
t1π1t2π2 . . . td′ such that t2, . . . , td′ are the transitions in π which are marked by
∠h+1. We have ∆(θ′(π)) ≥ d′ − 1, i.e., d′ ≤ ∆(θ′(π)) + 1.
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We denote the labels of t1, . . . , td′ and π1, . . . , πd′−1 by a1, . . . , ad′ and w1, . . . ,
wd′−1, resp., i.e., w = a1w1a2w2 . . . ad′ . Every transition t1, . . . , td′ starts and ends
at some state in Pne(Q) except t1 which starts in q′I and td′ which ends in q′F .

Let 1 ≤ i < d′. Let Pi be the state in which πi starts. Since the transitions of πi

are marked by members in {�0, . . . ,�h,∠0, . . . ,∠h}, πi is a path inside A′
h(Pi, Pi).

Clearly, πi ends in the same state in which ti+1 starts, i.e., πi ends in some state
in Pne(Q). To sum up, πi ends in Pi.

Let P0 := P and Pd′ := R. By the construction of A′
h+1(P,R), (in particular

by the definition of E′′), we have for every 1 ≤ i ≤ d′, δ(Pi−1, ai) ⊆ Pi, and thus,
ai ∈ T1,0(Pi−1, Pi).

To show w ∈ T∆(θ′(π))+1, h+1(P,R), we show for every 1 ≤ i < d′, wi ∈(
T∆(θ′(π))+1,h(Pi, Pi)

)∗.
Let 1 ≤ i < d′. We decompose πi into cycles. There are some ni ∈ N, and

non-empty paths πi,1, . . . , πi,ni such that πi = πi,1 . . . πi,ni and every path among
πi,1, . . . , πi,ni starts and ends at Pi, but none of the paths πi,1, . . . , πi,ni contains
the state Pi inside.

Let 1 ≤ j ≤ ni. We denote the label of πi,j by wi,j . In order to show wi ∈(
T∆(θ′(π))+1,h(Pi, Pi)

)∗, we show wi,j ∈ T∆(θ′(π))+1,h(Pi, Pi). We rename the first
(resp. last) state of πi,j to q′I (resp. q′F ) and obtain a path which we call π̃i,j .
Clearly, π̃i,j is an accepting path in A′

h(Pi, Pi) with the label wi,j . Let d be
the weight which A′

h(Pi, Pi) computes on wi,j . We have d ≤ ∆(θ′(π̃i,j)) =
∆(θ′(πi,j)) ≤ ∆(θ′(π)). By induction, or more precisely, by (4) for A′

h(Pi, Pi), we
have wi,j ∈ Td+1,h(Pi, Pi), and thus, wi,j ∈ T∆(θ′(π))+1, h(Pi, Pi). �

If sh(L) > h, then we have sh
(
T ({qI}, F )

)
> h, and by Proposition 6.7, the

Td,h

(
{qI}, F

)
-hierarchy does not collapse. Thus, the automaton A′

h

(
{qI}, F

)
from

Proposition 6.8 is not limited. By Theorem 2.1, there is a �-expression r such that
A′

h

(
{qI}, F

)
accepts r(k) for every k ≥ 1, but for increasing integers k the weight

of r(k) is unbounded. Hence, for every d ≥ 1, there is some k ≥ 1 such that
r(k) /∈ Td,h

(
{qI}, F

)
. Consequently, r is some kind of witness to show that the

Td,h

(
{qI}, F

)
-hierarchy does not collapse.

For every k ≥ 1, we have r(k) ∈ L.
Now, let K ⊆ L be a recognizable language with sh(K) ≤ h. Let s be a string

expression such that sh(s) = K \ ε and sh(s) ≤ h. By Lemma 6.6, we have
L(s) ⊆ Tdg(s), h

(
{qI}, F

)
. Hence, there is some k ≥ 1 such that r(k) /∈ L(s), i.e.,

r(k) /∈ K. Thus, every language K ⊆ L with sh(K) ≤ h cannot contain all the
words generated by r. Consequently, r is some kind of witness to show that the
star height of L is bigger than h.

Proposition 6.9. Let h ∈ N and P,R ∈ Pne(Q). We can construct a h-nested
distance desert automaton A′′

h(P,R) with at most 2|Q|(h+1) + 1 states such that
A′′

h(P,R) is limited iff there is some d ≥ 1 such that T (P,R) = Td,h(P,R).

Proof. The automaton A′
h(P,R) = [Q′, E′, q′I , q

′
F , θ

′] from Proposition 6.8 proves
the assertion except that Ah(P,R) is a (h+ 1)-nested distance desert automaton.
We construct A′′

h(P,R) from A′
h(P,R) by modifying θ′ and proving that A′

h(P,R)
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is limited iff A′′
h(P,R) is limited. We change the mark of every transition which

leaves the initial state. For every (p, a, q) ∈ E′, let

θ′′((p, a, q)) :=

{
∠h if p = q′I
θ′((p, a, q)) if p = q′I

and A′′
h(P,R) = [Q′, E′, q′I , q

′
F , θ

′′]. Clearly, A′′
h(P,R) is an h-nested distance

desert automaton. Moreover, A′
h(P,R) and A′′

h(P,R) have exactly the same ac-
cepting paths. Let π be an accepting path in A′

h(P,R) and A′′
h(P,R). It is easy to

see that either ∆(θ′′(π)) = ∆(θ′(π)) or ∆(θ′′(π)) = ∆(θ′(π)) + 1. Consequently,
A′

h(P,R) is limited iff A′′
h(P,R) is limited. �

Proof of Theorem 2.3. Let h ∈ N and L be accepted by an n-state nondetermin-
istic automaton. By any proof of Kleene’s theorem, we can show sh(L) ≤ n.

An algorithm which decides whether sh(L) ≤ h checks at first whether n ≤ h.
If so, then the algorithm answers “yes”.

If n > h, then the algorithm proceeds as follows: it constructs a total deter-
ministic automaton A = [Q, δ, qI , F ] which recognizes L. Then, it constructs the
automaton A′′

h(qI , F ) by Proposition 6.9, and it decides by Theorem 2.2 whether
A′′

h(qI , F ) is limited. The algorithm answers “yes” if A′′
h(qI , F ) is limited, other-

wise it answers “no”.
We have L \ ε = T (qI , F ). By Lemma 6.2, we have sh(L) = sh

(
T (qI , F )

)
, i.e.,

sh(L) ≤ h iff sh
(
T (qI , F )

)
≤ h. By Proposition 6.7, we have sh

(
T (qI , F )

)
≤ h iff

the Td,h(qI , F )-hierarchy collapses. By Proposition 6.9, the Td,h(qI , F )-hierarchy
collapses iff A′′

h(qI , F ) is limited.
Clearly, the initial test whether n ≤ h is not necessary for the correctness of the

algorithm. However, this test increases the efficiency and it simplifies the analysis
of the complexity.

We have |Q| ≤ 2n. The number of states of A′′
h(qI , F ) is at most 22n(h+1) + 1.

Since n > h, A′′
h(qI , F ) has at most 22nn +1 states. By Theorem 2.2, an algorithm

requires 22O(n)
space to decide whether A′′

h(qI , F ) is limited. �

6.5. PSPACE-hardness of the star height problem

In this section, we show that the star height problem over two letter alphabet
is PSPACE-hard. Although this result seems to be well-known, the author did
not find any proof in the literature. We reduce the star height problem to the
universality problem of nondeterministic finite automata.

Lemma 6.10. Let Σ = {a, b} and K,L ⊆ Σ∗ be recognizable. Define L′ :=
Σ∗cL ∪KcΣ∗.

(1) If L = Σ∗, then sh(L′) = 1.
(2) If L � Σ∗, then sh(L′) ≥ sh(K).

Proof. (1) If L = Σ∗, then L′ = Σ∗cΣ∗, and hence, sh(L′) = 1.
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(2) Let h := sh(L′). For K = ∅, the claim is vacuously true. We assume K = ∅
in the rest of the proof. Hence, L′ is infinite and h ≥ 1.

We construct a rational expression r such that L(r) = K and sh(r) ≤ h. By
Lemma 6.3, there is a string expression s such that L(s) = L′ and sh(s) = h. There
are some n ≥ 1 and single string expressions s1, . . . , sn such that s = s1 ∪ · · · ∪ sn

and sh(si) ≤ h for every 1 ≤ i ≤ n.
Let 1 ≤ i ≤ n be arbitrary. There are some ni, letters a1, . . . , ani ∈ Σ∪{c} and

string expressions t1, . . . , tni−1 such that si = a1t
∗
1a2t

∗
2 . . . t

∗
ni−1ani . Moreover, we

have sh(tj) < h for every 1 ≤ j < ni. Note that the letters a1, . . . , ani and
t1, . . . , tni−1 depend on i.

By contradiction, assume that c occurs in an expression tj for some 1 ≤ j < ni.
Then, L(t∗j ) and L(s) contain words with more than one occurrence of c. Hence,
c cannot occur in tj . Since every word in L′ contains exactly one occurrence of c,
exactly one of the letters a1, . . . , anj is c. Let 1 ≤ l ≤ ni such that al = c and let
ri := a1K

∗
1 . . . al−1K

∗
l−1. Note that ri is not a string expression, because it ends

by K∗
l−1. If l = 1, then ri = ε. Similarly, let r′i := K∗

l al+1 . . .K
∗
ni−1ani , i.e., we

have si = ricr
′
i. We assume such expressions ri and r′i for every 1 ≤ i ≤ n. Let

r :=
⋃

1≤ i≤ n, L(ri)⊆K

ri.

We have sh(r) ≤ sh(s) = h = sh(L′). It remains to show L(r) = K. From
the definition of r, it follows immediately L(r) ⊆ K. Let w ∈ K be arbitrary.
We want to show w ∈ L(r). Let u ∈ Σ∗ \ L be arbitrary. We have wcu ∈ L′.
Hence, there is some 1 ≤ i ≤ n such that wcu ∈ L(si), i.e., w ∈ L(ri) and
u ∈ L(r′i). Thus, L(ri)cu ⊆ L′. Since u /∈ L, we have L(ri) ⊆ K, and in
particular, w ∈ L(ri) ⊆ L(r). �
Proposition 6.11. Let h ≥ 1. To decide whether for a nondeterministic automa-
ton A over a three-letter alphabet, we have sh(L(A)) ≤ h is PSPACE-hard.

Proof. Let h ≥ 1. Let K ⊆ {a, b}∗ be recognizable such that sh(K) = h+ 1. Such
a language K exists due to [5].

Let L ⊆ {a, b}∗ be the language of some nondeterministic automaton. To decide
whether L = Σ∗ is PSPACE-complete [19]. We construct an automaton A such
that L(A) = Σ∗cL ∪ KcΣ∗, i.e., A accepts L′ from Lemma 6.10. Note that K
does not depend on L, i.e., A has just a bounded number of states more than the
automaton for L. If L = Σ∗, then we know by Lemma 6.10(1), sh(L′) = 1, and in
particular sh(L′) ≤ h. Conversely, if L � Σ∗, then we know by Lemma 6.10(2),
sh(L′) ≥ sh(K) > h. To sum up, we have L = Σ∗ iff sh(L′) ≤ h. Consequently, to
decide whether sh(L′) ≤ h it is PSPACE-hard. �

In order to generalize Proposition 6.11, we apply a homomorphism which pre-
serves star height. Let Γ and Σ be two alphabets and let α : Γ∗ → Σ∗ be a homo-
morphism. For every recognizable language L ⊆ Γ∗, we have sh(L) ≥ sh(α(L)).
We say that α preserves star height if for every recognizable language L ⊆ Γ∗, we
have sh(L) = sh(α(L)).
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Assume that α is injective. By following [18], we say that α has the tag property
if for every u1, u2, v1, v2 ∈ Σ∗ with u1v1, u1v2, u2v1, u2v2 ∈ α(Γ∗), we have one
of the following conditions:

(1) There are x, u′1, u
′
2 ∈ Σ∗ such that we have u1 = u′1x, u2 = u′2x and

u′1, u′2, xv1, xv2 ∈ α(Γ∗).
(2) There are y, v′1, v

′
2 ∈ Σ∗ such that we have v1 = yv′1, v2 = yv′2 and

u1y, u2y, v
′
1, v

′
2 ∈ α(Γ∗).

We use the following theorem by Hashiguchi and Honda from 1976 [18].

Theorem 6.12 [18]. A homomorphism α : Γ∗ → Σ∗ preserves star height iff α is
injective and α has the tag property.

Lemma 6.13. Let Γ = {a, b, c} and Σ = {a, b}. The homomorphism α : Γ∗ → Σ∗

defined by α(a) := aa, α(b) := ab, and α(c) := ba preserves star height.

Proof. By Theorem 6.12, it suffices to show that α is injective and α has the tag
property. Obviously, α is injective.

We show that h has the tag property. Let u1, u2, v1, v2 ∈ Σ∗ such that u1v1, u1v2,
u2v1, u2v2 ∈ α(Γ∗). We show that one of the two conditions in the definition of
the tag property holds.

If |u1| is even, then |v1|, |u2|, and |v2| are even, and both conditions hold for
x = ε (resp. y = ε).

From now, we assume that |u1| is odd. Hence, |v1|, |u2|, and |v2| are odd. We
factorize u1 = u′1x1, u2 = u′2x2, v1 = y1v

′
1, v2 = y2v

′
2 whereas x1, x2, y1, y2 ∈ Σ.

Clearly, |u′1|, |u′2|, |v′1|, and |v′2| are even and u′1, u
′
2, v

′
1, v

′
2 ∈ h(Γ∗).

If x1 = x2, then condition (1) holds for x := x1 = x2. If y1 = y2, then
condition (2) holds for y := y1 = y2. It remains to consider the case that x1 = x2

and y1 = y2. If so, then there are 1 ≤ i, j ≤ 2 such that xi = yj = b, and thus,
uivj = u′ibbv

′
j /∈ α(Γ∗), which is a contradiction. �

Theorem 6.14. Let h ≥ 1. To decide whether for a nondeterministic automaton
A over a two letter alphabet, we have sh(L(A)) ≤ h is PSPACE-hard.

Proof. Given a nondeterministic automaton A over the alphabet {a, b, c}, we can
construct an automaton A′ over {a, b} such that L(A′) = h(L(A)) whereas h is
the homomorphism from Lemma 6.13, i.e., sh(L(A)) = sh(L(A′)). Moreover, we
can construct A′ in a way that A′ has at most three times as many states as A.
The claim follows from Proposition 6.11. �

7. Conclusions and challenges

In the author’s opinion, there are two challenges concerning desert automata
and the star height problem.

The first challenge is to determine the exact complexity of the star height prob-
lem. In particular, it is not clear whether its reduction to limitedness of nested
distance desert automata can be achieved in a more efficient way.
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The other challenge is an extension of our concepts to achieve decidability re-
sults for other hierarchies of classes of recognizable languages, e.g., the Straubing-
Thérien hierarchy, the dot-depth hierarchy, and the famous extended star height
hierarchy [44]. It is not clear whether or how our principle of using nested distance
desert automata to examine languages Td,h(P,R) can be generalized to decide lan-
guage hierarchies which allow complement and intersection. Maybe, one needs to
develop more involved automata concepts than nested distance desert automata.

Beside these two challenges, there are several other things to investigate.
As pointed out in Section 2.4, the decidability of the equivalence of two desert

automata (1-nested distance desert automata in which transitions are marked by
�0- and ∠0) is an open question.

Another open question is to give a sharp bound on the range of the mappings of
limited nested distance desert automata depending on the number of states. For
limited n-state distance automata, the sharpest known upper bound on the range
is 23n3+n lg n+n−1 [33], but the worst known examples are limited by 2n−2 [31,50].

The limitedness problem for distance automata was originally motivated by
the star height problem, but it turned out to be useful in other areas, e.g., [8,
24, 37]. At this point, there are two applications of desert and nested distance
desert automata: the decidability of the finite substitution problem [21, 22] and
a new proof for the decidability of the star height problem in the present paper.
One should look for other applications and establish connections between nested
distance desert automata and other concepts in theoretical computer science.
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