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#### Abstract

In this paper we study the Brinkman model as a unified framework to allow the transition between the Darcy and the Stokes problems. We propose an unconditionally stable low-order finite element approach, which is robust with respect to the whole range of physical parameters, and is based on the combination of stabilized equal-order finite elements with a non-symmetric penalty-free Nitsche method for the weak imposition of essential boundary conditions. In particular, we study the properties of the penalty-free Nitsche formulation for the Brinkman setting, extending a recently reported analysis for the case of incompressible elasticity (Boiveau and Burman, IMA J. Numer. Anal. 36 (2016) 770-795). Focusing on the two-dimensional case, we obtain optimal a priori error estimates in a mesh-dependent norm, which, converging to natural norms in the cases of Stokes or Darcy flows, allows to extend the results also to these limits. Moreover, we show that, in order to obtain robust estimates also in the Darcy limit, the formulation shall be equipped with a Grad-Div stabilization and an additional stabilization to control the discontinuities of the normal velocity along the boundary. The conclusions of the analysis are supported by numerical simulations.
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## 1. Introduction

The Brinkman problem [10], originally proposed as an alternative model approach for the flow in porous media, is obtained as a modification of the Darcy model by equipping Darcy's law with a resistance term proportional to the fluid viscous stresses, targeting on a better handling of high permeability regions.

In order to introduce the model problem of interest, let us consider a connected domain $\boldsymbol{\Omega} \subset \mathbb{R}^{n}, n=2,3$, with boundary $\Gamma:=\partial \boldsymbol{\Omega}$, and let us denote by $\boldsymbol{n}$ the outer unit normal vector on $\Gamma$. Our model problem is

[^0]described by the following system of partial differential equations
\[

$$
\begin{align*}
-\nabla \cdot\left(\mu_{\mathrm{eff}} \nabla \boldsymbol{u}\right)+\sigma \boldsymbol{u}+\nabla p=\boldsymbol{f}, & \text { in } \boldsymbol{\Omega} \\
\nabla \cdot \boldsymbol{u}=g, & \text { in } \boldsymbol{\Omega} \tag{1.1}
\end{align*}
$$
\]

where $\boldsymbol{u}: \boldsymbol{\Omega} \rightarrow \mathbb{R}^{n}$ represents the fluid velocity field, $p: \boldsymbol{\Omega} \rightarrow \mathbb{R}$ is the fluid pressure and $\boldsymbol{f}: \boldsymbol{\Omega} \rightarrow \mathbb{R}^{n}, g: \boldsymbol{\Omega} \rightarrow \mathbb{R}$ are given data. In (1.1), the parameter $\mu_{\text {eff }}$ is called effective viscosity, while $\sigma$ is given by the ratio between the fluid viscosity and the permeability of the porous medium. Depending on the values of the aforementioned parameters, the system (1.1) describes a whole range of problems between the Stokes $(\sigma=0)$ and the Darcy $\left(\mu_{\mathrm{eff}}=0\right)$ models.

However, this transition does not depend continuously on the physical parameters. In particular, the standard boundary condition for $\mu_{\text {eff }}>0$ is

$$
\begin{equation*}
\boldsymbol{u}=\mathbf{0}, \quad \text { on } \Gamma \tag{1.2}
\end{equation*}
$$

(essential boundary condition on the velocity $\boldsymbol{u}$ ), whereas for $\mu_{\text {eff }}=0$, it has to be replaced by the condition

$$
\begin{equation*}
\boldsymbol{u} \cdot \mathbf{n}=0, \quad \text { on } \Gamma \tag{1.3}
\end{equation*}
$$

which is appropriate for the Darcy problem. Likewise, when focusing on the weak counterpart of (1.1), one has to consider different natural functional settings for the Stokes/Brinkman $\left(\mu_{\mathrm{eff}}>0\right)$ and Darcy $\left(\mu_{\mathrm{eff}}=0\right)$ problems.

These aspects affect also the discrete formulation of (1.1) and the strategies for its numerical solution. In the context of finite element methods, the different regularity properties of the limit problems (Stokes and Darcy) are reflected in the choice of the finite element spaces used for the velocity and the pressure: stable and efficient elements for the Stokes problem might not provide accurate or stable approximations in the Darcy case, and vice versa (see, e.g., $[9,12,29]$ ). Moreover, the discrepancy between the boundary conditions in the limit cases at the continuous level implies that imposing essential boundary conditions on the velocity space does not allow a smooth, parameter-dependent transition between (1.2) and (1.3), in particular at the discrete level.

Our work is motivated by the solution of direct and inverse problems in clinical applications involving flows in porous media. Hence, the numerical method shall be robust with respect to different flow regimes, in order to handle unknown physical parameters, and, at the same time, require relatively low computational cost, allowing for the numerical solution in a reasonable time.

One strategy to achieve a common discretization for both, the Stokes and the Darcy problems, which will be adopted in this paper, consists in using finite element pairs suited for both cases, possibly including stabilization terms. Among the different possibilities, we focus on equal-order (linear) finite elements, combined with a Galerkin Least Squares (GLS) and a Grad-Div stabilization, that guarantee stability for the pressure and control on the divergence of the velocity. This setting, with a particular focus on the Brinkman, Stokes and Darcy problems, has been deeply analyzed, e.g., in [3], considering different choices for the scaling of the stabilization terms. Other options, which have been proposed in the literature, are based on $\mathbb{P}_{1} / \mathbb{P}_{0}$ (stabilized) finite elements (analyzed in [12] for the Stokes-Darcy coupling and discussed in [23] for the Brinkman problem), Taylor-Hood, MINI, and $\mathbb{P}_{k} / \mathbb{P}_{k}($ stabilized $)$ elements $[22,28]$, as well as $\mathbb{P}_{k} / \mathbb{P}_{k-1}^{\text {disc }}[15]$.

In order to tackle the issue of the need of different boundary conditions depending on the (Stokes or Darcy) regime, we focus on the weak imposition of essential boundary conditions via a Nitsche method. This approach, originally introduced in [31], has been extended, applied, and analyzed in several contexts, including coupled Stokes-Darcy problems (see, e.g., $[12,15]$ among others), and the general Brinkman problem (see, e.g., [22, $23,28]$ ), demonstrating that it is able to yield a robust transition between the two different flow regimes. In its pioneer version [31], the Nitsche approach was formulated as a consistent symmetric penalty method, for which stability was guaranteed choosing the penalty parameter sufficiently large. This assumption was relaxed
considering a non-symmetric version proposed in [20], for which stability was proven for any strictly positive value of the penalty parameter.

We investigate the so-called non-symmetric penalty-free Nitsche method, i.e., assessing the stability of the approach even without the presence of a penalty parameter. In this case, the method can be interpreted as a Lagrange multiplier method [33], where for the Brinkman problem the normal fluxes at the boundary and the pressure play the role of Lagrange multipliers. The stability of the Nitsche method without penalty was first shown in [11] for convection-diffusion problems, and more recently extended to compressible and incompressible elasticity [5] and to domain decomposition problems with discontinuous material parameters [4]. Moreover, in the recent study in [24] concerning isogeometric analysis, it was shown that the penalty-free Nitsche method is able to outperform the standard symmetric variant in some situations (conditioning of the stiffness matrix for patch coupling).

The unconditional applicability in presence of variable physical parameters is our main motivation for addressing and investigating the properties of the penalty-free Nitsche method for the Brinkman problem. In this case, the main challenges are related to the fact that stability has to be shown for the pressure (in the case of equal-order finite elements) and the velocity at the boundary. For the latter, it is important to observe that due to the differences in the limit problems (e.g., in the boundary conditions (1.2) and (1.3)), the natural norms to be controlled depend on the physical range.

The main focus of this paper is the stability of a finite element formulation for the Brinkman problem, equipped with weakly imposed boundary conditions via a non-symmetric Nitsche method for the special case of a vanishing penalty parameter. Namely, our main result concerns the stability, the robustness, and the optimal convergence in a natural norm of the formulation obtained by combining a penalty-free Nitsche method and a stabilized equal-order finite element method. We show that the proposed finite element method is inf-sup stable in the whole range of physical parameters, including the limit values $\mu_{\text {eff }}=0$ or $\sigma=0$. Moreover, our analysis shows that the inf-sup constant does neither depend on $\mu_{\text {eff }}$ nor on $\sigma$, but only on the regularity properties of the mesh and on the stabilization parameters. These results thus extend available estimates recently provided in $[22,28]$ using a similar discrete setting (stabilized finite elements), where the symmetric Nitsche method was analyzed focusing on a nondimensional version of (1.1) which does not allow to control the divergence of the velocity and excludes the case $\sigma=0$.

To establish the stability of the Nitsche method, we follow a path inspired by the analysis in [5] for the incompressible elasticity, but proposing a simpler argument. As next, we discuss the stability estimate in the Darcy limit $\mu_{\text {eff }}=0$ (or in the more general case $\frac{\mu_{\text {eff }}}{\sigma} \rightarrow 0$ ), in which only the control on the boundary normal velocity is required. We show that, focusing on the case of two-dimensional polygonal boundaries, an additional stabilization to control the discontinuities of the normal velocity along the boundary is required. To tackle this issue, we introduce a corner stabilization, which penalizes the jump of the normal velocity solely on the corners of the discrete domain and allows to obtain the aforementioned robust stability estimates and optimal a priori error estimates in a mesh-dependent norm.

The paper is organized as follows. In Section 2 we introduce the problem setting, the finite element formulation, and enunciate the main stability and convergence results. Section 3 is dedicated to the technical proofs, while numerical experiments are presented in Section 4. Section 5 contains conclusive remarks.

## 2. A penalty-free Nitsche method for the Brinkman problem

The purpose of this section is to introduce the stabilized finite element method for the Brinkman problem, the penalty-free Nitsche method for imposing essential boundary conditions, and to state the related stability and convergence results.

### 2.1. The weak formulation

In what follows, we will assume to deal with a two-dimensional domain $\boldsymbol{\Omega} \subset \mathbb{R}^{2}$ (i.e., setting $n=2$ ) with polygonal boundary $\Gamma$. In this setting, let us consider the Sobolev spaces (see, e.g., $[1,21]$ ):

$$
\begin{aligned}
\boldsymbol{H}_{0}^{1}(\boldsymbol{\Omega}) & :=\left\{\boldsymbol{v} \in \boldsymbol{H}^{1}(\boldsymbol{\Omega}):\left.\boldsymbol{v}\right|_{\Gamma}=\mathbf{0}\right\} \\
\boldsymbol{H}_{\mathrm{div}, 0}(\boldsymbol{\Omega}) & :=\left\{\boldsymbol{v} \in \boldsymbol{L}^{2}(\boldsymbol{\Omega}): \nabla \cdot \boldsymbol{v} \in L^{2}(\boldsymbol{\Omega}),\left.(\boldsymbol{v} \cdot \boldsymbol{n})\right|_{\Gamma}=0\right\} \\
L_{0}^{2}(\boldsymbol{\Omega}) & :=\left\{q \in L^{2}(\boldsymbol{\Omega}): \int_{\boldsymbol{\Omega}} q=0\right\}
\end{aligned}
$$

We will denote by curved brackets $(\cdot, \cdot)_{\mathbf{A}}$ the $L^{2}$-scalar product on $\mathbf{A} \subseteq \boldsymbol{\Omega}$, while $\langle\cdot, \cdot\rangle_{E}$ will be used for integrals evaluated on the boundary, i.e., for any $E \subseteq \Gamma$. For the ease of notation, the subscripts $\boldsymbol{\Omega}$ and $\Gamma$ will be omitted, simply denoting with $(\cdot, \cdot)$ and $\langle\cdot, \cdot\rangle$ the scalar products in $L^{2}(\boldsymbol{\Omega})$ and $L^{2}(\Gamma)$, respectively. Furthermore, a bold faced letter will indicate the $n$th Cartesian power, e.g., $\boldsymbol{H}^{1}(\mathbb{R})=\left[H^{1}(\mathbb{R})\right]^{n}$. Finally, we will denote with $\|\cdot\|_{0}$ the norm on $L^{2}(\boldsymbol{\Omega})$, and with $\|\cdot\|_{k}^{2}$ and $|\cdot|_{k}^{2}$ the norm and semi-norm, respectively, on the Sobolev space $H^{k}(\boldsymbol{\Omega})$ (see, e.g., [6], Defs. 1.3.1 and 1.3.7).

With the above notations, we now introduce the bilinear forms

$$
\begin{align*}
A[(\boldsymbol{u}, p) ;(\boldsymbol{v}, q)] & :=\mu_{\mathrm{eff}}(\nabla \boldsymbol{u}, \nabla \boldsymbol{v})+\sigma(\boldsymbol{u}, \boldsymbol{v})-(p, \nabla \cdot \boldsymbol{v})+(\nabla \cdot \boldsymbol{u}, q) \\
L(\boldsymbol{v}, q) & :=(\boldsymbol{f}, \boldsymbol{v})+(g, q) \tag{2.1}
\end{align*}
$$

In the case $\mu_{\text {eff }}>0$, the weak formulation of problem (1.1), (1.2) reads as: Find $(\boldsymbol{u}, p) \in \boldsymbol{H}_{0}^{1}(\boldsymbol{\Omega}) \times L_{0}^{2}(\boldsymbol{\Omega})$ such that

$$
\begin{equation*}
A[(\boldsymbol{u}, p) ;(\boldsymbol{v}, q)]=L(\boldsymbol{v}, q), \quad \forall(\boldsymbol{v}, q) \in \boldsymbol{H}_{0}^{1}(\boldsymbol{\Omega}) \times L_{0}^{2}(\boldsymbol{\Omega}) \tag{2.2}
\end{equation*}
$$

Detailed proofs of the well-posedness of problem (2.2) for $\boldsymbol{f} \in \boldsymbol{L}^{2}(\boldsymbol{\Omega})$ and $g \in L_{0}^{2}(\boldsymbol{\Omega})$ and the corresponding basic theory can be found in, e.g., $[2,7,9,21]$.

Depending on the given boundary conditions and the regularity of the given data, in the case $\mu_{\text {eff }}=0$ (Darcy limit), the weak solution to the mixed form of problem (1.1) can be sought either in $\boldsymbol{H}_{\text {div }, 0}(\boldsymbol{\Omega}) \times L_{0}^{2}(\boldsymbol{\Omega})$ corresponding to the boundary condition (1.3) or in $\boldsymbol{L}^{2}(\boldsymbol{\Omega}) \times\left[H^{1}(\boldsymbol{\Omega}) \cap L_{0}^{2}(\boldsymbol{\Omega})\right]$.

### 2.2. The discrete formulation

Let us assume that the polygonal computational domain $\boldsymbol{\Omega}$ admits a boundary conforming (fitted) family of triangulations $\left\{\mathcal{T}_{h}\right\}_{h>0}$, i.e., that the discrete domain and the original domain coincide for all $h$. The parameter $h$ denotes a characteristic length of the finite element mesh $\mathcal{T}_{h}$, defined as $h:=\max _{\boldsymbol{T} \in \mathcal{T}_{h}} h_{\boldsymbol{T}}, h_{\boldsymbol{T}}$ being the diameter of the cell $\boldsymbol{T} \in \mathcal{T}_{h}$. Furthermore, we will denote by $\mathcal{G}_{h}$ the set of edges belonging to the boundary $\Gamma$ and with $h_{E}$ the length of $E \in \mathcal{G}_{h}$. Since we assume that $\boldsymbol{\Omega}$ is polygonal, its boundary can be decomposed as the union of $N_{P}$ straight boundary segments and we denote by $\mathcal{C}$ the set of corner nodes of $\mathcal{T}_{h}$. We will assume that all considered triangulations are nondegenerate, i.e., there exists a constant $C_{\mathrm{SR}}>0$ independent from $h$, such that

$$
\begin{equation*}
\forall h>0, \quad \forall \boldsymbol{T} \in \mathcal{T}_{h}: \quad \frac{h_{\boldsymbol{T}}}{\rho_{\boldsymbol{T}}} \leqslant C_{\mathrm{SR}} \tag{2.3}
\end{equation*}
$$

where $\rho_{\boldsymbol{T}}$ is the radius of the largest inscribed sphere in $\boldsymbol{T}$. This property is also known as (shape-) regularity, see page 124 of [13] and Definition 1.107 of [18]. In particular, it is assumed that there exists a constant $\eta_{0} \geqslant 1$ such that $\frac{h_{E}}{h_{E^{\prime}}} \leqslant \eta_{0}$, for any pair of adjacent edges $E, E^{\prime} \in \mathcal{G}_{h}$. For the validity of the arguments discussed in this paper, we assume that the mesh satisfies also the condition

$$
\begin{equation*}
\eta_{0}<7+4 \sqrt{3} \approx 13.9 \tag{2.4}
\end{equation*}
$$

Moreover, we require that the triangulation is such that all triangles cover an area larger than the boundary triangles. Formally, let $B_{h}:=\bigcup_{\boldsymbol{T}: \boldsymbol{T} \cap \Gamma \neq \emptyset} \boldsymbol{T}$ be the union of all triangles which have at least a node on the boundary. We assume that

$$
\begin{equation*}
\left|B_{h}\right| \leqslant \omega|\boldsymbol{\Omega}| \tag{2.5}
\end{equation*}
$$

with $\omega<1$ and independent from $h$.
In order to define the discrete problem, let us introduce the quantity $\ell_{\Omega}>0$, representing a typical physical length scale of the problem, and the parameter

$$
\begin{equation*}
\nu:=\mu_{\mathrm{eff}}+\sigma \ell_{\Omega}{ }^{2} \tag{2.6}
\end{equation*}
$$

(which has the units of a viscosity). The length $\ell_{\Omega}$ has been introduced mainly for the purpose of consistency of physical units (see, e.g., the discussion in [3]) and it is assumed to satisfy $\ell_{\Omega} \geqslant h_{\boldsymbol{T}}$, for all $\boldsymbol{T} \in\left\{\mathcal{T}_{h}\right\}_{h>0}$.

Let us now introduce the finite element pair

$$
\begin{aligned}
\boldsymbol{V}_{h} & :=\left\{\boldsymbol{v}_{h} \in \boldsymbol{H}^{1}(\boldsymbol{\Omega}) \cap \boldsymbol{C}^{0}(\overline{\boldsymbol{\Omega}}):\left.\boldsymbol{v}_{h}\right|_{\boldsymbol{T}} \in \mathbb{P}_{1}(\boldsymbol{T}), \quad \forall \boldsymbol{T} \in \mathcal{T}_{h}\right\}, \\
Q_{h} & :=\left\{q_{h} \in L_{0}^{2}(\boldsymbol{\Omega}) \cap C^{0}(\overline{\boldsymbol{\Omega}}):\left.q_{h}\right|_{\boldsymbol{T}} \in \mathbb{P}_{1}(\boldsymbol{T}), \quad \forall \boldsymbol{T} \in \mathcal{T}_{h}\right\},
\end{aligned}
$$

and consider the problem: Find $\left(\boldsymbol{u}_{h}, p_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h}$ such that

$$
\begin{equation*}
A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ;\left(\boldsymbol{v}_{h}, q_{h}\right)\right]=L_{h}\left(\boldsymbol{v}_{h}, q_{h}\right), \quad \forall\left(\boldsymbol{v}_{h}, q_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h}, \tag{2.7}
\end{equation*}
$$

with

$$
\begin{align*}
A_{h}[(\boldsymbol{u}, p) ;(\boldsymbol{v}, q)]:= & A[(\boldsymbol{u}, p) ;(\boldsymbol{v}, q)]+S_{h, \alpha}^{G L S_{n s}, \text {,hs }}[(\boldsymbol{u}, p) ;(\boldsymbol{v}, q)]+S_{h, \delta}^{G D, \text { lhs }}[(\boldsymbol{u}, \boldsymbol{v})] \\
& -\left\langle\mu_{\mathrm{eff}} \nabla \boldsymbol{u} \cdot \boldsymbol{n}, \boldsymbol{v}\right\rangle+\langle p \boldsymbol{n}, \boldsymbol{v}\rangle+\left\langle\mu_{\mathrm{eff}} \nabla \boldsymbol{v} \cdot \boldsymbol{n}, \boldsymbol{u}\right\rangle-\langle q \boldsymbol{n}, \boldsymbol{u}\rangle+S_{h, \rho}^{\mathrm{C}, \text { lhs }}(\boldsymbol{u}, \boldsymbol{v}),  \tag{2.8a}\\
L_{h}(\boldsymbol{v}, q):= & L(\boldsymbol{v}, q)+S_{h, \alpha}^{G L S_{n s,}, \text { rhs }}[(\boldsymbol{v}, q)]+S_{h, \delta}^{G D, \text { rhs }}[\boldsymbol{v}] . \tag{2.8b}
\end{align*}
$$

In (2.8a) and (2.8b), $A[(\boldsymbol{u}, p) ;(\boldsymbol{v}, q)]$ is defined in (2.1) and we introduce a stabilization belonging to the non-symmetric GLS method

$$
\begin{align*}
S_{h, \alpha}^{G L S_{n s}, \text { hs }}[(\boldsymbol{u}, p) ;(\boldsymbol{v}, q)] & :=\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}(\sigma \boldsymbol{u}+\nabla p, \sigma \boldsymbol{v}+\nabla q)_{\boldsymbol{T}}, \\
S_{h, \alpha}^{G L S_{n s}, \text { rhs }}[(\boldsymbol{v}, q)] & :=\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}(\boldsymbol{f}, \sigma \boldsymbol{v}+\nabla q)_{\boldsymbol{T}}, \tag{2.9}
\end{align*}
$$

as well as a Grad-Div stabilization

$$
\begin{align*}
S_{h, \delta}^{G D, \text { lhs }}[(\boldsymbol{u}, \boldsymbol{v})] & :=\delta \nu(\nabla \cdot \boldsymbol{u}, \nabla \cdot \boldsymbol{v}), \\
S_{h, \delta}^{G D, \text { rhs }}[\boldsymbol{v}] & :=\delta \nu(g, \nabla \cdot \boldsymbol{v}) . \tag{2.10}
\end{align*}
$$

Additionally, we employ a stabilization term, later referred to as corner stabilization, given by

$$
\begin{equation*}
S_{h, \rho}^{\mathrm{C}, \text { lhs }}[(\boldsymbol{u}, \boldsymbol{v})]:=\rho \nu \sum_{\boldsymbol{x} \in \mathcal{C}} \llbracket \boldsymbol{u} \cdot \boldsymbol{n} \rrbracket(\boldsymbol{x})(\llbracket \boldsymbol{v} \cdot \boldsymbol{n} \rrbracket(\boldsymbol{x})) \tag{2.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\llbracket u \cdot n \rrbracket(x):=u(x) \cdot \boldsymbol{n}_{E}-\boldsymbol{u}(\boldsymbol{x}) \cdot \boldsymbol{n}_{E^{\prime}}=\boldsymbol{u}(\boldsymbol{x}) \cdot\left(\boldsymbol{n}_{E}-\boldsymbol{n}_{E^{\prime}}\right)=\boldsymbol{u}(\boldsymbol{x}) \cdot \llbracket \boldsymbol{n} \rrbracket \tag{2.12}
\end{equation*}
$$

denotes the jump of $\boldsymbol{u} \cdot \boldsymbol{n}$ at a corner node $\boldsymbol{x} \in \mathcal{C}:=\left\{\boldsymbol{x}_{c}: \exists E, E^{\prime} \in \Gamma\right.$ such that $\boldsymbol{x}=E \cap E^{\prime}$ and $\left.\boldsymbol{n}_{E} \neq \boldsymbol{n}_{E^{\prime}}\right\}$, with $E, E^{\prime}$ being the two boundary edges adjacent to $\boldsymbol{x}$.

In the above definitions, $\alpha, \delta$, and $\rho$ are non-negative dimensionless stabilization parameters, which will be assumed to be independent from the mesh size and constant in space. Notice that, in the case of nonhomogeneous boundary conditions, the corresponding right hand sides, consistent with the boundary terms introduced in (2.8a) and with the corner stabilization (2.11), have to be included.

The stabilized formulation (2.7) can be regarded as a consistent extension of the pressure stabilizing PetrovGalerkin method (PSPG, [8]) that was introduced in [17] as an unconditionally stable ( $\alpha>0$ ), non-symmetric formulation of the Stokes problem. This method can be interpreted as a non-symmetric modification of the method proposed in [25], known as Galerkin Least Squares (GLS) method, and for this reason we will refer to it as the "non-symmetric GLS method".

As it will be shown in Section 3, the stabilization (2.11) is one of the main ingredients of our method. This additional term is used in order to prove robust stability estimates, in particular in the Darcy limit ( $\mu_{\mathrm{eff}}=0$ or $\sigma \ll 1$ ), in absence of the Nitsche penalty term.
Remark 2.1 (On the GLS stabilization terms). Note that for (2.9) since the velocity is approximated using a first order Lagrange finite element space, it holds $\left.\left(-\nabla \cdot\left(\mu_{\text {eff }} \nabla \boldsymbol{u}_{h}\right)\right)\right|_{\boldsymbol{T}}=\mathbf{0}$, which allows the simplified expression we are using. The formulation can be analogously extended to the general case of equal-order finite element pairs $\mathbb{P}_{k} / \mathbb{P}_{k}(k \geqslant 1)$. In these cases, the aforementioned term has to be included in the residuum of the momentum balance equation.
Remark 2.2 (On the Grad-Div stabilization terms). The usage of the Grad-Div stabilization (2.10), originally proposed in [19] (see also, e.g., [26] for further detailed more recent discussions), is motivated here by the need of controlling the $L^{2}$-norm of the divergence of the velocity in the Darcy limit. However this term is also necessary in order to provide stability with respect to the normal velocity on the boundary (see Sect. 3, Lem. 3.10 for details).
Remark 2.3 (On the corner stabilization). As will be shown in the following analysis (see Lems. 3.9 and 3.10), the corner stabilization is strictly required here to provide control on the normal velocity at the boundary, in the Darcy limit $\left(\mu_{\mathrm{eff}}=0\right)$. More precisely, the control of the corresponding boundary norm is achieved through the mixed term $\langle q \boldsymbol{n}, \boldsymbol{u}\rangle$, hence, the need for the corner stabilization depends on the chosen finite element pair. In particular, the choice of a continuous pressure space (and a continuous velocity space) as in this manuscript, does not allow to control the normal velocity at the boundary in corner points via $\langle q \boldsymbol{n}, \boldsymbol{u}\rangle$, where $\boldsymbol{n}$ (and therefore also the normal velocity $\boldsymbol{u} \cdot \boldsymbol{n}$ ) is discontinuous. Note, that the corner stabilization term is indeed proportional to the jump of the normal vector at corner points (see Eq. (2.12)).

Remark 2.4 (On the discrete setting). The main focus of this paper is the analysis of the penalty-free Nitsche method for the Brinkman model. The non-symmetric GLS, the Grad-Div, as well as the corner stabilization are motivated by our choice of the discrete setting ( $\mathbb{P}_{1} / \mathbb{P}_{1}$ stabilized finite elements) valid for both the Stokes and the Darcy problems. However, it is worth noticing that the stability estimates which will be proven for the penalty-free Nitsche method and are based on the usage of linear finite elements for velocity and pressure, do not rely on this particular choice of the bulk stabilization, and they can be straightforwardly extended to other approaches (e.g., PSPG or symmetric GLS).

We conclude this section by introducing the norms considered in our analysis:

$$
\begin{align*}
\|(\boldsymbol{u}, p)\|_{h}^{2}:= & \|\boldsymbol{u}\|^{2}+\sum_{E \in \mathcal{G}_{h}} \theta \frac{\mu_{\mathrm{eff}}}{h_{E}}\|\boldsymbol{u}\|_{0, E}^{2}+\sum_{E \in \mathcal{G}_{h}} \frac{\nu}{h_{E}}\left\|\boldsymbol{u} \cdot \boldsymbol{n}_{E}\right\|_{0, E}^{2}+\rho \nu \sum_{\boldsymbol{x} \in \mathcal{C}}|\llbracket \boldsymbol{u} \cdot \boldsymbol{n} \rrbracket(\boldsymbol{x})|^{2} \\
& +\frac{\|p\|_{0}^{2}}{\nu}+\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\|\nabla p\|_{0, \boldsymbol{T}}^{2}, \tag{2.13}
\end{align*}
$$

with $\theta:=\frac{\mu_{\text {eff }}}{\nu} \in[0,1]$ and

$$
\|\boldsymbol{u}\|^{2}:=\mu_{\mathrm{eff}}\|\nabla \boldsymbol{u}\|_{0}^{2}+\sigma\|\boldsymbol{u}\|_{0}^{2}+\delta \nu\|\nabla \cdot \boldsymbol{u}\|_{0}^{2}
$$

As it will be shown in the next section, the scaling by $\theta$ is necessary in order to obtain robust estimates also in the Darcy limit $\left(\mu_{\text {eff }}=0\right)$. We also observe that, if $\sigma=0$ (Stokes limit), the scaling factor is equal to one. In this case, the velocity norm is analogous to the norm used (for the displacement) in the context of the penalty-free Nitsche method for incompressible elasticity [5].

### 2.3. Stability and convergence results

This Section enunciates the main results of this paper, concerning stability and convergence of the proposed penalty-free Nitsche method (2.7). The technical proofs will be discussed in detail in Section 3.

Theorem (Inf-sup stability). Let $A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ;\left(\boldsymbol{v}_{h}, q_{h}\right)\right]$ be the bilinear form defined in (2.8a), $\alpha, \delta, \rho>0$, and $\mu_{\mathrm{eff}}, \sigma \geqslant 0$ with $\mu_{\mathrm{eff}}+\sigma>0$. Then there exists a constant $\beta>0$, independent from $h$ and from the physical parameters, such that

$$
\inf _{\left(\boldsymbol{u}_{h}, p_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h} \backslash\{(\mathbf{0}, 0)\}}\left(\sup _{\left(\boldsymbol{v}_{h}, q_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h} \backslash\{(\mathbf{0}, 0)\}}\left(\frac{A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ;\left(\boldsymbol{v}_{h}, q_{h}\right)\right]}{\left\|\left(\boldsymbol{u}_{h}, p_{h}\right)\right\|_{h}\| \|\left(\boldsymbol{v}_{h}, q_{h}\right) \|_{h}}\right)\right) \geqslant \beta
$$

The inf-sup constant $\beta$ depends only on the stabilization parameters and on the shape regularity of the mesh.
This statement assesses unconditional stability with respect to the physical parameters, including the limit cases $\sigma=0$ or $\mu_{\text {eff }}=0$. Moreover, we also show that, for small values of the stabilization parameters, it holds $\beta^{-1}=O\left(\alpha^{-1}\left(\rho^{-1}+\delta^{-1}\right)\right)$.

Theorem (A priori error estimate). Let $\alpha, \delta, \rho>0$ and $\mu_{\mathrm{eff}}, \sigma \geqslant 0$ with $\mu_{\mathrm{eff}}+\sigma>0$. Moreover, let ( $\boldsymbol{u}, p$ ) be the solution of (1.1) with the appropriate boundary conditions and ( $\boldsymbol{u}_{h}, p_{h}$ ) be the solution of problem (2.7). Assuming $(\boldsymbol{u}, p) \in \boldsymbol{H}^{2}(\boldsymbol{\Omega}) \times H^{1}(\boldsymbol{\Omega})$, it holds

$$
\begin{equation*}
\left\|\left(\boldsymbol{u}-\boldsymbol{u}_{h}, p-p_{h}\right)\right\|_{h} \leqslant h\left(C_{\boldsymbol{u}}\|\boldsymbol{u}\|_{2}+C_{p}\|p\|_{1}\right), \tag{2.14}
\end{equation*}
$$

where $C_{\boldsymbol{u}}$ and $C_{p}$ are independent from $h$ and for small respectively moderate values of stabilization parameters it holds

$$
C_{\boldsymbol{u}}=O\left(\frac{\nu^{\frac{1}{2}}}{\beta}\right) \quad \text { and } \quad C_{p}=O\left(\frac{1}{\nu^{\frac{1}{2}} \delta^{\frac{1}{2}} \beta}\right) .
$$

With respect to the a priori estimate (2.14), let us observe that it reduces to standard estimates in the Stokes and in the Darcy limits, for $\sigma=0$ and $\mu_{\text {eff }}=0$, respectively (see, e.g., [3]).

One of the main implications of the above Theorems is therefore the fact that the penalty-free Nitsche formulation possesses a convergence and stability behavior that is comparable to the standard formulation (where essential boundary conditions are imposed in a strong sense) and to the classical (penalty) Nitsche method (see, e.g., [23, 28]).

For the sake of completeness, it is worth observing that, in order to obtain the robust convergence estimate (2.14), the scaling of the stabilization terms with the viscosity $\nu$ defined in (2.6) is a necessary requirement.

Alternative formulations were analyzed, e.g., in [3], for the Brinkman problem with strong imposition of boundary conditions. There, it was shown that stability and optimal error estimates can also be obtained by scaling the stabilization of the Darcy terms with respect to the mesh, replacing $\nu$ by $\nu_{\boldsymbol{T}}:=\mu_{\text {eff }}+\sigma h_{\boldsymbol{T}}^{2}$ on each triangle $\boldsymbol{T} \in \mathcal{T}_{h}$. An analogous scaling as well has been analyzed in [30] (stabilized finite elements for the Darcy equation) and in [28] in the context of a rescaled Brinkman problem with a symmetric Nitsche penalty method (limited to the case $\sigma>0$ ). However, as it will be shown in the next section, the scaling (2.6) is used in order to uniformly control the boundary velocity for $\mu_{\mathrm{eff}}, \sigma \geqslant 0$.

## 3. Proof

In this section, the proofs of the aforementioned Theorems, claiming inf-sup stability and convergence of the proposed method, will be discussed in detail.

### 3.1. Preliminaries

Let us begin by introducing some basic notation and stating a few results that will be utilized in the upcoming analysis.

Let $E$ be an edge of the mesh, and let us denote by $\boldsymbol{T}_{E}$ a triangle attached to $E$. Then, the following discrete trace inequality is valid (see, e.g., [6], (10.3.8); [14], Lem. 4; [34], p. 28)

$$
\begin{equation*}
h_{E}^{-1}\|v\|_{L^{2}(E)}^{2} \leqslant c_{\mathrm{DT}}\left(h_{\boldsymbol{T}_{E}}^{-2}\|v\|_{L^{2}\left(\boldsymbol{T}_{E}\right)}^{2}+\|\nabla v\|_{L^{2}\left(\boldsymbol{T}_{E}\right)}^{2}\right), \quad \forall v \in H^{1}\left(\boldsymbol{T}_{E}\right), \tag{3.1}
\end{equation*}
$$

where $c_{\mathrm{DT}}>0$ is a constant, only depending on the shape regularity (2.3) of the mesh.
Under the assumption of shape regularity (and assuming $h \leqslant 1$ ), there exists a constant $c_{\mathrm{I}}>0$, independent of $h$ and $\boldsymbol{T}$, such that for all $v_{h} \in \mathbb{P}_{k}(\boldsymbol{T}), k \geqslant 0$, and for all $\boldsymbol{T} \in \mathcal{T}_{h}$ it holds the following inverse inequality ([18], Lem. 1.138).

$$
\begin{equation*}
\left\|\nabla v_{h}\right\|_{L^{2}(\boldsymbol{T})} \leqslant c_{\mathrm{I}} h_{\boldsymbol{T}}^{-1}\left\|v_{h}\right\|_{L^{2}(\boldsymbol{T})} \tag{3.2}
\end{equation*}
$$

Combining (3.1) and (3.2) one can conclude also that there exists a constant $c_{\text {DTI }}$ such that, for any elementwise linear (on the mesh $\mathcal{T}_{h}$ ) function $v_{h}$ it holds (see, e.g., [27], Lem. 3.1, [34], Lem. 2.1)

$$
\begin{gather*}
\left\|v_{h}\right\|_{L^{2}(E)}^{2} \leqslant c_{\mathrm{DTI}} h_{\boldsymbol{T}_{E}}^{-1}\left\|v_{h}\right\|_{L^{2}\left(\boldsymbol{T}_{E}\right)}^{2},  \tag{3.3a}\\
\sum h_{E}\left\|\nabla v_{h} \cdot \boldsymbol{n}_{E}\right\|_{L^{2}(E)}^{2} \leqslant c_{\mathrm{DTI}}\left\|\nabla v_{h}\right\|_{L^{2}\left(\boldsymbol{T}_{E}\right)}^{2}, \text { for } E \in \mathcal{G}_{h} . \tag{3.3b}
\end{gather*}
$$

Let us denote with $I_{h}^{S Z}$ the Scott-Zhang interpolator onto the finite element space $\boldsymbol{V}_{h}[18,32]$, which preserves essential boundary conditions on $\Gamma$. Then, for $l, m \in \mathbb{N}_{0}$ with $1 \leqslant l<\infty$, there exists a constant $c_{\mathrm{SZ}}>0$, depending on the geometry and on the mesh regularity, such that the following approximation properties hold:

$$
\begin{align*}
& \forall 0 \leqslant m \leqslant 1: \quad\left\|I_{h}^{S Z}(\boldsymbol{v})\right\|_{m, \boldsymbol{\Omega}} \leqslant c_{\mathrm{SZ}}\|\boldsymbol{v}\|_{l, \boldsymbol{\Omega}}, \quad \forall \boldsymbol{v} \in \boldsymbol{H}^{l}(\boldsymbol{\Omega}), \forall h,  \tag{3.4a}\\
& \forall l \leqslant 2: \quad \sum_{m=0}^{l} h_{\boldsymbol{T}}^{m}\left\|\boldsymbol{v}-I_{h}^{S Z}(\boldsymbol{v})\right\|_{m, \boldsymbol{T}} \leqslant c_{\mathrm{SZ}} h_{\boldsymbol{T}}^{l}|\boldsymbol{v}|_{l, S(\boldsymbol{T})}, \quad \forall \boldsymbol{v} \in \boldsymbol{H}^{l}(S(\boldsymbol{T})), \forall h, \forall \boldsymbol{T} \in \mathcal{T}_{h}, \tag{3.4b}
\end{align*}
$$

where $S(\boldsymbol{T})$ denotes the union of all cells in $\mathcal{T}_{h}$ which have a vertex in common with $\boldsymbol{T}$.
Finally, let $I_{h}^{L}$ be the Lagrange interpolator onto $\boldsymbol{V}_{h}$. Then, there exists a constant $c_{\mathrm{La}}>0$ such that, for all for $l, m \in \mathbb{N}_{0}$ with $0 \leqslant m \leqslant 2$ and $l \in\{1,2\}$, it holds (Theorem 1.103 of [18]):

$$
\begin{equation*}
\left\|\boldsymbol{v}-I_{h}^{L}(\boldsymbol{v})\right\|_{m, \boldsymbol{T}} \leqslant c_{\mathrm{La}} h_{\boldsymbol{T}}^{l-m}\|\boldsymbol{v}\|_{l, \boldsymbol{T}}, \quad \forall \boldsymbol{v} \in \boldsymbol{H}^{l}(\boldsymbol{T}) \tag{3.5}
\end{equation*}
$$

### 3.2. Stability

As next, we will focus on the inf-sup stability of the discrete bilinear form (2.8a) with respect to the meshdependent norm (2.13). Throughout the proofs, the introduced constants depending on the physical parameters or on discretization parameters (mesh size, mesh topology, finite element spaces, stabilization parameters) will be explicated and discussed, in order to allow the reader to follow the derivation in detail and, eventually, to clearly assess the role of the physical parameters within the derived estimates (especially in the limit cases).

The first result concerns the coercivity of the bilinear form (2.8a) in a norm which is weaker than (2.13).
Lemma 3.1 (Coercivity in a weaker norm). Let $\alpha>0, \delta, \rho \geqslant 0$ and $\mu_{\mathrm{eff}}, \sigma \geqslant 0$ with $\mu_{\mathrm{eff}}+\sigma>0$. Then there exists a constant $C_{0}=C_{0}(\alpha)>0$, independent from the physical parameters and $h$, such that

$$
\begin{equation*}
A_{h}\left[\left(\boldsymbol{v}_{h}, q_{h}\right) ;\left(\boldsymbol{v}_{h}, q_{h}\right)\right] \geqslant C_{0}\left(\left\|\boldsymbol{v}_{h}\right\|^{2}+\rho \nu \sum_{\boldsymbol{x} \in \mathcal{C}}\left|\llbracket \boldsymbol{v}_{h} \cdot \boldsymbol{n} \rrbracket(\boldsymbol{x})\right|^{2}+\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla q_{h}\right\|_{0, \boldsymbol{T}}^{2}\right), \tag{3.6}
\end{equation*}
$$

for all $\left(\boldsymbol{v}_{h}, q_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h}$.

Proof. Let $\left(\boldsymbol{v}_{h}, q_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h}$, then there holds

$$
\begin{aligned}
A_{h}\left[\left(\boldsymbol{v}_{h}, q_{h}\right) ;\left(\boldsymbol{v}_{h}, q_{h}\right)\right]= & \mu_{\mathrm{eff}}\left\|\nabla \boldsymbol{v}_{h}\right\|_{0}^{2}+\sigma\left\|\boldsymbol{v}_{h}\right\|_{0}^{2}+\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla q_{h}\right\|_{0, \boldsymbol{T}}^{2}+\alpha \sigma^{2} \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\boldsymbol{v}_{h}\right\|_{0, \boldsymbol{T}}^{2} \\
& +2 \alpha \sigma \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left(\nabla q_{h}, \boldsymbol{v}_{h}\right)+\delta \nu\left\|\nabla \cdot \boldsymbol{v}_{h}\right\|_{0}^{2}+\rho \nu \sum_{\boldsymbol{x} \in \mathcal{C}}\left|\llbracket \boldsymbol{v}_{h} \cdot \boldsymbol{n} \rrbracket(\boldsymbol{x})\right|^{2} .
\end{aligned}
$$

Using the Cauchy-Schwarz and Young inequalities we obtain

$$
\begin{aligned}
A_{h}\left[\left(\boldsymbol{v}_{h}, q_{h}\right) ;\left(\boldsymbol{v}_{h}, q_{h}\right)\right] \geqslant & \mu_{\mathrm{eff}}\left\|\nabla \boldsymbol{v}_{h}\right\|_{0}^{2}+\sigma\left\|\boldsymbol{v}_{h}\right\|_{0}^{2}+\alpha \sigma\left(1-\frac{1}{\varepsilon}\right) \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{\sigma h_{\boldsymbol{T}}^{2}}{\nu}\left\|\boldsymbol{v}_{h}\right\|_{0, \boldsymbol{T}}^{2} \\
& +\delta \nu\left\|\nabla \cdot \boldsymbol{v}_{h}\right\|_{0}^{2}+\rho \nu \sum_{\boldsymbol{x} \in \mathcal{C}}\left|\llbracket \boldsymbol{v}_{h} \cdot \boldsymbol{n} \rrbracket(\boldsymbol{x})\right|^{2}+(1-\varepsilon) \alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla q_{h}\right\|_{0, \boldsymbol{T}}^{2},
\end{aligned}
$$

and since $\frac{\sigma h_{T}^{2}}{\nu} \leqslant \frac{\sigma \ell_{\Omega}^{2}}{\nu} \leqslant 1$ we get with $\varepsilon<1$ the bound

$$
\begin{aligned}
A_{h}\left[\left(\boldsymbol{v}_{h}, q_{h}\right) ;\left(\boldsymbol{v}_{h}, q_{h}\right)\right] \geqslant & \mu_{\mathrm{eff}}\left\|\nabla \boldsymbol{v}_{h}\right\|_{0}^{2}+\left(1+\alpha-\frac{\alpha}{\varepsilon}\right) \sigma\left\|\boldsymbol{v}_{h}\right\|_{0}^{2}+\delta \nu\left\|\nabla \cdot \boldsymbol{v}_{h}\right\|_{0}^{2} \\
& +\rho \nu \sum_{\boldsymbol{x} \in \mathcal{C}}\left|\llbracket \boldsymbol{v}_{h} \cdot \boldsymbol{n} \rrbracket(\boldsymbol{x})\right|^{2}+(1-\varepsilon) \alpha \sum_{\boldsymbol{T} \in \mathcal{I}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla q_{h}\right\|_{0, \boldsymbol{T}}^{2} .
\end{aligned}
$$

In order to obtain the stability estimate, we choose $\varepsilon$ such that $\frac{\alpha}{\alpha+1}<\varepsilon<1$, so that $\left(1+\alpha-\frac{\alpha}{\varepsilon}\right)$ and ( $1-\varepsilon$ ) are strictly positive. Taking $\varepsilon:=\left(\sqrt{\frac{\alpha^{2}}{4}+\alpha}-\frac{\alpha}{2}\right)$ these two coefficients coincide, and we obtain

$$
\begin{aligned}
A_{h}\left[\left(\boldsymbol{v}_{h}, q_{h}\right) ;\left(\boldsymbol{v}_{h}, q_{h}\right)\right] \geqslant & \mu_{\mathrm{eff}}\left\|\nabla \boldsymbol{v}_{h}\right\|_{0}^{2}+\delta \nu\left\|\nabla \cdot \boldsymbol{v}_{h}\right\|_{0}^{2}+\rho \nu \sum_{\boldsymbol{x} \in \mathcal{C}}\left|\llbracket \boldsymbol{v}_{h} \cdot \boldsymbol{n} \rrbracket(\boldsymbol{x})\right|^{2} \\
& +(1-\varepsilon)\left(\sigma\left\|\boldsymbol{v}_{h}\right\|_{0}^{2}+\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla q_{h}\right\|_{0, \boldsymbol{T}}^{2}\right) .
\end{aligned}
$$

The proof is concluded defining

$$
\begin{equation*}
C_{0}:=1-\varepsilon=1-\sqrt{\frac{\alpha^{2}}{4}+\alpha}+\frac{\alpha}{2} . \tag{3.7}
\end{equation*}
$$

Remark 3.2 (On the behavior of $C_{0}$ ). Notice that the constant $C_{0}$ introduced in (3.7) is a decreasing function of $\alpha$ satisfying $C_{0}(0)=1$. In particular, $C_{0}=O(1)$ for small and moderate values of $\alpha$. Note that the estimate (3.6) holds also (trivially) for $\alpha=0$.

The following lemma provides stability in the $L^{2}$-norm of the pressure.
Lemma 3.3 (Pressure control). Let $\alpha>0, \delta, \rho \geqslant 0$, and $\mu_{\mathrm{eff}}, \sigma \geqslant 0$ with $\mu_{\mathrm{eff}}+\sigma>0$. Then, there exists a constant $C_{1}=C_{1}(\alpha, \delta)>0$, independent from the physical parameters and $h$, such that, for all $\left(\boldsymbol{u}_{h}, p_{h}\right) \in$ $\boldsymbol{V}_{h} \times Q_{h}$, we can find a function $\boldsymbol{v}_{h} \in \boldsymbol{V}_{h}$ that satisfies

$$
\begin{equation*}
A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ;\left(\boldsymbol{v}_{h}, 0\right)\right] \geqslant \frac{1}{2} \frac{\left\|p_{h}\right\|_{0}^{2}}{\nu}-C_{1}\left(\left\|\boldsymbol{u}_{h}\right\|^{2}+\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla p_{h}\right\|_{0, \boldsymbol{T}}^{2}+\sum_{E \in \mathcal{G}_{h}} \theta \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}\right) . \tag{3.8}
\end{equation*}
$$

Proof. Let $\left(\boldsymbol{u}_{h}, p_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h}$. Since $p_{h} \in Q_{h} \subset L_{0}^{2}(\boldsymbol{\Omega})$ (due to conformity), there exists exactly one $\boldsymbol{v}_{p_{h}} \in$ $\boldsymbol{H}_{0}^{1}(\boldsymbol{\Omega})$ and a dimensionless constant $\hat{c}_{\boldsymbol{\Omega}}$ (that only depends on $\boldsymbol{\Omega}$ ) such that ([21], Cor. 2.4)

$$
\begin{align*}
\nabla \cdot \boldsymbol{v}_{p_{h}} & =-\frac{1}{\nu} p_{h}  \tag{3.9a}\\
\left\|\nabla \boldsymbol{v}_{p_{h}}\right\|_{0} & \leqslant \frac{\hat{c}_{\boldsymbol{\Omega}}}{\nu}\left\|p_{h}\right\|_{0} \tag{3.9b}
\end{align*}
$$

Let now $\boldsymbol{v}_{h}:=I_{h}^{S Z}\left(\boldsymbol{v}_{p_{h}}\right)$ be the Scott-Zhang interpolator of the function $\boldsymbol{v}_{p_{h}}$ onto $\boldsymbol{V}_{h}$. Due to the $H^{1}$ stability of the Scott-Zhang interpolator (3.4a), property (3.9b), and the Poincaré inequality ([18], Lem. B.61), there also holds

$$
\begin{equation*}
\left\|\nabla \boldsymbol{v}_{h}\right\|_{0} \leqslant \frac{c_{\boldsymbol{\Omega}}}{\nu}\left\|p_{h}\right\|_{0} \quad \text { and } \quad\left\|\boldsymbol{v}_{h}\right\|_{0} \leqslant \frac{\ell_{\Omega} c_{\boldsymbol{\Omega}}}{\nu}\left\|p_{h}\right\|_{0} \tag{3.10}
\end{equation*}
$$

with a constant $c_{\Omega}$ that only depends on the domain and on the regularity of the mesh. Moreover, according to (3.4b), it holds

$$
\begin{equation*}
\sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{1}{h_{\boldsymbol{T}}^{2}}\left\|\boldsymbol{v}_{p_{h}}-\boldsymbol{v}_{h}\right\|_{0, \boldsymbol{T}}^{2} \leqslant \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{1}{h_{\boldsymbol{T}}^{2}} c_{\mathrm{SZ}}^{2} h_{\boldsymbol{T}}^{2}\left\|\nabla \boldsymbol{v}_{p_{h}}\right\|_{0, S(\boldsymbol{T})}^{2} \leqslant{\widetilde{c_{\mathrm{SZ}}}}^{2}\left\|\nabla \boldsymbol{v}_{p_{h}}\right\|_{0}^{2} \tag{3.11}
\end{equation*}
$$

with ${\widetilde{c_{\mathrm{SZ}}}}^{2}:=c_{\mathrm{SZ}}^{2}\left(\max _{\boldsymbol{T} \in \mathcal{T}_{h}} \# S(\boldsymbol{T})\right)$. Here, $\# S(\boldsymbol{T})$ denotes the number of triangles contained in $S(\boldsymbol{T})$ which depends on the regularity of the mesh.

Since the Scott-Zhang interpolator preserves essential boundary conditions, it holds $\boldsymbol{v}_{h} \in \boldsymbol{H}_{0}^{1}(\boldsymbol{\Omega}) \cap \boldsymbol{V}_{h}$ such that the boundary terms involving $\boldsymbol{v}_{h}$ vanish. Using the decomposition $\boldsymbol{v}_{h}=\boldsymbol{v}_{p_{h}}-\left(\boldsymbol{v}_{p_{h}}-\boldsymbol{v}_{h}\right)$ and integration by parts for the term $\left(\boldsymbol{v}_{p_{h}}-\boldsymbol{v}_{h}\right) \in \boldsymbol{H}_{0}^{1}(\boldsymbol{\Omega})$ we get

$$
\begin{aligned}
A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ;\left(\boldsymbol{v}_{h}, 0\right)\right]= & \mu_{\mathrm{eff}}\left(\nabla \boldsymbol{u}_{h}, \nabla \boldsymbol{v}_{h}\right)+\sigma\left(\boldsymbol{u}_{h}, \boldsymbol{v}_{h}\right)-\left(p_{h}, \nabla \cdot \boldsymbol{v}_{h}\right) \\
& +\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left(\sigma \boldsymbol{u}_{h}+\nabla p_{h}, \sigma \boldsymbol{v}_{h}\right)_{\boldsymbol{T}}+\delta \nu\left(\nabla \cdot \boldsymbol{u}_{h}, \nabla \cdot \boldsymbol{v}_{h}\right) \\
& +\left\langle\mu_{\mathrm{eff}} \nabla \boldsymbol{v}_{h} \cdot \boldsymbol{n}, \boldsymbol{u}_{h}\right\rangle \\
= & \mu_{\mathrm{eff}}\left(\nabla \boldsymbol{u}_{h}, \nabla \boldsymbol{v}_{h}\right)+\sigma\left(\boldsymbol{u}_{h}, \boldsymbol{v}_{h}\right)-\left(p_{h}, \nabla \cdot \boldsymbol{v}_{p_{h}}\right)-\left(\nabla p_{h}, \boldsymbol{v}_{p_{h}}-\boldsymbol{v}_{h}\right) \\
& +\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left(\sigma \boldsymbol{u}_{h}+\nabla p_{h}, \sigma \boldsymbol{v}_{h}\right)_{\boldsymbol{T}}+\delta \nu\left(\nabla \cdot \boldsymbol{u}_{h}, \nabla \cdot \boldsymbol{v}_{h}\right) \\
& +\left\langle\mu_{\mathrm{eff}} \nabla \boldsymbol{v}_{h} \cdot \boldsymbol{n}, \boldsymbol{u}_{h}\right\rangle
\end{aligned}
$$

Using the Cauchy-Schwarz inequality, the equality (3.9a), the inequality (3.11) and $\left\|\nabla \cdot \boldsymbol{v}_{h}\right\|_{0} \leqslant n^{\frac{1}{2}}\left\|\nabla \boldsymbol{v}_{h}\right\|_{0}$, we obtain

$$
\begin{align*}
A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ;\left(\boldsymbol{v}_{h}, 0\right)\right] \geqslant & -\mu_{\mathrm{eff}}^{\frac{1}{2}}\left(\mu_{\mathrm{eff}}^{\frac{1}{2}}\left\|\nabla \boldsymbol{u}_{h}\right\|_{0}\right)\left\|\nabla \boldsymbol{v}_{h}\right\|_{0}-\sigma^{\frac{1}{2}}\left(\sigma^{\frac{1}{2}}\left\|\boldsymbol{u}_{h}\right\|_{0}\right)\left\|\boldsymbol{v}_{h}\right\|_{0}+\frac{\left\|p_{h}\right\|_{0}^{2}}{\nu} \\
& -c_{\mathrm{SZ}}\left(\sum_{\boldsymbol{T} \in \mathcal{T}_{h}} h_{\boldsymbol{T}}^{2}\left\|\nabla p_{h}\right\|_{0, \boldsymbol{T}}^{2}\right)^{\frac{1}{2}}\left\|\nabla \boldsymbol{v}_{p_{h}}\right\|_{0}-\underbrace{\alpha \sigma \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{\sigma h_{\boldsymbol{T}}^{2}}{\nu}\left\|\boldsymbol{u}_{h}\right\|_{0, \boldsymbol{T}}\left\|\boldsymbol{v}_{h}\right\|_{0, \boldsymbol{T}}}_{=: \mathcal{T}_{1}} \\
& -\alpha \underbrace{\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{\sigma h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla p_{h}\right\|_{0, \boldsymbol{T}}\left\|\boldsymbol{v}_{h}\right\|_{0, \boldsymbol{T}}}_{=: \mathcal{T}_{2}}-\delta \nu^{\frac{1}{2}}\left\|\nabla \cdot \boldsymbol{u}_{h}\right\|_{0} n^{\frac{1}{2}} \nu^{\frac{1}{2}}\left\|\nabla \boldsymbol{v}_{h}\right\|_{0}  \tag{3.12}\\
& +\left\langle\mu_{\mathrm{eff}} \nabla \boldsymbol{v}_{h} \cdot \boldsymbol{n}, \boldsymbol{u}_{h}\right\rangle .
\end{align*}
$$

The terms $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ introduced above can be estimated using the Cauchy-Schwarz inequality and the inequalities (3.10), yielding

$$
\begin{equation*}
\mathcal{T}_{1}=\alpha \sigma \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \underbrace{\frac{\sigma h_{\boldsymbol{T}}^{2}}{\nu}}_{\leqslant 1}\left\|\boldsymbol{u}_{h}\right\|_{0, \boldsymbol{T}}\left\|\boldsymbol{v}_{h}\right\|_{0, \boldsymbol{T}} \leqslant \alpha \sigma^{\frac{1}{2}}\left\|\boldsymbol{u}_{h}\right\|_{0} \sigma^{\frac{1}{2}}\left\|\boldsymbol{v}_{h}\right\|_{0} \leqslant c_{\boldsymbol{\Omega}} \alpha \sigma^{\frac{1}{2}}\left\|\boldsymbol{u}_{h}\right\|_{0} \frac{\left\|p_{h}\right\|_{0}}{\nu^{\frac{1}{2}}} \tag{3.13}
\end{equation*}
$$

and

$$
\begin{align*}
\mathcal{T}_{2} & =\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \sigma^{\frac{1}{2}}\left(\frac{h_{\boldsymbol{T}}^{2}}{\nu}\right)^{\frac{1}{2}} \underbrace{\left(\frac{\sigma h_{\boldsymbol{T}}^{2}}{\nu}\right)^{\frac{1}{2}}}_{\leqslant 1}\left\|\nabla p_{h}\right\|_{0, \boldsymbol{T}}\left\|\boldsymbol{v}_{h}\right\|_{0, \boldsymbol{T}} \leqslant \alpha\left(\sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla p_{h}\right\|_{0, \boldsymbol{T}}^{2}\right)^{\frac{1}{2}} \sigma^{\frac{1}{2}}\left\|\boldsymbol{v}_{h}\right\|_{0} \\
& \leqslant \alpha\left(\sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla p_{h}\right\|_{0, \boldsymbol{T}}^{2}\right)^{\frac{1}{2}} \sigma^{\frac{1}{2}} \frac{\ell_{\Omega} c_{\boldsymbol{\Omega}}}{\nu}\left\|p_{h}\right\|_{0} \leqslant c_{\boldsymbol{\Omega}} \alpha\left(\sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla p_{h}\right\|_{0, \boldsymbol{T}}^{2}\right)^{\frac{1}{2}} \frac{\left\|p_{h}\right\|_{0}}{\nu^{\frac{1}{2}}} . \tag{3.14}
\end{align*}
$$

For the boundary term we apply the Cauchy-Schwarz inequality, the inequality (3.3b), and the estimate (3.10) to derive

$$
\begin{align*}
\left\langle\mu_{\mathrm{eff}} \nabla \boldsymbol{v}_{h} \cdot \boldsymbol{n}, \boldsymbol{u}_{h}\right\rangle \leqslant & \left(\sum_{E \in \mathcal{G}_{h}} \mu_{\mathrm{eff}} h_{E}\left\|\nabla \boldsymbol{v}_{h} \cdot \boldsymbol{n}_{E}\right\|_{0, E}^{2}\right)^{\frac{1}{2}}\left(\sum_{E \in \mathcal{G}_{h}} \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}\right)^{\frac{1}{2}} \\
& \times c_{\mathrm{DTI}}^{\frac{1}{2}}\left(\mu_{\mathrm{eff}} \sum_{E \in \mathcal{G}_{h}}\left\|\nabla \boldsymbol{v}_{h}\right\|_{0, \boldsymbol{T}_{E}}^{2}\right)^{\frac{1}{2}}\left(\sum_{E \in \mathcal{G}_{h}} \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}\right)^{\frac{1}{2}} \\
\leqslant & c_{\boldsymbol{\Omega}} c_{\mathrm{DTI}}^{\frac{1}{2}} \frac{\left\|p_{h}\right\|_{0}}{\nu^{\frac{1}{2}}} \underbrace{\left(\frac{\mu_{\mathrm{eff}}}{\nu}\right)^{\frac{1}{2}}}_{=\theta^{\frac{1}{2}}}\left(\sum_{E \in \mathcal{G}_{h}} \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}\right)^{\frac{1}{2}} . \tag{3.15}
\end{align*}
$$

Inserting (3.13), (3.14), and (3.15) into (3.12), using the estimates (3.10) and (3.9b), and rearranging the terms one obtains

$$
\begin{aligned}
A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ;\left(\boldsymbol{v}_{h}, 0\right)\right] \geqslant & \frac{\left\|p_{h}\right\|_{0}^{2}}{\nu}-c_{\boldsymbol{\Omega}}\left(\mu_{\mathrm{eff}}^{\frac{1}{2}}\left\|\nabla \boldsymbol{u}_{h}\right\|_{0}\right) \frac{\left\|p_{h}\right\|_{0}}{\nu^{\frac{1}{2}}}-c_{\boldsymbol{\Omega}}(1+\alpha) \sigma^{\frac{1}{2}}\left\|\boldsymbol{u}_{h}\right\|_{0} \frac{\left\|p_{h}\right\|_{0}}{\nu^{\frac{1}{2}}} \\
& -\left(\frac{c_{\mathrm{SZ}} \hat{\boldsymbol{\Omega}}_{\boldsymbol{\Omega}}}{\sqrt{\alpha}}+c_{\boldsymbol{\Omega}} \sqrt{\alpha}\right)\left(\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla p_{h}\right\|_{0, \boldsymbol{T}}^{2}\right)^{\frac{1}{2}} \frac{\left\|p_{h}\right\|_{0}}{\nu^{\frac{1}{2}}} \\
& -c_{\boldsymbol{\Omega}}(n \delta)^{\frac{1}{2}}\left(\delta \nu\left\|\nabla \cdot \boldsymbol{u}_{h}\right\|_{0}^{2}\right)^{\frac{1}{2}} \frac{\left\|p_{h}\right\|_{0}}{\nu^{\frac{1}{2}}}-c_{\boldsymbol{\Omega}} c_{\mathrm{DTI}}^{\frac{1}{2}}\left(\sum_{E \in \mathcal{G}_{h}} \theta \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}\right)^{\frac{1}{2}} \frac{\left\|p_{h}\right\|_{0}}{\nu^{\frac{1}{2}}} .
\end{aligned}
$$

We now define

$$
C_{1}^{\prime}:=\max \left\{c_{\boldsymbol{\Omega}}^{2}(1+\alpha)^{2}, \frac{\left(c_{\mathrm{SZ}} \hat{c}_{\boldsymbol{\Omega}}+c_{\boldsymbol{\Omega}} \alpha\right)^{2}}{\alpha}, c_{\boldsymbol{\Omega}}^{2} n \delta, c_{\boldsymbol{\Omega}}^{2} c_{\mathrm{DTI}}\right\}
$$

and using the Young inequality we obtain the estimate

$$
A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ;\left(\boldsymbol{v}_{h}, 0\right)\right] \geqslant \frac{1}{2} \frac{\left\|p_{h}\right\|_{0}^{2}}{\nu}-C_{1}\left(\left\|\boldsymbol{u}_{h}\right\|^{2}+\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla p_{h}\right\|_{0, \boldsymbol{T}}^{2}+\sum_{E \in \mathcal{G}_{h}} \theta \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}\right)
$$

with $C_{1}:=3 C_{1}^{\prime}$.

Remark 3.4 (On the behavior of $C_{1}$ ). The constant $C_{1}$ in (3.8) depends only on the stabilization parameters $\alpha$ and $\delta$, and on the domain $\boldsymbol{\Omega}$, and its discretization (through the constants $n, c_{\boldsymbol{\Omega}}, \hat{c}_{\boldsymbol{\Omega}}, c_{\mathrm{SZ}}$, and $c_{\mathrm{DTI}}$ ). In particular $C_{1} \sim \frac{1}{\alpha}$ for $\alpha \ll 1$.

The next step concerns the stability of the proposed formulation with respect to the boundary velocity. To this aim, we will show that the skew-symmetric Nitsche terms in (2.8a) yield a stable formulation by defining two particular test functions that provide control of the boundary norms of the velocity.

The construction of the first test function and its main properties are stated in the following lemma.
Lemma 3.5. For any $\boldsymbol{u}_{h} \in \boldsymbol{V}_{h}$ we define $\boldsymbol{w}_{h}^{\boldsymbol{u}_{h}} \in \boldsymbol{V}_{h}$ such that, for each mesh node $\boldsymbol{x}$, it holds

$$
\boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}(\boldsymbol{x}):= \begin{cases}\boldsymbol{u}_{h}(\boldsymbol{x}), & \text { for } \quad \boldsymbol{x} \in \Gamma,  \tag{3.16}\\ \mathbf{0}, & \text { for } \quad \boldsymbol{x} \in \overline{\boldsymbol{\Omega}} \backslash \Gamma .\end{cases}
$$

Then the function $\boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}$ satisfies the following properties:
(1) There exist two positive constants $c_{0}$ and $c_{1}$, depending only on the regularity of the mesh, such that

$$
\begin{equation*}
\left\langle\mu_{\mathrm{eff}} \nabla \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}} \cdot \boldsymbol{n}, \boldsymbol{u}_{h}\right\rangle \geqslant c_{0} \sum_{E \in \mathcal{G}_{h}} \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}-c_{1} \mu_{\mathrm{eff}}\left\|\nabla \boldsymbol{u}_{h}\right\|_{0}^{2} \tag{3.17}
\end{equation*}
$$

(2) There exists a constant $c_{2}>0$, depending only on the regularity of the mesh, such that

$$
\begin{equation*}
\mu_{\mathrm{eff}}\left\|\nabla \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right\|_{0}^{2} \leqslant c_{2} \sum_{E \in \mathcal{G}_{h}} \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2} \tag{3.18}
\end{equation*}
$$

(3) There exists a constant $c_{3}>0$, depending on the mesh regularity, such that

$$
\begin{equation*}
\left\|\boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right\|_{0} \leqslant c_{3}\left\|\boldsymbol{u}_{h}\right\|_{0} \tag{3.19}
\end{equation*}
$$

(4) There exists a constant $\widetilde{c_{3}}>0$, depending on the mesh regularity, such that

$$
\begin{equation*}
\left\|\boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right\|_{0, \boldsymbol{T}}^{2} \leqslant \widetilde{c_{3}} h_{\boldsymbol{T}}^{2}\left\|\nabla \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right\|_{0, \boldsymbol{T}}^{2}, \quad \forall \boldsymbol{T} \in \mathcal{T}_{h} \tag{3.20}
\end{equation*}
$$

Proof. Let us consider $\boldsymbol{u}_{h} \in \boldsymbol{V}_{h}$ and let $\boldsymbol{w}_{h}^{\boldsymbol{u}_{h}} \in \boldsymbol{V}_{h}$ be defined as in (3.16). In the following proof, for an edge $E \in \mathcal{G}_{h}$ with vertices $\boldsymbol{x}_{1}$ and $\boldsymbol{x}_{2}$ we will denote the (unique) attached triangle by $\boldsymbol{T}_{E}=\operatorname{conv}\left\{\boldsymbol{x}_{0}, \boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right\}$.
(1) In order to prove (3.17), let us introduce $\boldsymbol{w}_{E}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ as the linear function that coincides with $\boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}$ in $\boldsymbol{T}_{E}$ and extends it everywhere in $\mathbb{R}^{2}$. Since $\boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\left(\boldsymbol{x}_{0}\right)=\mathbf{0}$, it holds

$$
\left.\left(\nabla \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}} \cdot \boldsymbol{n}_{E}\right)\right|_{E}=\frac{\boldsymbol{w}_{E}\left(\boldsymbol{x}_{\perp}\right)}{h_{E, \perp}}
$$

where $\boldsymbol{x}_{\perp}$ is the perpendicular foot of the vertex $\boldsymbol{x}_{0}$ and $h_{E, \perp}$ is the height of the triangle $\boldsymbol{T}_{E}$ with respect to the edge $E$. Depending on the shape of $\boldsymbol{T}_{E}, \boldsymbol{x}_{\perp}$ might fall inside or outside the edge $E$. Formally, there exists an $a \in \mathbb{R}$, such that

$$
\begin{equation*}
\boldsymbol{x}_{\perp}=a \boldsymbol{x}_{1}+(1-a) \boldsymbol{x}_{2}, \quad|a|+|1-a| \leqslant M \tag{3.21}
\end{equation*}
$$

where $M>0$ depends only on the mesh regularity constant. Hence, by adding and subtracting $\boldsymbol{u}_{h}$ we can reformulate

$$
\begin{align*}
\left\langle\nabla \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}} \cdot \boldsymbol{n}, \boldsymbol{u}_{h}\right\rangle_{E} & =\frac{1}{h_{E, \perp}}\left\langle\boldsymbol{w}_{E}\left(\boldsymbol{x}_{\perp}\right), \boldsymbol{u}_{h}\right\rangle_{E}=\frac{1}{h_{E, \perp}}\left(\left\langle\boldsymbol{u}_{h}, \boldsymbol{u}_{h}\right\rangle_{E}-\left\langle\boldsymbol{u}_{h}-\boldsymbol{w}_{E}\left(\boldsymbol{x}_{\perp}\right), \boldsymbol{u}_{h}\right\rangle_{E}\right) \\
& =\frac{h_{E}}{h_{E, \perp}}\left(\frac{1}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}\right)-\frac{1}{h_{E, \perp}}\left\langle\boldsymbol{u}_{h}-\boldsymbol{w}_{E}\left(\boldsymbol{x}_{\perp}\right), \boldsymbol{u}_{h}\right\rangle_{E} \tag{3.22}
\end{align*}
$$

Exploiting (3.21), the linearity of $\boldsymbol{w}_{E}$, and the fact that $\boldsymbol{w}_{E}$ coincides with $\boldsymbol{u}_{h}$ on $E$, we get, for all $\boldsymbol{x} \in E$,

$$
\begin{aligned}
\left|\boldsymbol{u}_{h}(\boldsymbol{x})-\boldsymbol{w}_{E}\left(\boldsymbol{x}_{\perp}\right)\right| & =\left|\boldsymbol{u}_{h}(\boldsymbol{x})-\left(a \boldsymbol{u}_{h}\left(\boldsymbol{x}_{1}\right)+(1-a) \boldsymbol{u}_{h}\left(\boldsymbol{x}_{2}\right)\right)\right| \\
& \leqslant\left(|a|\left|\boldsymbol{u}_{h}(\boldsymbol{x})-\boldsymbol{u}_{h}\left(\boldsymbol{x}_{1}\right)\right|+|1-a|\left|\boldsymbol{u}_{h}(\boldsymbol{x})-\boldsymbol{u}_{h}\left(\boldsymbol{x}_{2}\right)\right|\right) \\
& \leqslant M\left(\left|\boldsymbol{u}_{h}(\boldsymbol{x})-\boldsymbol{u}_{h}\left(\boldsymbol{x}_{1}\right)\right|+\left|\boldsymbol{u}_{h}(\boldsymbol{x})-\boldsymbol{u}_{h}\left(\boldsymbol{x}_{2}\right)\right|\right) \\
& \leqslant 2 M h_{E}\left|\left(\nabla \boldsymbol{u}_{h}\right)\right|_{\boldsymbol{T}_{E}} \mid,
\end{aligned}
$$

where $|\cdot|$ stands for the Euclidean norm. Since $\nabla \boldsymbol{u}_{h}$ is constant on $\boldsymbol{T}_{E}$, it holds also

$$
\begin{equation*}
\left.\left\|\nabla \boldsymbol{u}_{h}\right\|_{0, \boldsymbol{T}_{E}}=\left|\boldsymbol{T}_{E}\right|^{\frac{1}{2}}\left|\left(\nabla \boldsymbol{u}_{h}\right)\right|_{\boldsymbol{T}_{E}} \right\rvert\, \tag{3.23}
\end{equation*}
$$

from which we deduce

$$
\left|\left(\nabla \boldsymbol{u}_{h}\right)\right|_{\boldsymbol{T}_{E}} \mid \leqslant c h_{E}^{-1}\left\|\nabla \boldsymbol{u}_{h}\right\|_{0, \boldsymbol{T}_{E}}
$$

where the constant $c>0$ only depends on the regularity of the mesh. The above arguments allow to conclude

$$
\begin{equation*}
\left.\left\|\boldsymbol{u}_{h}-\boldsymbol{w}_{E}\left(\boldsymbol{x}_{\perp}\right)\right\|_{0, E} \leqslant h_{E}^{\frac{1}{2}} \max _{\boldsymbol{x} \in E}\left|\boldsymbol{u}_{h}(\boldsymbol{x})-\boldsymbol{w}_{E}\left(\boldsymbol{x}_{\perp}\right)\right| \leqslant 2 M h_{E}^{\frac{3}{2}}\left|\left(\nabla \boldsymbol{u}_{h}\right)\right|_{\boldsymbol{T}_{E}} \right\rvert\, \leqslant c_{\Gamma} h_{E}^{\frac{1}{2}}\left\|\nabla \boldsymbol{u}_{h}\right\|_{0, \boldsymbol{T}_{E}}, \tag{3.24}
\end{equation*}
$$

with $c_{\Gamma}:=2 M c$. Thus, applying the Cauchy-Schwarz inequality, the inequality (3.24), and the Young inequality yields

$$
\left\langle\boldsymbol{u}_{h}-\boldsymbol{w}_{E}\left(\boldsymbol{x}_{\perp}\right), \boldsymbol{u}_{h}\right\rangle_{E} \leqslant c_{\Gamma} h_{E}^{\frac{1}{2}}\left\|\nabla \boldsymbol{u}_{h}\right\|_{0, \boldsymbol{T}_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E} \leqslant \frac{1}{2}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}+c_{\Gamma}^{2} \frac{h_{E}}{2}\left\|\nabla \boldsymbol{u}_{h}\right\|_{0, \boldsymbol{T}_{E}}^{2} .
$$

Combining this inequality with (3.22) leads to

$$
\left\langle\mu_{\mathrm{eff}} \nabla \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}} \cdot \boldsymbol{n}, \boldsymbol{u}_{h}\right\rangle_{E} \geqslant \frac{1}{2} \frac{h_{E}}{h_{E, \perp}}\left(\frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}\right)-c_{\Gamma}^{2} \frac{h_{E}}{2 h_{E, \perp}}\left(\mu_{\mathrm{eff}}\left\|\nabla \boldsymbol{u}_{h}\right\|_{0, \boldsymbol{T}_{E}}^{2}\right) .
$$

The proof is concluded taking the sum over all boundary edges and defining

$$
\begin{equation*}
c_{0}:=\frac{1}{2} \min _{E \in \mathcal{G}_{h}}\left\{\frac{h_{E}}{h_{E, \perp}}\right\} \quad \text { and } \quad c_{1}:=\frac{c_{\Gamma}^{2}}{2} \max _{E \in \mathcal{G}_{h}}\left\{\frac{h_{E}}{h_{E, \perp}}\right\} \tag{3.25}
\end{equation*}
$$

which are only dependent on the shape regularity of the mesh.
(2) First of all, since $\boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}$ and $\boldsymbol{u}_{h}$ coincide on $E$, it holds $\left\|\boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right\|_{0, E}^{2}=\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}$. Moreover, let us consider a triangle $\boldsymbol{T}=\operatorname{conv}\left\{\boldsymbol{x}_{0}, \boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right\}$ such that $\boldsymbol{T} \cap \Gamma \neq \emptyset$, assuming (without loss of generality) that $\boldsymbol{x}_{0} \notin \Gamma$, $\boldsymbol{x}_{1} \in \Gamma$, and denoting with $N \in\{1,2\}$ the number of vertices $\boldsymbol{T}$ has on the boundary.
Using the linearity of $\boldsymbol{u}_{h}$, it holds, for an appropriate $c>0$ depending only on mesh regularity,

$$
\left\|\nabla \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right\|_{0, \boldsymbol{T}}^{2} \leqslant \begin{cases}c \sum_{i=1}^{N}\left|\boldsymbol{u}_{h}\left(\boldsymbol{x}_{i}\right)\right|^{2}, & \text { if } \boldsymbol{T} \cap \Gamma \neq \emptyset, \\ 0, & \text { otherwise. }\end{cases}
$$

Hence, denoting by $N_{\Gamma}$ the total number of boundary nodes, and by $c_{\mathrm{NB}}$ the maximum number of triangles adjacent to a boundary node (which can be bounded, e.g., depending on the smallest angle of the triangulation $\mathcal{T}_{h}$ ), one can write

$$
\mu_{\mathrm{eff}}\left\|\nabla \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right\|_{0}^{2} \leqslant \mu_{\mathrm{eff}} c_{\mathrm{NB}} c \sum_{i=1}^{N_{\mathrm{\Gamma}}}\left|\boldsymbol{u}_{h}\left(\boldsymbol{x}_{i}\right)\right|^{2} \leqslant c_{2} \sum_{E \in \mathcal{G}_{h}} \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{E}^{2}
$$

where $c_{2}$ depends only on the regularity of the mesh.
(3) The inequality (3.19) can be proven using scaling arguments similar to the previous ones, observing that $\boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}$ and $\boldsymbol{u}_{h}$ coincide on each boundary edge.
(4) Also the inequality (3.20) follows by standard scaling arguments, exploiting that $\boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}$ is a component-wise linear function that vanishes on interior nodes of the mesh.

Remark 3.6 (Extension to higher order finite elements). It is worth noticing that an analogous of this lemma can be also proven for higher order finite elements, using the same definition of the function $\boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}$ with different definitions of the constants $c_{0}, c_{1}, c_{2}$, and $c_{3}$. In particular, some of the equalities (due to the fact that both $\boldsymbol{u}_{h}$ and $\boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}$ are linear), e.g., (3.23), have to be replaced with inequalities obtained by proper scaling arguments.

Using the above defined function $\boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}$, the next lemma allows to state stability of the boundary velocity.
Lemma 3.7 (Boundary control -I$)$. Let $\alpha, \delta, \rho, \mu_{\mathrm{eff}}, \sigma \geqslant 0$ with $\mu_{\mathrm{eff}}+\sigma>0$. For any $\left(\boldsymbol{u}_{h}, p_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h}$, there exist a function $\boldsymbol{w}_{h} \in \boldsymbol{V}_{h}$ and a constant $C_{2}=C_{2}(\alpha, \delta)>0$ which is independent from the physical parameters, from $\boldsymbol{u}_{h}$, and from $h$, such that

$$
A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ;\left(\boldsymbol{w}_{h}, 0\right)\right] \geqslant \frac{c_{0}}{4} \sum_{E \in \mathcal{G}_{h}} \theta \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}-C_{2}\left(\left\|\boldsymbol{u}_{h}\right\|^{2}+\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla p_{h}\right\|_{0, \boldsymbol{T}}^{2}\right)
$$

where $c_{0}$ is the constant defined in Lemma 3.5.
Proof. For a given pair $\left(\boldsymbol{u}_{h}, p_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h}$, let $\boldsymbol{w}_{h}:=\theta \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}$, where $\boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}$ is the function defined in Lemma 3.5. Then, we get

$$
\begin{aligned}
A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ;\left(\boldsymbol{w}_{h}, 0\right)\right]= & \theta \mu_{\mathrm{eff}}\left(\nabla \boldsymbol{u}_{h}, \nabla \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right)+\theta\left(\sigma \boldsymbol{u}_{h}, \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right)-\theta\left\langle\mu_{\mathrm{eff}} \nabla \boldsymbol{u}_{h} \cdot \boldsymbol{n}, \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right\rangle+\theta\left\langle\mu_{\mathrm{eff}} \nabla \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}} \cdot \boldsymbol{n}, \boldsymbol{u}_{h}\right\rangle \\
& -\theta\left(p_{h}, \nabla \cdot \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right)+\theta\left\langle p_{h} \boldsymbol{n}, \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right\rangle+\alpha \theta \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left(\sigma \boldsymbol{u}_{h}+\nabla p_{h}, \sigma \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right)_{\boldsymbol{T}} \\
& +\delta \nu \theta\left(\nabla \cdot \boldsymbol{u}_{h}, \nabla \cdot \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right)+\rho \nu \theta \sum_{\boldsymbol{x} \in \mathcal{C}}\left|\llbracket \boldsymbol{u}_{h} \cdot \boldsymbol{n} \rrbracket(\boldsymbol{x})\right|^{2}
\end{aligned}
$$

Observing that the corner stabilization is always positive and that $\theta \leqslant 1$, using the Cauchy-Schwarz inequality, and the inequalities (3.17)-(3.19) leads to

$$
\begin{align*}
A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ;\left(\boldsymbol{w}_{h}, 0\right)\right] \geqslant & -c_{2}^{\frac{1}{2}} \mu_{\mathrm{eff}}^{\frac{1}{2}}\left\|\nabla \boldsymbol{u}_{h}\right\|_{0} \underbrace{\theta^{\frac{1}{2}}}_{\leqslant 1}\left(\sum_{E \in \mathcal{G}_{h}} \theta \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}\right)^{\frac{1}{2}}-\sigma c_{3}\left\|\boldsymbol{u}_{h}\right\|_{0}^{2} \\
& -\theta\left\langle\mu_{\mathrm{eff}} \nabla \boldsymbol{u}_{h} \cdot \boldsymbol{n}, \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right\rangle+c_{0} \sum_{E \in \mathcal{G}_{h}} \theta \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}-c_{1} \mu_{\mathrm{eff}}\left\|\nabla \boldsymbol{u}_{h}\right\|_{0}^{2}  \tag{3.26}\\
& -\theta\left(p_{h}, \nabla \cdot \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right)+\theta\left\langle p_{h} \boldsymbol{n}, \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right\rangle+\alpha \theta \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left(\sigma \boldsymbol{u}_{h}+\nabla p_{h}, \sigma \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right)_{\boldsymbol{T}} \\
& +\delta \nu \theta\left(\nabla \cdot \boldsymbol{u}_{h}, \nabla \cdot \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right) .
\end{align*}
$$

Combining the Cauchy-Schwarz inequality, the trace inequality (3.3b), and the fact $\left\|\boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right\|_{0, E}=\left\|\boldsymbol{u}_{h}\right\|_{0, E}$ we obtain

$$
\theta\left\langle\mu_{\mathrm{eff}} \nabla \boldsymbol{u}_{h} \cdot \boldsymbol{n}, \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right\rangle \leqslant\left(c_{\mathrm{DTI}} \mu_{\mathrm{eff}}\right)^{\frac{1}{2}}\left\|\nabla \boldsymbol{u}_{h}\right\|_{0} \underbrace{\theta^{\frac{1}{2}}}_{\leqslant 1}\left(\sum_{E \in \mathcal{G}_{h}} \theta \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}\right)^{\frac{1}{2}}
$$

which, inserted in (3.26), yields

$$
\begin{align*}
A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ;\left(\boldsymbol{w}_{h}, 0\right)\right] \geqslant & -\left(c_{2}^{\frac{1}{2}}+c_{\mathrm{DTI}}^{\frac{1}{2}}\right) \mu_{\mathrm{eff}}^{\frac{1}{2}}\left\|\nabla \boldsymbol{u}_{h}\right\|_{0}\left(\sum_{E \in \mathcal{G}_{h}} \theta \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}\right)^{\frac{1}{2}}-\sigma c_{3}\left\|\boldsymbol{u}_{h}\right\|_{0}^{2} \\
& +c_{0} \sum_{E \in \mathcal{G}_{h}} \theta \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}-c_{1} \mu_{\mathrm{eff}}\left\|\nabla \boldsymbol{u}_{h}\right\|_{0}^{2} \\
& \underbrace{-\theta\left(p_{h}, \nabla \cdot \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right)+\theta\left\langle p_{h} \boldsymbol{n}, \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right\rangle}_{=: \mathcal{Q}_{1}}+\underbrace{\alpha \theta \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left(\sigma \boldsymbol{u}_{h}+\nabla p_{h}, \sigma \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right)_{\boldsymbol{T}}}_{=: \mathcal{Q}_{3}}  \tag{3.27}\\
& +\underbrace{\delta \nu \theta\left(\nabla \cdot \boldsymbol{u}_{h}, \nabla \cdot \boldsymbol{w}_{h}^{\left.\boldsymbol{u}_{h}\right)}\right.}_{=: \mathcal{Q}_{2}} .
\end{align*}
$$

In order to bound the term $\mathcal{Q}_{1}$, we use the integration by parts formula, the Cauchy-Schwarz inequality, the inequalities (3.20), (3.18), and $\theta \nu=\mu_{\text {eff }}$ to obtain

$$
\begin{align*}
\mathcal{Q}_{1} & =\sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \theta\left(\nabla p_{h}, \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right)_{\boldsymbol{T}} \leqslant \theta\left(\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla p_{h}\right\|_{0, \boldsymbol{T}}^{2}\right)^{\frac{1}{2}}\left(\sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{\nu}{\alpha h_{\boldsymbol{T}}^{2}}\left\|\boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right\|_{0, \boldsymbol{T}}^{2}\right)^{\frac{1}{2}} \\
& \leqslant\left(\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla p_{h}\right\|_{0, \boldsymbol{T}}^{2}\right)^{\frac{1}{2}}\left(\theta^{2} \nu \widetilde{c_{3}} \frac{1}{\alpha}\left\|\nabla \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right\|_{0}^{2}\right)^{\frac{1}{2}} \\
& \leqslant\left(\frac{c_{2} \widetilde{c_{3}}}{\alpha}\right)^{\frac{1}{2}}\left(\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla p_{h}\right\|_{0, \boldsymbol{T}}^{2}\right)^{\frac{1}{2}}\left(\sum_{E \in \mathcal{G}_{h}} \theta \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}\right)^{\frac{1}{2}} . \tag{3.28}
\end{align*}
$$

Next, we observe that the term $\mathcal{Q}_{2}$, coming from the pressure stabilization, can be bounded using the CauchySchwarz inequality, Young's inequality, and (3.19) as

$$
\begin{align*}
\mathcal{Q}_{2} & \geqslant-\theta \alpha^{\frac{1}{2}}\left(\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla p_{h}\right\|_{0, \boldsymbol{T}}^{2}\right)^{\frac{1}{2}}(\sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{\sigma h_{\boldsymbol{T}}^{2}}{\underbrace{\nu}_{\leqslant 1}} \sigma\left\|\boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right\|_{0, \boldsymbol{T}}^{2})^{\frac{1}{2}}-\theta \alpha \sigma c_{3}\left\|\boldsymbol{u}_{h}\right\|_{0}^{2} \\
& \geqslant-\left(\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla p_{h}\right\|_{0, \boldsymbol{T}}^{2}\right)^{\frac{1}{2}}(\alpha \sigma)^{\frac{1}{2}} c_{3}\left\|\boldsymbol{u}_{h}\right\|_{0}-\alpha \sigma c_{3}\left\|\boldsymbol{u}_{h}\right\|_{0}^{2} \\
& \geqslant-\frac{1}{4} \alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla p_{h}\right\|_{0, \boldsymbol{T}}^{2}-\left(c_{3}^{2}+c_{3}\right) \alpha \sigma\left\|\boldsymbol{u}_{h}\right\|_{0}^{2} \tag{3.29}
\end{align*}
$$

Finally, (3.18) and $(\nu \theta)^{\frac{1}{2}}=\mu_{\text {eff }}^{\frac{1}{2}}$ allow also to conclude

$$
\begin{equation*}
\mathcal{Q}_{3} \geqslant-\delta(\nu \theta n)^{\frac{1}{2}}\left\|\nabla \cdot \boldsymbol{u}_{h}\right\|_{0}(\nu \theta)^{\frac{1}{2}}\left\|\nabla \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}\right\|_{0} \geqslant-\left(\delta n c_{2}\right)^{\frac{1}{2}}\left(\delta \nu\left\|\nabla \cdot \boldsymbol{u}_{h}\right\|_{0}^{2}\right)^{\frac{1}{2}}\left(\sum_{E \in \mathcal{G}_{h}} \theta \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}\right)^{\frac{1}{2}} \tag{3.30}
\end{equation*}
$$

We observe that scaling the test function by $\theta$ allows to, on the one hand, assure coercivity in the chosen norm, and, on the other hand, to obtain a parameter-independent estimate for the terms involving $\nu \nabla \cdot \boldsymbol{w}_{h}$.

Notice as well that the scaling by $\theta$ implies that the test function vanishes in the Darcy limit $\left(\mu_{\text {eff }}=0\right)$. Inserting (3.28)-(3.30) into (3.27), and reordering the terms yields

$$
\begin{aligned}
A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ;\left(\boldsymbol{w}_{h}, 0\right)\right] \geqslant & c_{0} \sum_{E \in \mathcal{G}_{h}} \theta \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}-c_{1} \mu_{\mathrm{eff}}\left\|\nabla \boldsymbol{u}_{h}\right\|_{0}^{2}-\left(c_{3}+\alpha\left(c_{3}^{2}+c_{3}\right)\right) \sigma\left\|\boldsymbol{u}_{h}\right\|_{0}^{2} \\
& -\left(c_{2}^{\frac{1}{2}}+c_{\mathrm{DTI}}^{\frac{1}{2}}\right) \mu_{\mathrm{eff}}^{\frac{1}{2}}\left\|\nabla \boldsymbol{u}_{h}\right\|_{0}\left(\sum_{E \in \mathcal{G}_{h}} \theta \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}\right)^{\frac{1}{2}}-\frac{1}{4} \alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla p_{h}\right\|_{0, \boldsymbol{T}}^{2} \\
& -\left(\frac{c_{2} \widetilde{c_{3}}}{\alpha}\right)^{\frac{1}{2}}\left(\alpha \sum_{\boldsymbol{T}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla p_{h}\right\|_{0, \boldsymbol{T}}^{2}\right)^{\frac{1}{2}}\left(\sum_{E} \theta \frac{\nu}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}\right)^{\frac{1}{2}} \\
& -\left(\delta n c_{2}\right)^{\frac{1}{2}}\left(\delta \nu\left\|\nabla \cdot \boldsymbol{u}_{h}\right\|_{0}^{2}\right)^{\frac{1}{2}}\left(\sum_{E \in \mathcal{G}_{h}} \theta \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

Applying three times the Young inequality yields, for any $\varepsilon>0$,

$$
\begin{aligned}
A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ;\left(\boldsymbol{w}_{h}, 0\right)\right] \geqslant & c_{0} \sum_{E \in \mathcal{G}_{h}} \theta \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}-c_{1} \mu_{\mathrm{eff}}\left\|\nabla \boldsymbol{u}_{h}\right\|_{0}^{2}-\left(c_{3}+\alpha\left(c_{3}^{2}+c_{3}\right)\right) \sigma\left\|\boldsymbol{u}_{h}\right\|_{0}^{2} \\
& -\frac{\left(c_{2}^{\frac{1}{2}}+c_{\mathrm{DTI}}^{2}\right)^{2}}{2 \varepsilon} \mu_{\mathrm{eff}}\left\|\nabla \boldsymbol{u}_{h}\right\|_{0}^{2}-\frac{\varepsilon}{2} \sum_{E \in \mathcal{G}_{h}} \theta \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}-\frac{1}{4} \alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla p_{h}\right\|_{0, \boldsymbol{T}}^{2} \\
& -\frac{c_{2} \widetilde{c_{3}}}{2 \alpha \varepsilon}\left(\alpha \sum_{\boldsymbol{T}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla p_{h}\right\|_{0, \boldsymbol{T}}^{2}\right)-\frac{\varepsilon}{2}\left(\sum_{E} \theta \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}\right) \\
& -\frac{\delta n c_{2}}{2 \varepsilon}\left(\delta \nu\left\|\nabla \cdot \boldsymbol{u}_{h}\right\|_{0}^{2}\right)-\frac{\varepsilon}{2}\left(\sum_{E \in \mathcal{G}_{h}} \theta \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}\right)
\end{aligned}
$$

Choosing $\varepsilon=\frac{c_{0}}{2}$ allows to conclude

$$
\begin{aligned}
A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ;\left(\boldsymbol{w}_{h}, 0\right)\right] \geqslant & \frac{c_{0}}{4} \sum_{E \in \mathcal{G}_{h}} \theta \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}-\left(c_{1}+\frac{\left(c_{2}^{\frac{1}{2}}+c_{\mathrm{DTI}}^{\frac{1}{2}}\right)^{2}}{c_{0}}\right) \mu_{\mathrm{eff}}\left\|\nabla \boldsymbol{u}_{h}\right\|_{0}^{2} \\
& -\left(c_{3}+\alpha\left(c_{3}^{2}+c_{3}\right)\right) \sigma\left\|\boldsymbol{u}_{h}\right\|_{0}^{2}-\left(\frac{1}{4}+\frac{c_{2} \widetilde{c_{3}}}{\alpha c_{0}}\right) \alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla p_{h}\right\|_{0, \boldsymbol{T}}^{2} \\
& -\frac{\delta n c_{2}}{c_{0}}\left(\delta \nu\left\|\nabla \cdot \boldsymbol{u}_{h}\right\|_{0}^{2}\right)
\end{aligned}
$$

The proof is completed defining

$$
C_{2}:=\max \left\{c_{1}+\frac{\left(c_{2}^{\frac{1}{2}}+c_{\mathrm{DTI}}^{\frac{1}{2}}\right)^{2}}{c_{0}},\left(c_{3}+\alpha\left(c_{3}^{2}+c_{3}\right)\right), \frac{1}{4}+\frac{c_{2} \widetilde{c_{3}}}{\alpha c_{0}}, \frac{\delta n c_{2}}{c_{0}}\right\}
$$

Remark 3.8. The constant $C_{2}$ depends on the stabilization parameters $\alpha$ and $\delta$, and for $\alpha \ll 1$ we have $C_{2} \sim \frac{1}{\alpha}$.

The last step needed to show the fulfillment of the inf-sup condition is related to the control of the normal velocity at the boundary, which is particularly relevant in order to guarantee stability towards the Darcy limit, i.e., for $\sigma \ell_{\Omega}^{2} \gg \mu_{\mathrm{eff}}$ and especially $\mu_{\mathrm{eff}}=0$.

It is worth recalling our assumption (2.4) on the mesh, stating that for any two adjacent boundary edges $E, E^{\prime} \in \mathcal{G}_{h}$ it holds

$$
\begin{equation*}
\frac{h_{E}}{h_{E^{\prime}}} \leqslant \eta_{0}<7+4 \sqrt{3}(\approx 13.9) . \tag{3.31}
\end{equation*}
$$

We observe that this assumption is weaker than quasi-uniformity of the mesh, as it only restricts the ratio between the lengths of adjacent boundary edges.

Moreover, let us also recall that the mesh is assumed to satisfy (2.5), i.e., that the area of all triangles together is strictly larger than the area of the boundary triangles.

Lemma 3.9. Let us assume that the family of triangulations $\left\{\mathcal{T}_{h}\right\}_{h>0}$ satisfies (3.31) and (2.5). For a given $\boldsymbol{u}_{h} \in \boldsymbol{V}_{h}$, let us define $q_{h}^{\boldsymbol{u}_{h}} \in Q_{h}$ as the function whose values at the boundary nodes are uniquely defined to satisfy the $L^{2}$-projection property

$$
\left\langle q_{h}^{\boldsymbol{u}_{h}}, \varphi_{h}\right\rangle=-\sum_{E \in \mathcal{G}_{h}} \frac{1}{h_{E}}\left\langle\boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}, \varphi_{h}\right\rangle_{E}, \quad \forall \varphi_{h} \in Q_{h},
$$

and its value at the interior nodes is given by a constant $c_{q}$, chosen in order to satisfy $\int_{\boldsymbol{\Omega}} q_{h}^{\boldsymbol{u}_{h}}=0$. Then the function $q_{h}^{\boldsymbol{u}_{h}}$ has the following properties:
(1) There exists a constant $c_{4}>0$, depending only on $\eta_{0}$, such that

$$
\begin{equation*}
\sum_{E \in \mathcal{G}_{h}} h_{E}\left\|q_{h}^{\boldsymbol{u}_{h}}\right\|_{0, E}^{2} \leqslant c_{4} \sum_{E \in \mathcal{G}_{h}} \frac{1}{h_{E}}\left\|\boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}\right\|_{0, E}^{2} . \tag{3.33}
\end{equation*}
$$

(2) There exists a constant $c_{5}>0$, depending only on $\eta_{0}$, such that

$$
\begin{equation*}
-\left\langle q_{h}^{\boldsymbol{u}_{h}}, \boldsymbol{u}_{h} \cdot \boldsymbol{n}\right\rangle \geqslant \frac{1}{2} \sum_{E \in \mathcal{G}_{h}} \frac{1}{h_{E}}\left\|\boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}\right\|_{0, E}^{2}-c_{5} \sum_{\boldsymbol{x} \in \mathcal{C}}\left|\llbracket \boldsymbol{u}_{h} \cdot \boldsymbol{n} \rrbracket(\boldsymbol{x})\right|^{2} . \tag{3.34}
\end{equation*}
$$

(3) There exists a constant $c_{6}>0$, depending only on the properties of the mesh, such that

$$
\begin{equation*}
\left\|q_{h}^{\boldsymbol{u}_{h}}\right\|_{0}^{2} \leqslant c_{6} \sum_{E \in \mathcal{G}_{h}} \frac{1}{h_{E}}\left\|\boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}\right\|_{0, E}^{2} \tag{3.35}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{\boldsymbol{T} \in \mathcal{T}_{h}} h_{\boldsymbol{T}}^{2}\left\|\nabla q_{h}^{\boldsymbol{u}_{h}}\right\|_{0, \boldsymbol{T}}^{2} \leqslant c_{6} c_{I}^{2} \sum_{E \in \mathcal{G}_{h}} \frac{1}{h_{E}}\left\|\boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}\right\|_{0, E}^{2} \tag{3.36}
\end{equation*}
$$

Proof.
(1) In order to prove (3.33), let us restrict for simplicity, and without loss of generality, to the case of a boundary with a single connected component. In this case, let us number the boundary nodes as $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{N}$ and the boundary edges as $E_{1}, \ldots, E_{N}$ such that the edge $E_{i}$ connects the nodes $\boldsymbol{x}_{i}$ and $\boldsymbol{x}_{i+1}$, for all $i \in\{1, \ldots, N\}$. Moreover, we identify $\boldsymbol{x}_{N+1}$ with $\boldsymbol{x}_{1}$, so that the above defined convention is well-defined also for $i=N$. To simplify the notations, let us abbreviate $h_{i}=h_{E_{i}}$ and $q_{i}=q_{h}^{\boldsymbol{u}_{h}}\left(\boldsymbol{x}_{i}\right)$. We now consider a function $\varphi_{h} \in Q_{h}$ defined at each node $\boldsymbol{x}_{i}$ of the mesh by

$$
\varphi_{h}\left(\boldsymbol{x}_{i}\right):= \begin{cases}h_{i} q_{i}, & \boldsymbol{x}_{i} \in \Gamma \\ c_{\varphi}, & \text { otherwise },\end{cases}
$$

where $c_{\varphi}$ is a constant defined in order to have $\int_{\Omega} \varphi_{h}=0$. On any boundary edge $E_{i}$, by the linearity of $q_{h}^{\boldsymbol{u}_{h}}$ and $\varphi_{h}$, application of the Simpson rule yields

$$
\int_{E_{i}} q_{h}^{\boldsymbol{u}_{h}} \varphi_{h}=\frac{h_{i}}{6}\left(2 h_{i} q_{i}^{2}+\left(h_{i}+h_{i+1}\right) q_{i} q_{i+1}+2 h_{i+1} q_{i+1}^{2}\right)
$$

and

$$
\int_{E_{i}}\left|q_{h}^{\boldsymbol{u}_{h}}\right|^{2}=\frac{h_{i}}{3}\left(q_{i}^{2}+q_{i} q_{i+1}+q_{i+1}^{2}\right)
$$

We will first prove that there exists a constant $\hat{c}>0$, independent from $q_{h}^{\boldsymbol{u}_{h}}$ and $h_{i}$, such that

$$
\begin{equation*}
h_{i} \int_{E_{i}}\left|q_{h}^{\boldsymbol{u}_{h}}\right|^{2} \leqslant \hat{c} \int_{E_{i}} q_{h}^{\boldsymbol{u}_{h}} \varphi_{h} \tag{3.37}
\end{equation*}
$$

If $q_{i}=0,(3.37)$ holds if $\frac{h_{i}}{h_{i+1}} \leqslant \hat{c}$, i.e., with $\hat{c} \geqslant \eta_{0}$. Assume now that $q_{i} \neq 0$ and set $\eta:=\frac{h_{i+1}}{h_{i}}$ and $t:=\frac{q_{i+1}}{q_{i}}$. The inequality (3.37) then reduces to

$$
1+t+t^{2} \leqslant \frac{\hat{c}}{2}\left(2+(1+\eta) t+2 \eta t^{2}\right)
$$

Since $\eta>0, \eta \in\left[1 / \eta_{0}, \eta_{0}\right]$, and $1+t+t^{2}>0$, for all $t \in \mathbb{R}$, the above condition is equivalent to

$$
\inf _{\substack{\frac{1}{\eta_{0}} \leqslant \eta \leqslant \eta_{0} \\ t \in \mathbb{R}}} \frac{2+(1+\eta) t+2 \eta t^{2}}{1+t+t^{2}}>0
$$

Since the polynomial in the denominator is always strictly positive, the whole infimum is positive if the numerator as a polynomial in $t$ is strictly positive for all $t \in \mathbb{R}$ and for all $\eta \in\left[1 / \eta_{0}, \eta_{0}\right]$. This is the case if and only if its discriminant does not have real roots for the selected range of $\eta$. The discriminant of this polynomial is $\mathbb{D}(\eta):=(1+\eta)^{2}-16 \eta$, which vanishes if $\eta=7 \pm 4 \sqrt{3}$ and is strictly negative if $\eta \in(7-4 \sqrt{3}, 7+4 \sqrt{3})=\left(\frac{1}{7+4 \sqrt{3}}, 7+4 \sqrt{3}\right)$. Hence, $\mathbb{D}(\eta)$ is negative if $\eta_{0}<7+4 \sqrt{3}$ (i.e., assumption (3.31)). Estimate (3.37) is therefore proven by setting

$$
\hat{c}=\hat{c}\left(\eta_{0}\right):=\max \left\{\eta_{0}, 2\left(\inf _{\substack{\frac{1}{\eta_{0}} \leqslant \eta \leqslant \eta_{0} \\ t \in \mathbb{R}}} \frac{2+(1+\eta) t+2 \eta t^{2}}{1+t+t^{2}}\right)^{-1}\right\}
$$

The assumption $\frac{h_{i+1}}{h_{i}} \leqslant \eta_{0}$ yields also, on any boundary edge $E_{i}$

$$
\begin{equation*}
\frac{1}{h_{i}}\left\|\varphi_{h}\right\|_{0, E_{i}}^{2} \leqslant h_{i}\left(1+\frac{h_{i+1}}{h_{i}}+\left(\frac{h_{i+1}}{h_{i}}\right)^{2}\right)\left\|q_{h}^{\boldsymbol{u}_{h}}\right\|_{0, E_{i}}^{2} \leqslant\left(1+\eta_{0}+\eta_{0}^{2}\right) h_{i}\left\|q_{h}^{\boldsymbol{u}_{h}}\right\|_{0, E_{i}}^{2} \tag{3.38}
\end{equation*}
$$

Summing (3.37) over all boundary edges and using (3.32), the Cauchy-Schwarz inequality, (3.38), and the Young inequality yields

$$
\begin{aligned}
\sum_{E \in \mathcal{G}_{h}} h_{E}\left\|q_{h}^{\boldsymbol{u}_{h}}\right\|_{0, E}^{2} \leqslant \hat{c}\left\langle q_{h}^{\boldsymbol{u}_{h}}, \varphi_{h}\right\rangle & =-\hat{c} \sum_{E \in \mathcal{G}_{h}} \frac{1}{h_{E}}\left\langle\boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}, \varphi_{h}\right\rangle_{E} \\
& \leqslant \hat{c}\left(\sum_{E \in \mathcal{G}_{h}} \frac{1}{h_{E}}\left\|\boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}\right\|_{0, E}^{2}\right)^{\frac{1}{2}}\left(\sum_{E \in \mathcal{G}_{h}} \frac{1}{h_{E}}\left\|\varphi_{h}\right\|_{0, E}^{2}\right)^{\frac{1}{2}} \\
& \leqslant \hat{c}\left(\frac{\varepsilon}{2} \sum_{E \in \mathcal{G}_{h}} \frac{1}{h_{E}}\left\|\boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}\right\|_{0, E}^{2}+\frac{1}{2 \varepsilon}\left(1+\eta_{0}+\eta_{0}^{2}\right) \sum_{E \in \mathcal{G}_{h}} h_{E}\left\|q_{h}^{\boldsymbol{u}_{h}}\right\|_{0, E}^{2}\right)
\end{aligned}
$$

Choosing $\varepsilon:=\hat{c}\left(1+\eta_{0}+\eta_{0}^{2}\right)$ leads to

$$
\sum_{E \in \mathcal{G}_{h}} h_{E}\left\|q_{h}^{\boldsymbol{u}_{h}}\right\|_{0, E}^{2} \leqslant \hat{c}^{2}\left(1+\eta_{0}+\eta_{0}^{2}\right) \sum_{E \in \mathcal{G}_{h}} \frac{1}{h_{E}}\left\|\boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}\right\|_{0, E}^{2}
$$

Estimate (3.33) is obtained defining $c_{4}:=\hat{c}^{2}\left(1+\eta_{0}+\eta_{0}^{2}\right)$, which only depends on $\eta_{0}$.
(2) To prove the second inequality, let us consider the function $\varphi_{h} \in Q_{h}$ such that, at the mesh nodes $\boldsymbol{x}$, it holds

$$
\varphi_{h}(\boldsymbol{x}):= \begin{cases}\boldsymbol{u}_{h} \cdot \boldsymbol{n}(\boldsymbol{x}), & \text { for } \boldsymbol{x} \in \Gamma \backslash \mathcal{C} \\ \frac{1}{2}\left(\boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}(\boldsymbol{x})+\boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E^{\prime}}(\boldsymbol{x})\right), & \text { for } \boldsymbol{x} \in \mathcal{C}, \text { with } E, E^{\prime} \text { two adjacent boundary edges }, \\ c_{\varphi}, & \text { otherwise }\end{cases}
$$

with a constant $c_{\varphi}$ defined in order to have $\int_{\Omega} \varphi_{h}=0$. Remember that $\mathcal{C}$ is the set of corner nodes at the boundary.
Using (3.32), the Cauchy-Schwarz, and the Young inequalities we obtain, for any $\varepsilon>0$,

$$
\begin{align*}
-\left\langle q_{h}^{\boldsymbol{u}_{h}}, \boldsymbol{u}_{h} \cdot \boldsymbol{n}\right\rangle & =-\left\langle q_{h}^{\boldsymbol{u}_{h}}, \varphi_{h}\right\rangle-\left\langle q_{h}^{\boldsymbol{u}_{h}}, \boldsymbol{u}_{h} \cdot \boldsymbol{n}-\varphi_{h}\right\rangle=\sum_{E \in \mathcal{G}_{h}} \frac{1}{h_{E}}\left\langle\boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}, \varphi_{h}\right\rangle_{E}-\sum_{E \in \mathcal{G}_{h}}\left\langle q_{h}^{\boldsymbol{u}_{h}}, \boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}-\varphi_{h}\right\rangle_{E} \\
& =\sum_{E \in \mathcal{G}_{h}} \frac{1}{h_{E}}\left\|\boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}\right\|_{0, E}^{2}-\sum_{E \in \mathcal{G}_{h}} \frac{1}{h_{E}}\left\langle\boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}, \boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}-\varphi_{h}\right\rangle_{E}-\sum_{E \in \mathcal{G}_{h}}\left\langle q_{h}^{\boldsymbol{u}_{h}}, \boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}-\varphi_{h}\right\rangle_{E} \\
& \geqslant \sum_{E \in \mathcal{G}_{h}} \frac{1}{h_{E}}\left(\left(1-\frac{\varepsilon}{2}\right)\left\|\boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}\right\|_{0, E}^{2}-\frac{1}{\varepsilon}\left\|\boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}-\varphi_{h}\right\|_{0, E}^{2}\right)-\frac{\varepsilon}{2} \sum_{E \in \mathcal{G}_{h}} h_{E}\left\|q_{h}^{\boldsymbol{u}_{h}}\right\|_{0, E}^{2} \cdot \tag{3.39}
\end{align*}
$$

The function $\left.\left(\boldsymbol{u}_{h} \cdot \boldsymbol{n}-\varphi_{h}\right)\right|_{E \in \mathcal{G}_{h}}$ is different from zero only on boundary edges that are adjacent to a corner. In particular, let us consider a corner node $\boldsymbol{x}_{c} \in \mathcal{C}$ with an adjacent edge $E=\overline{\boldsymbol{x}_{i} \boldsymbol{x}_{c}}$. It holds

$$
\left|\left(\boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}-\varphi_{h}\right)\left(\boldsymbol{x}_{c}\right)\right|=\frac{1}{2}\left|\llbracket \boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E} \rrbracket\left(\boldsymbol{x}_{c}\right)\right| \quad \text { and } \quad\left(\boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}-\varphi_{h}\right)\left(\boldsymbol{x}_{i}\right)=0
$$

which yields (Simpson rule)

$$
\begin{equation*}
\left\|\boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}-\varphi_{h}\right\|_{0, E}^{2}=\frac{1}{12} h_{E}\left|\llbracket \boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E} \rrbracket\left(\boldsymbol{x}_{c}\right)\right|^{2} \tag{3.40}
\end{equation*}
$$

Thus, inserting (3.33) and (3.40) into (3.39) and choosing $\varepsilon:=\frac{1}{c_{4}+1}$ we obtain

$$
-\left\langle q_{h}^{\boldsymbol{u}_{h}}, \boldsymbol{u}_{h} \cdot \boldsymbol{n}\right\rangle \geqslant \frac{1}{2} \sum_{E \in \mathcal{G}_{h}} \frac{1}{h_{E}}\left\|\boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}\right\|_{0, E}^{2}-c_{5} \sum_{\boldsymbol{x} \in \mathcal{C}}\left|\llbracket \boldsymbol{u}_{h} \cdot \boldsymbol{n} \rrbracket(\boldsymbol{x})\right|^{2}
$$

with $c_{5}:=\frac{c_{4}+1}{12}$, which only depends on $\eta_{0}$.
(3) To prove (3.35), let us first introduce a continuous, element-wise linear function $q_{0}^{\boldsymbol{u}_{h}}$, which coincides with $q_{h}^{\boldsymbol{u}_{h}}$ on the boundary $\Gamma$ and vanishes at all the interior nodes, and a continuous, element-wise linear function $\psi_{h}$ vanishing on the boundary and equal to 1 at all the interior nodes. Let us observe that, using an argument analogous to the one of Lemma 3.5 (omitted here), it holds

$$
\begin{equation*}
\left\|q_{0}^{\boldsymbol{u}_{h}}\right\|_{0}^{2} \leqslant c_{\mathrm{NB}} \sum_{E \in \mathcal{G}_{h}} h_{E}\left\|q_{h}^{\boldsymbol{u}_{h}}\right\|_{0, E}^{2} \tag{3.41}
\end{equation*}
$$

where $c_{\mathrm{NB}}$ is the maximum number of triangles adjacent to a boundary node. Moreover, we have

$$
q_{h}^{\boldsymbol{u}_{h}}=q_{0}^{\boldsymbol{u}_{h}}+c_{q} \psi_{h} .
$$

From $\int_{\boldsymbol{\Omega}} q_{h}^{\boldsymbol{u}_{\boldsymbol{h}}}=0$ we obtain

$$
c_{q}=-\frac{\int_{\boldsymbol{\Omega}} q_{0}^{\boldsymbol{u}_{h}}}{\int_{\boldsymbol{\Omega}} \psi_{h}} \quad \text { and } \quad\left|c_{q}\right| \leqslant \frac{\left\|q_{0}^{\boldsymbol{u}_{\boldsymbol{h}}}\right\|_{0}\left|B_{h}\right|^{\frac{1}{2}}}{\int_{\boldsymbol{\Omega}} \psi_{h}},
$$

since $q_{0}^{\boldsymbol{u}_{h}}$ is different from 0 only on $B_{h}$. Hence, using the assumption (2.5),

$$
\begin{equation*}
\left\|q_{h}^{\boldsymbol{u}_{h}}\right\|_{0} \leqslant\left(1+\frac{\left\|\psi_{h}\right\|_{0}\left|B_{h}\right|^{\frac{1}{2}}}{\int_{\boldsymbol{\Omega}} \psi_{h}}\right)\left\|q_{0}^{\boldsymbol{u}_{h}}\right\|_{0} \leqslant\left(1+\frac{|\boldsymbol{\Omega}|^{\frac{1}{2}}\left|B_{h}\right|^{\frac{1}{2}}}{|\boldsymbol{\Omega}|-\left|B_{h}\right|}\right)\left\|q_{0}^{\boldsymbol{u}_{h}}\right\|_{0} \leqslant\left(1+\frac{\omega^{\frac{1}{2}}}{1-\omega}\right)\left\|q_{0}^{\boldsymbol{u}_{h}}\right\|_{0} . \tag{3.42}
\end{equation*}
$$

Since $0<\omega<1$, the coefficient inside the parentheses is always strictly larger than one (and it approaches one on fine meshes). Inserting (3.41) into (3.42) and using (3.33) we obtain (3.35) with a constant $c_{6}$ depending on $c_{\mathrm{NB}}, \eta_{0}$, and $\omega$. Finally, (3.36) can be obtained combining the inverse inequality (3.2) on each triangle and (3.35):

$$
\sum_{\boldsymbol{T} \in \mathcal{T}_{h}} h_{\boldsymbol{T}}^{2}\left\|\nabla q_{h}^{\boldsymbol{u}_{h}}\right\|_{0, \boldsymbol{T}}^{2} \leqslant c_{I}^{2} \sum_{\boldsymbol{T} \in \mathcal{T}_{h}}\left\|q_{h}^{\boldsymbol{u}_{h}}\right\|_{0, \boldsymbol{T}}^{2} \leqslant c_{6} c_{I}^{2} \sum_{E \in \mathcal{G}_{h}} \frac{1}{h_{E}}\left\|\boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}\right\|_{0, E}^{2} .
$$

Finally, we are able to show control of the normal velocity for arbitrary values of physical parameters.
Lemma 3.10 (Boundary control - II). Let $\delta, \rho>0, \alpha \geqslant 0$, and $\mu_{\text {eff }} \sigma \geqslant 0$ with $\mu_{\mathrm{eff}}+\sigma>0$ and let us assume that the family of triangulations $\left\{\mathcal{T}_{h}\right\}_{h>0}$ satisfies (3.31) and (2.5). Then, for any $\left(\boldsymbol{u}_{h}, p_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h}$, there exists a function $q_{h} \in Q_{h}$ and a constant $C_{3}=C_{3}(\alpha, \delta, \rho)>0$ independent from the physical parameters, from $\boldsymbol{u}_{h}$, and from $h$, such that

$$
A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ;\left(\mathbf{0}, q_{h}\right)\right] \geqslant \frac{1}{4} \sum_{E \in \mathcal{G}_{h}} \frac{\nu}{h_{E}}\left\|\boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}\right\|_{0, E}^{2}-C_{3}\left(\left\|\boldsymbol{u}_{h}\right\|^{2}+\rho \nu \sum_{\boldsymbol{x} \in \mathcal{C}}\left|\llbracket \boldsymbol{u}_{h} \cdot \boldsymbol{n} \rrbracket(\boldsymbol{x})\right|^{2}+\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla p_{h}\right\|_{0, \boldsymbol{T}}^{2}\right) .
$$

Proof. Let $\left(\boldsymbol{u}_{h}, p_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h}$ and let $q_{h}:=\nu q_{h}^{\boldsymbol{u}_{h}}$, where $q_{h}^{\boldsymbol{u}_{h}}$ is the function defined in Lemma 3.9. Using the Cauchy-Schwarz inequality, the Young inequality, and (3.34)-(3.36), we obtain

$$
\begin{aligned}
A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ;\left(\mathbf{0}, q_{h}\right)\right]= & \left(\nabla \cdot \boldsymbol{u}_{h}, \nu q_{h}^{\boldsymbol{u}_{h}}\right)+\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left(\sigma \boldsymbol{u}_{h}+\nabla p_{h}, \nu \nabla q_{h}^{\boldsymbol{u}_{h}}\right)_{\boldsymbol{T}}-\left\langle\nu q_{h}^{\boldsymbol{u}_{h}}, \boldsymbol{u}_{h} \cdot \boldsymbol{n}\right\rangle \\
\geqslant & -\frac{1}{2 \varepsilon} \nu \delta\left\|\nabla \cdot \boldsymbol{u}_{h}\right\|_{0}^{2}-\frac{\varepsilon \nu}{2 \delta}\left\|q_{h}^{\boldsymbol{u}_{h}}\right\|_{0}^{2}-\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left(\sigma^{2} \frac{1}{2 \varepsilon^{\varepsilon^{\prime}}}\left\|\boldsymbol{u}_{h}\right\|_{0, \boldsymbol{T}}^{2}+\nu^{2} \frac{\varepsilon^{\prime}}{2}\left\|\nabla q_{h}^{\boldsymbol{u}_{h}}\right\|_{0, \boldsymbol{T}}^{2}\right) \\
& -\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left(\frac{1}{2 \varepsilon^{\prime}}\left\|\nabla p_{h}\right\|_{0, \boldsymbol{T}}^{2}+\nu^{2} \frac{\varepsilon^{\prime}}{2}\left\|\nabla q_{h}^{\boldsymbol{u}_{h}}\right\|_{0, \boldsymbol{T}}^{2}\right)-\nu\left\langle q_{h}^{\boldsymbol{u}_{h}}, \boldsymbol{u}_{h} \cdot \boldsymbol{n}\right\rangle \\
\geqslant & \left(\frac{1}{2}-\frac{\varepsilon}{2 \delta} c_{6}-\alpha c_{I}^{2} c_{6} \varepsilon^{\prime}\right) \sum_{E \in \mathcal{G}_{h}} \frac{\nu}{h_{E}}\left\|\boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}\right\|_{0, E}^{2}-\frac{c_{5}}{\rho} \rho \nu \sum_{\boldsymbol{x} \in \mathcal{C}}\left|\llbracket \boldsymbol{u}_{h} \cdot \boldsymbol{n} \rrbracket(\boldsymbol{x})\right|^{2} \\
& -\frac{1}{2 \varepsilon} \nu \delta\left\|\nabla \cdot \boldsymbol{u}_{h}\right\|_{0}^{2}-\alpha \frac{1}{2 \varepsilon^{\prime}} \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \underbrace{\frac{\sigma h_{\boldsymbol{T}}^{2}}{\nu}}_{\leqslant 1} \sigma\left\|\boldsymbol{u}_{h}\right\|_{0, \boldsymbol{T}}^{2}-\alpha \frac{1}{2 \varepsilon^{\prime}} \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla p_{h}\right\|_{0, \boldsymbol{T}}^{2},
\end{aligned}
$$

for any $\varepsilon, \varepsilon^{\prime}>0$. The proof is completed choosing $\varepsilon=\frac{\delta}{4 c_{6}}$ and $\varepsilon^{\prime}=\frac{1}{8 \alpha c_{6} c_{I}^{2}}$, and defining

$$
C_{3}:=\max \left\{\frac{c_{5}}{\rho}, \frac{2 c_{6}}{\delta}, 4 \alpha^{2} c_{6} c_{I}^{2}, 4 \alpha c_{6} c_{I}^{2}\right\},
$$

which depends only on the shape-regularity of the mesh and on the three stabilization parameters.

Remark 3.11. As stated in Section 2.3 , the scaling of the stabilization terms by $\nu$ is a necessary requirement in order to obtain stability estimates independent from the physical parameters. In the argument used for the last proof, using an element-dependent scaling $\nu_{\boldsymbol{T}}:=\mu_{\mathrm{eff}}+\sigma h_{\boldsymbol{T}}^{2}$ (a suitable alternative for the case of essential boundary conditions, see, e.g., [3]) instead of $\nu$ for the Grad-Div stabilization does not allow to uniformly bound the term $\left(\nabla \cdot \boldsymbol{u}_{h}, \nu q_{h}^{\boldsymbol{u}_{h}}\right)$.
Remark 3.12. The Lemmas 3.9 and 3.10 highlight the role of the corner stabilization. This stabilization is required here in order to allow control on the normal velocity at the boundary through the integral $\langle q \boldsymbol{n}, \boldsymbol{u}\rangle$. We observe that the corner stabilization is only required to prove stability in the Darcy limit ( $\mu_{\text {eff }}=0$ ). In fact, restricting to the case of a positive effective viscosity, Lemma 3.7 is sufficient to assure the required control on the velocity at the boundary. In other words, the Lemmas 3.9 and 3.10 (and the following Thm. 3.14) imply stability of the penalty-free Nitsche method for the mixed Darcy problem with continuous, linear finite element spaces.
Remark 3.13 (On the behavior of $C_{3}$ ). Notice that, in order to assure the validity of Lemma 3.10, both, Grad-Div and corner stabilization, are required (i.e., $\delta, \rho>0)$. In particular, it holds $C_{3}=O\left(\delta^{-1}+\rho^{-1}\right)$ for small values of $\delta$ and $\rho$. Moreover, as already observed in Remark 3.7, $\alpha>0$ is not strictly required.

The previously proven Lemmas allow to prove inf-sup stability of the considered formulation (2.7), which is stated in the following theorem.
Theorem 3.14 (Inf-sup stability). Let $\alpha, \delta, \rho>0$ and $\mu_{\mathrm{eff}}, \sigma \geqslant 0$ with $\mu_{\mathrm{eff}}+\sigma>0$, and let us assume that the family of triangulations $\left\{\mathcal{T}_{h}\right\}_{h>0}$ fulfills the assumptions stated in Lemma 3.9. Then there exists a constant $\beta>0$, independent from the physical parameters and from $h$, such that

$$
\inf _{\left(\boldsymbol{u}_{h}, p_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h} \backslash\{(\mathbf{0}, 0)\}}\left(\sup _{\left(\boldsymbol{v}_{h}, q_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h} \backslash\{(\mathbf{0}, 0)\}}\left(\frac{A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ;\left(\boldsymbol{v}_{h}, q_{h}\right)\right]}{\left\|\left(\boldsymbol{u}_{h}, p_{h}\right)\right\|_{h}\left\|\left(\boldsymbol{v}_{h}, q_{h}\right)\right\|_{h}}\right)\right) \geqslant \beta .
$$

Moreover, $\beta^{-1}=O\left(\alpha^{-1}\left(\alpha^{-1}+(\delta+\rho)^{-1}\right)\right)$, for $\alpha, \delta, \rho \ll 1$.
Proof. Let $\left(\boldsymbol{u}_{h}, p_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h}$. For the sake of simplicity, let us introduce the following notation:

$$
\begin{aligned}
& \xi_{0}:=\left\|\left(\boldsymbol{u}_{h}, p_{h}\right)\right\|_{h}^{2}-\frac{\left\|p_{h}\right\|_{0}^{2}}{\nu}-\sum_{E \in \mathcal{G}_{h}} \theta \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}-\sum_{E \in \mathcal{G}_{h}} \frac{\nu}{h_{E}}\left\|\boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}\right\|_{0, E}^{2}, \\
& \xi_{1}:=\frac{\left\|p_{h}\right\|_{0}^{2}}{\nu}, \\
& \xi_{2}:=\sum_{E \in \mathcal{G}_{h}}^{\nu} \theta \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{u}_{h}\right\|_{0, E}^{2}, \\
& \xi_{3}:=\sum_{E \in \mathcal{G}_{h}} \frac{\nu}{h_{E}}\left\|\boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}\right\|_{0, E}^{2},
\end{aligned}
$$

such that $\left\|\left(\boldsymbol{u}_{h}, p_{h}\right)\right\|_{h}^{2}=\xi_{0}+\xi_{1}+\xi_{2}+\xi_{3}$. Now we can rewrite and summarize the estimates proven in Lemmas $3.1,3.3,3.7$, and 3.10 as

$$
\begin{aligned}
A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ; C_{0}^{-1}\left(\boldsymbol{u}_{h}, p_{h}\right)\right] & \geqslant \xi_{0}, \\
A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ; 2\left(\boldsymbol{v}_{h}, 0\right)\right] & \geqslant \xi_{1}-2 C_{1}\left(\xi_{0}+\xi_{2}\right) \\
& \geqslant \xi_{1}-2 C_{1}\left(\xi_{0}+\xi_{2}+\xi_{3}\right), \\
A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ; 4 c_{0}^{-1}\left(\theta \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}, 0\right)\right] & \geqslant \xi_{2}-\frac{4 C_{2}}{c_{0}} \xi_{0}, \\
A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ; 4\left(\mathbf{0}, \nu q_{h}^{\boldsymbol{u}_{h}}\right)\right] & \geqslant \xi_{3}-4 C_{3} \xi_{0} .
\end{aligned}
$$

Summing up the last two inequalities leads to

$$
A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ;\left(4 c_{0}^{-1} \theta \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}, 4 \nu q_{h}^{\boldsymbol{u}_{h}}\right)\right] \geqslant\left(\xi_{2}+\xi_{3}\right)-\hat{C}_{2} \xi_{0}
$$

where $\hat{C}_{2}:=\frac{4 C_{2}}{c_{0}}+4 C_{3}$. Consider first a test function $\left(\boldsymbol{z}_{h}^{1}, r_{h}^{1}\right) \in \boldsymbol{V}_{h} \times Q_{h}$ of the form

$$
\left(\boldsymbol{z}_{h}^{1}, r_{h}^{1}\right):=\left(1-\eta_{1}\right) C_{0}^{-1}\left(\boldsymbol{u}_{h}, p_{h}\right)+\eta_{1}\left(4 c_{0}^{-1} \theta \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}, 4 \nu q_{h}^{\boldsymbol{u}_{h}}\right)
$$

depending on a parameter $\eta_{1} \in(0,1)$ which will be determined later. It holds

$$
A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ;\left(\boldsymbol{z}_{h}^{1}, r_{h}^{1}\right)\right] \geqslant\left(1-\eta_{1}-\widehat{C}_{2} \eta_{1}\right) \xi_{0}+\eta_{1}\left(\xi_{2}+\xi_{3}\right)
$$

Hence, defining

$$
\eta_{1}:=\frac{1}{\widehat{C}_{2}+2} \in\left(0, \frac{1}{2}\right)
$$

gives $\left(1-\eta_{1}-\widehat{C}_{2} \eta_{1}\right)=\eta_{1}$ and thus

$$
A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ;\left(\boldsymbol{z}_{h}^{1}, r_{h}^{1}\right)\right] \geqslant \frac{1}{\widehat{C}_{2}+2}\left(\xi_{0}+\xi_{2}+\xi_{3}\right)
$$

Next, consider a test function $\left(\boldsymbol{z}_{h}^{2}, r_{h}^{2}\right) \in \boldsymbol{V}_{h} \times Q_{h}$ of the form

$$
\left(\boldsymbol{z}_{h}^{2}, r_{h}^{2}\right):=\left(1-\eta_{2}\right)\left(\widehat{C}_{2}+2\right)\left(\boldsymbol{z}_{h}^{1}, r_{h}^{1}\right)+\eta_{2}\left(2 \boldsymbol{v}_{h}, 0\right)
$$

depending on a parameter $\eta_{2} \in(0,1)$ to be determined later. This yields

$$
A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ;\left(\boldsymbol{z}_{h}^{2}, r_{h}^{2}\right)\right] \geqslant\left(1-\eta_{2}-2 C_{1} \eta_{2}\right)\left(\xi_{0}+\xi_{2}+\xi_{3}\right)+\eta_{2} \xi_{1}
$$

Therefore, the choice

$$
\eta_{2}:=\frac{1}{2 C_{1}+2} \in\left(0, \frac{1}{2}\right)
$$

leads to

$$
A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ;\left(\boldsymbol{z}_{h}^{2}, r_{h}^{2}\right)\right] \geqslant \frac{1}{2 C_{1}+2}\left(\xi_{0}+\xi_{1}+\xi_{2}+\xi_{3}\right)=\frac{1}{2 C_{1}+2}\left\|\left(\boldsymbol{u}_{h}, p_{h}\right)\right\|_{h}^{2}
$$

It remains to control the norm of the above constructed test function $\left(\boldsymbol{z}_{h}^{2}, r_{h}^{2}\right)$. From the properties of $\boldsymbol{v}_{h}$ stated in (3.10) we have

$$
\left\|\left(\boldsymbol{v}_{h}, 0\right)\right\|_{h}^{2}=\mu_{\mathrm{eff}}\left\|\nabla \boldsymbol{v}_{h}\right\|_{0}^{2}+\sigma\left\|\boldsymbol{v}_{h}\right\|_{0}^{2}+\delta \nu\left\|\nabla \cdot \boldsymbol{v}_{h}\right\|_{0}^{2} \leqslant c_{\boldsymbol{\Omega}}^{2}(1+n \delta) \frac{\left\|p_{h}\right\|_{0}^{2}}{\nu}
$$

Moreover, from Lemma 3.5, and equations (3.35) and (3.36) we infer

$$
\begin{aligned}
\left\|\left(\theta \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}, 0\right)\right\|_{h}^{2} & \leqslant\left(c_{3}^{2}+c_{2}+\delta n c_{2}+1\right)\left\|\left(\boldsymbol{u}_{h}, p_{h}\right)\right\|_{h}^{2} \\
\left\|\left(\mathbf{0}, \nu q_{h}^{\boldsymbol{u}_{h}}\right)\right\|_{h}^{2} & =\frac{1}{\nu}\left\|\nu q_{h}^{\boldsymbol{u}_{h}}\right\|_{0}^{2}+\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nu \nabla q_{h}^{\boldsymbol{u}_{h}}\right\|_{0, \boldsymbol{T}}^{2} \leqslant c_{6}\left(1+\alpha c_{I}^{2}\right) \sum_{E \in \mathcal{G}_{h}} \frac{\nu}{h_{E}}\left\|\boldsymbol{u}_{h} \cdot \boldsymbol{n}_{E}\right\|_{0, E}^{2}
\end{aligned}
$$

Hence, since $0<\eta_{1}<\frac{1}{2}$ and $0<\eta_{2}<\frac{1}{2}$, we can estimate

$$
\begin{aligned}
\left\|\left\|\left(z_{h}^{2}, r_{h}^{2}\right)\right\|_{h}^{2}\right. & \leqslant \eta_{2}^{2}\left\|\left(2 \boldsymbol{v}_{h}, 0\right)\right\|_{h}^{2}+\left(1-\eta_{2}\right)^{2}\left(\widehat{C}_{2}+2\right)^{2}\| \|\left(\boldsymbol{z}_{h}^{1}, r_{h}^{1}\right) \|_{h}^{2} \\
& \leqslant\left\|\left(\boldsymbol{v}_{h}, 0\right)\right\|_{h}^{2}+\left(1-\eta_{2}\right)^{2}\left(\widehat{C}_{2}+2\right)^{2} \eta_{1}^{2}\left(16 c_{0}^{-2}\| \|\left(\theta \boldsymbol{w}_{h}^{\boldsymbol{u}_{h}}, 0\right)\left\|_{h}^{2}+16\right\|\left(\mathbf{0}, \nu q_{h}^{\boldsymbol{u}_{h}}\right) \|_{h}^{2}\right) \\
& +\left(1-\eta_{1}\right)^{2} C_{0}^{-2}\left\|\left(\boldsymbol{u}_{h}, p_{h}\right)\right\|_{h}^{2} \\
& \leqslant\left(c_{\boldsymbol{\Omega}}^{2}(1+n \delta)+4\left(\widehat{C}_{2}+2\right)^{2}\left(\frac{\left(c_{3}^{2}+c_{2}+\delta n c_{2}+1\right)}{c_{0}^{2}}+c_{6}\left(1+\alpha c_{I}^{2}\right)\right)+C_{0}^{-2}\right)\left\|\left(\boldsymbol{u}_{h}, p_{h}\right)\right\|_{h}^{2}
\end{aligned}
$$

which allows to conclude

$$
\left.A_{h}\left[\left(\boldsymbol{u}_{h}, p_{h}\right) ;\left(\boldsymbol{z}_{h}^{2}, r_{h}^{2}\right)\right] \geqslant \beta \| \mid \boldsymbol{u}_{h}, p_{h}\right)\left\|_{h}\right\|\left\|\left(\boldsymbol{z}_{h}^{2}, r_{h}^{2}\right)\right\|_{h}
$$

with

$$
\beta=\left(2 C_{1}+2\right)^{-1}\left(c_{\boldsymbol{\Omega}}^{2}(1+n \delta)+4\left(\widehat{C}_{2}+2\right)^{2}\left(\frac{\left(c_{3}^{2}+c_{2}+\delta n c_{2}+1\right)}{c_{0}^{2}}+c_{6}\left(1+\alpha c_{I}^{2}\right)\right)+C_{0}^{-2}\right)^{-\frac{1}{2}}
$$

The behavior for small values of stabilization parameters follows from $C_{0}=O(1), C_{1}=O\left(\alpha^{-1}\right), C_{2}=$ $O\left(\alpha^{-1}\right)$, and $C_{3}=O\left(\delta^{-1}+\rho^{-1}\right)$.

### 3.3. Convergence

Firstly, let us observe that the discrete, stabilized, penalty-free, non-symmetric Nitsche formulation (2.7) is consistent with problem (1.1):

Lemma 3.15 (Consistency and Galerkin Orthogonality). Assume that $(\boldsymbol{u}, p) \in \boldsymbol{H}^{2}(\boldsymbol{\Omega}) \times H^{1}(\Omega)$ solves (1.1) satisfying either (1.2) (if $\mu_{\mathrm{eff}}>0$ ) or (1.3) (if $\mu_{\mathrm{eff}}=0$ ). Moreover, let $\left(\boldsymbol{u}_{h}, p_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h}$ be the solution of (2.7). Then,

$$
A_{h}\left[\left(\boldsymbol{u}-\boldsymbol{u}_{h}, p-p_{h}\right) ;\left(\boldsymbol{v}_{h}, q_{h}\right)\right]=0, \quad \forall\left(\boldsymbol{v}_{h}, q_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h}
$$

The result follows from the consistency of the discrete formulation and the conformity of the triangulation.
The next lemma is related to the quality of the approximation with respect to the mesh-dependent norm.

Lemma 3.16 (Approximability). Let $\sigma, \mu_{\mathrm{eff}} \geqslant 0$ with $\mu_{\mathrm{eff}}+\sigma>0$. Let $I_{h}^{L}(\cdot)$ and $M_{h}^{L}(\cdot)$ be the Lagrange interpolation operators onto $\boldsymbol{V}_{h}$ and $Q_{h}$, respectively. Moreover, let us assume that $(\boldsymbol{u}, p) \in \boldsymbol{H}^{2}(\boldsymbol{\Omega}) \times H^{1}(\boldsymbol{\Omega})$. Then it holds

$$
\begin{equation*}
\left\|\mid\left(\boldsymbol{u}-I_{h}^{L}(\boldsymbol{u}), p-M_{h}^{L}(p)\right)\right\|_{h}^{2} \leqslant c_{\mathrm{La}}^{2} h^{2}\left[\nu\left(1+n \delta+2 c_{\mathrm{DT}}\right)\|\boldsymbol{u}\|_{2}^{2}+\frac{1}{\nu}(1+\alpha)\|p\|_{1}^{2}\right] \tag{3.43}
\end{equation*}
$$

where $c_{\mathrm{La}}$ is the constant defined in (3.5).

Proof. We start by estimating the bulk terms of the triple norm using the property (3.5) of the interpolation operators:

$$
\begin{aligned}
\mu_{\mathrm{eff}} \| \nabla(\boldsymbol{u}- & \left.I_{h}^{L}(\boldsymbol{u})\right)\left\|_{0}^{2}+\sigma\right\| \boldsymbol{u}-I_{h}^{L}(\boldsymbol{u})\left\|_{0}^{2}+\delta \nu\right\| \nabla \cdot\left(\boldsymbol{u}-I_{h}^{L}(\boldsymbol{u})\right) \|_{0}^{2} \\
& +\frac{1}{\nu}\left\|p-M_{h}^{L}(p)\right\|_{0}^{2}+\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left\|\nabla\left(p-M_{h}^{L}(p)\right)\right\|_{0, \boldsymbol{T}}^{2} \\
\leqslant & \mu_{\mathrm{eff}} c_{\mathrm{La}}^{2} h^{2}\|\boldsymbol{u}\|_{2}^{2}+\sigma c_{\mathrm{La}}^{2} h^{4}\|\boldsymbol{u}\|_{2}^{2}+n \delta \nu c_{\mathrm{La}}^{2} h^{2}\|\boldsymbol{u}\|_{2}^{2} \\
& +\frac{1}{\nu} c_{\mathrm{La}}^{2} h^{2}\|p\|_{1}^{2}+\alpha \frac{h^{2}}{\nu} c_{\mathrm{La}}^{2}\|p\|_{1}^{2} \\
\leqslant & c_{\mathrm{La}}^{2} h^{2}[(\underbrace{\mu_{\mathrm{eff}}+\sigma h^{2}}_{\leqslant \nu}+n \delta \nu)\|\boldsymbol{u}\|_{2}^{2}+\left(\frac{1}{\nu}(1+\alpha)\right)\|p\|_{1}^{2}] .
\end{aligned}
$$

For the additional boundary terms related to the penalty-free Nitsche method we get with (3.1):

$$
\begin{aligned}
\sum_{E \in \mathcal{G}_{h}} \theta \frac{\mu_{\mathrm{eff}}}{h_{E}} & \left\|\boldsymbol{u}-I_{h}^{L}(\boldsymbol{u})\right\|_{0, E}^{2}+\sum_{E \in \mathcal{G}_{h}} \frac{\nu}{h_{E}}\left\|\left(\boldsymbol{u}-I_{h}^{L}(\boldsymbol{u})\right) \cdot \boldsymbol{n}_{E}\right\|_{0, E}^{2} \\
& \leqslant c_{\mathrm{DT}} \sum_{\boldsymbol{T}_{E}: E \in \mathcal{G}_{h}}\left(\mu_{\mathrm{eff}}+\nu\right)\left(h_{\boldsymbol{T}_{E}}^{-2}\left\|\boldsymbol{u}-I_{h}^{L}(\boldsymbol{u})\right\|_{0, \boldsymbol{T}_{E}}^{2}+\left\|\nabla\left(\boldsymbol{u}-I_{h}^{L}(\boldsymbol{u})\right)\right\|_{0, \boldsymbol{T}_{E}}^{2}\right) \\
& \leqslant c_{\mathrm{DT}}\left(\mu_{\mathrm{eff}}+\nu\right) c_{\mathrm{La}}^{2} h^{2}\|\boldsymbol{u}\|_{2}^{2}
\end{aligned}
$$

Finally, we observe that the interpolation error due to the corner stabilization term vanishes since the Lagrange interpolator is exact on mesh nodes. The inequality (3.43) is obtained summing up all the above estimated terms and observing that $\mu_{\mathrm{eff}}, \sigma h^{2} \leqslant \nu$.

Theorem 3.17 (A priori error estimate). Let $\alpha, \delta, \rho>0$ and $\mu_{\mathrm{eff}}, \sigma \geqslant 0$ with $\mu_{\mathrm{eff}}+\sigma>0$. Let (u,p) be the solution of (1.1) and $\left(\boldsymbol{u}_{h}, p_{h}\right)$ be the solution of problem (2.7). Let us assume $(\boldsymbol{u}, p) \in \boldsymbol{H}^{2}(\boldsymbol{\Omega}) \times H^{1}(\boldsymbol{\Omega})$. Then it holds

$$
\left\|\left(\boldsymbol{u}-\boldsymbol{u}_{h}, p-p_{h}\right)\right\|_{h} \leqslant c_{\mathrm{La}} h\left(C_{\boldsymbol{u}}\|\boldsymbol{u}\|_{2}+C_{p}\|p\|_{1}\right)
$$

with

$$
C_{\boldsymbol{u}}:=\nu^{\frac{1}{2}}\left[\left(1+n \delta+2 c_{\mathrm{DTI}}\right)^{\frac{1}{2}}+\frac{1}{\beta}\left(2\left(2 c_{\mathrm{DT}} c_{\mathrm{DTI}}\right)^{\frac{1}{2}}+n^{\frac{1}{2}}\left(\delta^{\frac{1}{2}}+1\right)+1+\left(2 c_{\mathrm{DT}}\right)^{\frac{1}{2}}+\alpha^{\frac{1}{2}}+\alpha\right)\right]
$$

and

$$
C_{p}:=\nu^{-\frac{1}{2}}\left[(1+\alpha)^{\frac{1}{2}}+\frac{1}{\beta}\left(\left(2 c_{\mathrm{DT}}\right)^{\frac{1}{2}}+\alpha^{\frac{1}{2}}+\alpha+\delta^{-\frac{1}{2}}\right)\right] .
$$

Proof. The proof is based on the combination of the inf-sup condition (Thm. 3.14), the Galerkin orthogonality (Lem. 3.15), 3.16, and the approximation properties of the interpolation operators. Let us consider the Lagrange interpolants of the solution $\boldsymbol{v}_{h}:=I_{h}^{L}(\boldsymbol{u})$ and $q_{h}:=M_{h}^{L}(p)$, and decompose the error as

$$
\left\|\left\|\left(\boldsymbol{u}-\boldsymbol{u}_{h}, p-p_{h}\right)\right\|_{h} \leqslant\right\|\left(\boldsymbol{u}-\boldsymbol{v}_{h}, p-q_{h}\right)\left\|_{h}+\right\|\left\|\left(\boldsymbol{v}_{h}-\boldsymbol{u}_{h}, q_{h}-p_{h}\right)\right\|_{h}
$$

Exploiting the inf-sup stability (Thm. 3.14) and the Galerkin orthogonality (Lem. 3.15), it holds:

$$
\left\|\left(\boldsymbol{u}-\boldsymbol{u}_{h}, p-p_{h}\right)\right\|_{h} \leqslant\left\|\mid\left(\boldsymbol{u}-\boldsymbol{v}_{h}, p-q_{h}\right)\right\|_{h}+\frac{1}{\beta} \sup _{\left(\boldsymbol{w}_{h}, r_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h} \backslash\{(\mathbf{0}, 0)\}} \frac{\left|A_{h}\left[\left(\boldsymbol{u}-\boldsymbol{v}_{h}, p-q_{h}\right) ;\left(\boldsymbol{w}_{h}, r_{h}\right)\right]\right|}{\left\|\left(\boldsymbol{w}_{h}, r_{h}\right)\right\|_{h}} .
$$

Next, we bound $\left|A_{h}\left[\left(\boldsymbol{u}-\boldsymbol{v}_{h}, p-q_{h}\right) ;\left(\boldsymbol{w}_{h}, r_{h}\right)\right]\right|$. For the bulk terms related to the weak formulation of the Brinkman problem we obtain

$$
\begin{aligned}
&\left|\mu_{\mathrm{eff}}\left(\nabla\left(\boldsymbol{u}-\boldsymbol{v}_{h}\right), \nabla \boldsymbol{w}_{h}\right)\right| \leqslant \mu_{\mathrm{eff}}^{\frac{1}{2}}\left\|\nabla\left(\boldsymbol{u}-\boldsymbol{v}_{h}\right)\right\|_{0} \mu_{\mathrm{eff}}^{\frac{1}{2}}\left\|\nabla \boldsymbol{w}_{h}\right\|_{0} \leqslant c_{\mathrm{La}} \mu_{\mathrm{eff}}^{\frac{1}{2}} h\|\boldsymbol{u}\|_{2}\left\|\left(\boldsymbol{w}_{h}, r_{h}\right)\right\|_{h} \\
&\left|\sigma\left(\boldsymbol{u}-\boldsymbol{v}_{h}, \boldsymbol{w}_{h}\right)\right| \leqslant \sigma^{\frac{1}{2}}\left\|\boldsymbol{u}-\boldsymbol{v}_{h}\right\|_{0} \sigma^{\frac{1}{2}}\left\|\boldsymbol{w}_{h}\right\|_{0} \leqslant c_{\mathrm{La}} \sigma^{\frac{1}{2}} h^{2}\|\boldsymbol{u}\|_{2}\left\|\left(\boldsymbol{w}_{h}, r_{h}\right)\right\|_{h} \\
&\left|-\left(p-q_{h}, \nabla \cdot \boldsymbol{w}_{h}\right)\right| \leqslant(\delta \nu)^{-\frac{1}{2}}\left\|p-q_{h}\right\|_{0}(\delta \nu)^{\frac{1}{2}}\left\|\nabla \cdot \boldsymbol{w}_{h}\right\|_{0} \leqslant c_{\mathrm{La}}(\delta \nu)^{-\frac{1}{2}} h\|p\|_{1}\left\|\left(\boldsymbol{w}_{h}, r_{h}\right)\right\|_{h} \\
&\left|\left(\nabla \cdot\left(\boldsymbol{u}-\boldsymbol{v}_{h}\right), r_{h}\right)\right| \leqslant \nu^{\frac{1}{2}}\left\|\nabla \cdot\left(\boldsymbol{u}-\boldsymbol{v}_{h}\right)\right\|_{0} \nu^{-\frac{1}{2}}\left\|r_{h}\right\|_{0} \leqslant c_{\mathrm{La}}(\nu n)^{\frac{1}{2}} h\|\boldsymbol{u}\|_{2}\left\|\left(\boldsymbol{w}_{h}, r_{h}\right)\right\| \|_{h}
\end{aligned}
$$

The GLS stabilization terms yield

$$
\begin{aligned}
& \left|\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left(\sigma\left(\boldsymbol{u}-\boldsymbol{v}_{h}\right), \sigma \boldsymbol{w}_{h}\right)_{\boldsymbol{T}}\right| \leqslant c_{\mathrm{La}} \alpha \sigma^{\frac{1}{2}} h^{2}\|\boldsymbol{u}\|_{2}\| \|\left(\boldsymbol{w}_{h}, r_{h}\right) \|_{h}, \\
& \left|\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left(\sigma\left(\boldsymbol{u}-\boldsymbol{v}_{h}\right), \nabla r_{h}\right)_{\boldsymbol{T}}\right| \leqslant c_{\mathrm{La}}(\alpha \sigma)^{\frac{1}{2}} h^{2}\|\boldsymbol{u}\|_{2}\left\|\left(\boldsymbol{w}_{h}, r_{h}\right)\right\|_{h}, \\
& \left|\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left(\nabla\left(p-q_{h}\right), \sigma \boldsymbol{w}_{h}\right)_{\boldsymbol{T}}\right| \leqslant c_{\mathrm{La}} \alpha \nu^{-\frac{1}{2}} h\|p\|_{1}\| \|\left(\boldsymbol{w}_{h}, r_{h}\right) \|_{h}, \\
& \left|\alpha \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \frac{h_{\boldsymbol{T}}^{2}}{\nu}\left(\nabla\left(p-q_{h}\right), \nabla r_{h}\right)_{\boldsymbol{T}}\right| \leqslant c_{\mathrm{La}} \alpha^{\frac{1}{2}} \nu^{-\frac{1}{2}} h\|p\|_{1}\left\|\left(\boldsymbol{w}_{h}, r_{h}\right)\right\|_{h},
\end{aligned}
$$

while for the terms related to the Grad-Div stabilization, we obtain

$$
\begin{aligned}
\left|\delta \sum_{\boldsymbol{T} \in \mathcal{T}_{h}} \nu\left(\nabla \cdot\left(\boldsymbol{u}-\boldsymbol{v}_{h}\right), \nabla \cdot \boldsymbol{w}_{h}\right)_{\boldsymbol{T}}\right| & \leqslant \sum_{\boldsymbol{T} \in \mathcal{T}_{h}}(\delta \nu)^{\frac{1}{2}}\left\|\nabla \cdot\left(\boldsymbol{u}-\boldsymbol{v}_{h}\right)\right\|_{0, \boldsymbol{T}}(\delta \nu)^{\frac{1}{2}}\left\|\nabla \cdot \boldsymbol{w}_{h}\right\|_{0, \boldsymbol{T}} \\
& \leqslant c_{\mathrm{La}}(n \delta \nu)^{\frac{1}{2}} h\|\boldsymbol{u}\|_{2}\left\|\left(\boldsymbol{w}_{h}, r_{h}\right)\right\|_{h}
\end{aligned}
$$

The additional terms related to the penalty-free Nitsche method can be controlled as follows:

$$
\begin{aligned}
\left|\left\langle\mu_{\mathrm{eff}} \nabla\left(\boldsymbol{u}-\boldsymbol{v}_{h}\right) \cdot \boldsymbol{n}, \boldsymbol{w}_{h}\right\rangle\right| \leqslant & \mu_{\mathrm{eff}}^{\frac{1}{2}}\left(\sum_{E \in \mathcal{G}_{h}} h_{E}\left\|\nabla\left(\boldsymbol{u}-\boldsymbol{v}_{h}\right) \cdot \boldsymbol{n}_{E}\right\|_{0, E}^{2}\right)^{\frac{1}{2}}\left(\sum_{E \in \mathcal{G}_{h}} \frac{\mu_{\mathrm{eff}}}{h_{E}}\left\|\boldsymbol{w}_{h}\right\|_{0, E}^{2}\right)^{\frac{1}{2}} \\
\leqslant & \frac{\mu_{\mathrm{eff}}^{\frac{1}{2}}}{\theta^{\frac{1}{2}}}\left(\sum_{\boldsymbol{T}_{E}: E \in \mathcal{G}_{h}} c_{\mathrm{DT}}\left(\left\|\nabla\left(\boldsymbol{u}-\boldsymbol{v}_{h}\right)\right\|_{0, \boldsymbol{T}_{E}}^{2}+h_{\boldsymbol{T}_{E}}^{2}\left\|\nabla\left(\nabla\left(\boldsymbol{u}-\boldsymbol{v}_{h}\right)\right)\right\|_{0, \boldsymbol{T}_{E}}^{2}\right)\right)^{\frac{1}{2}} \\
& \times\| \|\left(\boldsymbol{w}_{h}, r_{h}\right) \|_{h} \\
\leqslant & c_{\mathrm{La}}\left(2 \nu c_{\mathrm{DT}}\right)^{\frac{1}{2}} h\|\boldsymbol{u}\|_{2}\| \|\left(\boldsymbol{w}_{h}, r_{h}\right) \|_{h}, \\
\left|\left\langle\mu_{\mathrm{eff}} \nabla \boldsymbol{w}_{h} \cdot \boldsymbol{n}, \boldsymbol{u}-\boldsymbol{v}_{h}\right\rangle\right| \leqslant & \mu_{\mathrm{eff}}^{\frac{1}{2}}\left(\sum_{E \in \mathcal{G}_{h}} \frac{1}{h_{E}}\left\|\boldsymbol{u}-\boldsymbol{v}_{h}\right\|_{0, E}^{2}\right)^{\frac{1}{2}}\left(\sum_{E \in \mathcal{G}_{h}} h_{E} \mu_{\mathrm{eff}}\left\|\nabla \boldsymbol{w}_{h} \cdot \boldsymbol{n}_{E}\right\|_{0, E}^{2}\right)^{\frac{1}{2}} \\
\leqslant & \left(\mu_{\mathrm{eff}} c_{\mathrm{DT}} c_{\mathrm{DTI}}\right)^{\frac{1}{2}}\left(\sum_{\boldsymbol{T}_{E}: E \in \mathcal{G}_{h}} h_{\boldsymbol{T}_{E}}^{-2}\left(\left\|\boldsymbol{u}-\boldsymbol{v}_{h}\right\|_{0, \boldsymbol{T}_{E}}^{2}+h_{\boldsymbol{T}_{E}}^{2}\left\|\nabla\left(\boldsymbol{u}-\boldsymbol{v}_{h}\right)\right\|_{0, \boldsymbol{T}_{E}}^{2}\right)\right)^{\frac{1}{2}} \\
& \times\left(\sum_{\boldsymbol{T}_{E}: E \in \mathcal{G}_{h}} \mu_{\mathrm{eff}}\left\|\nabla \boldsymbol{w}_{h}\right\|_{0, \boldsymbol{T}_{E}}^{2}\right)^{\frac{1}{2}} \\
\leqslant & c_{\mathrm{La}}\left(2 \mu_{\mathrm{eff}} c_{\mathrm{DT}} c_{\mathrm{DTI}}\right)^{\frac{1}{2}} h\|\boldsymbol{u}\|_{2}\| \|\left(\boldsymbol{w}_{h}, r_{h}\right) \|_{h},
\end{aligned}
$$

$$
\begin{aligned}
\left|\left\langle p-q_{h}, \boldsymbol{w}_{h} \cdot \boldsymbol{n}\right\rangle\right| \leqslant & \left(\sum_{E \in \mathcal{G}_{h}} \frac{h_{E}}{\nu}\left\|p-q_{h}\right\|_{0, E}^{2}\right)^{\frac{1}{2}}\left(\sum_{E \in \mathcal{G}_{h}} \frac{\nu}{h_{E}}\left\|\boldsymbol{w}_{h} \cdot \boldsymbol{n}_{E}\right\|_{0, E}^{2}\right)^{\frac{1}{2}} \\
& \leqslant c_{\mathrm{La}}\left(2 c_{\mathrm{DT}}\right)^{\frac{1}{2}} \nu^{-\frac{1}{2}} h\|p\|_{1}\left\|\left(\boldsymbol{w}_{h}, r_{h}\right)\right\|_{h} \\
\left|\left\langle\left(\boldsymbol{u}-\boldsymbol{v}_{h}\right) \cdot \boldsymbol{n}, r_{h}\right\rangle\right| \leqslant & \left(\sum_{E \in \mathcal{G}_{h}} \frac{1}{h_{E}}\left\|\boldsymbol{u}-\boldsymbol{v}_{h}\right\|_{0, E}^{2}\right)^{\frac{1}{2}}\left(\sum_{E \in \mathcal{G}_{h}} h_{E}\left\|r_{h}\right\|_{0, E}^{2}\right)^{\frac{1}{2}} \\
\leqslant & \left(c_{\mathrm{DT}} c_{\mathrm{DTI}} \nu\right)^{\frac{1}{2}}\left(\sum_{\boldsymbol{T}_{E}: E \in \mathcal{G}_{h}}\left(h_{\boldsymbol{T}_{E}}^{-2}\left\|\boldsymbol{u}-\boldsymbol{v}_{h}\right\|_{0, \boldsymbol{T}_{E}}^{2}+\left\|\nabla\left(\boldsymbol{u}-\boldsymbol{v}_{h}\right)\right\|_{0, \boldsymbol{T}_{E}}^{2}\right)\right)^{\frac{1}{2}} \\
& \times\left(\sum_{\boldsymbol{T}_{E}: E \in \mathcal{G}_{h}} \frac{\left\|r_{h}\right\|_{0, \boldsymbol{T}_{E}}^{2}}{\nu}\right)^{\frac{1}{2}} \\
\leqslant & c_{\mathrm{La}}\left(2 c_{\mathrm{DT}} c_{\mathrm{DTI}} \nu\right)^{\frac{1}{2}} h\|\boldsymbol{u}\|_{2}\| \|\left(\boldsymbol{w}_{h}, r_{h}\right) \|_{h} .
\end{aligned}
$$

The terms related to the corner stabilization vanish as the Lagrange interpolator is exact on mesh nodes. The proof is concluded summing up all the contributions and using Lemma 3.16.

## 4. Numerical EXAMPLES

The goal of this Section is to validate the results of the analysis of the penalty-free Nitsche method (2.7) against numerical experiments, especially testing the robustness of the formulation with respect to the physical parameters $\mu_{\mathrm{eff}}$ and $\sigma$.

To this aim, we consider in Sections 4.1 and 4.2 two examples defined on the unit square, i.e., $\boldsymbol{\Omega}:=(0,1)^{2}$ and discretized using uniform triangular meshes obtained by regular refinements (see Fig. 1). In what follows, the four boundary components of $\boldsymbol{\Omega}$ will be referred to as $\Gamma_{i}, i=0,1,2,3$, with $\Gamma_{0}:=\{(x, 0): x \in[0,1]\}$, $\Gamma_{1}:=\{(1, y): y \in[0,1]\}, \Gamma_{2}:=\{(x, 1): x \in[0,1]\}$, and $\Gamma_{3}:=\{(0, y): y \in[0,1]\}$.

In both examples, we compare the results considering different values of the stabilization parameters. The common legend for all forthcoming plots is shown in Figure 2. In particular, line colors will denote different values of $\alpha$ (GLS stabilization), line styles will be related to $\delta$ (Grad-Div stabilization) and line markers will refer to the value of the characteristic length $\ell_{\Omega}$.

Finally, we show in Section 4.3 the numerical results for a more realistic example of a Brinkman flow in a heterogeneous porous medium. In all cases, the numerical solutions have been computed using the finite element library ParMooN [35].

### 4.1. Example I: A generalized Poiseuille/Brinkman flow

The first example, taken from [22], is based on the functions

$$
\begin{align*}
\boldsymbol{u}(x, y) & :=\left(u_{1}(x, y), 0\right)^{T},  \tag{4.1a}\\
u_{1}(x, y) & :=\left\{\begin{array}{cc}
\sigma^{-1}\left(1-\frac{\exp \left((1-y) \sqrt{\frac{\sigma}{\mu_{\text {eff }}}}\right)+\exp \left(y \sqrt{\frac{\sigma}{\mu_{\text {eff }}}}\right)}{1+\exp \left(\sqrt{\frac{\sigma}{\mu_{\text {eff }}}}\right)}\right), & \text { if } \frac{\mu_{\mathrm{eff}}}{\sigma}>0 \\
\sigma^{-1}, & \text { if } \frac{\mu_{\mathrm{eff}}}{\sigma}=0
\end{array}\right.  \tag{4.1b}\\
p(x, y) & :=0.5-x, \tag{4.1c}
\end{align*}
$$

| Level | $h_{\boldsymbol{T}}$ | \# Cells (Triangles) | \# Dofs $(\boldsymbol{v}, p)$ |
| :---: | :---: | :---: | :---: |
| 0 | 1.41421 | 2 | $(8,4)$ |
| 1 | 0.707107 | 8 | $(18,9)$ |
| 2 | 0.353553 | 32 | $(50,25)$ |
| 3 | 0.176777 | 128 | $(162,81)$ |
| 4 | 0.0883883 | 512 | $(578,289)$ |
| 5 | 0.0441942 | 2048 | $(2178,1089)$ |
| 6 | 0.0220971 | 8192 | $(8450,4225)$ |
| 7 | 0.0110485 | 32768 | $(33282,16641)$ |
| 8 | 0.00552427 | 131072 | $(132098,66049)$ |
| 9 | 0.00276214 | 524288 | $(526338,263169)$ |



Figure 1. Left panel: characteristic element size, number of elements, number of degrees of freedom for the uniform triangular meshes used for the numerical computations. Right panel: meshes corresponding to Level 0 (black) and Level 1 (black/grey).
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Figure 2. In each plot, we compare the errors varying the GLS stabilization parameter $\alpha$ (orange: 0.1, yellow: 1, purple: 10), the Grad-Div stabilization parameter $\delta$ (dashed line: 0.1, solid line: 1 , dotted line: 10) and the characteristic length $\ell_{\Omega}$ (crosses: 0.1 , circles: 1). (Color online).
which solve the Brinkman problem (1.1) (for $\sigma>0$ and $\mu_{\mathrm{eff}} \geqslant 0$ ) for $\boldsymbol{f}=\mathbf{0}$ and $g=0$, and with Neumann boundary conditions on the left and right boundaries

$$
(-\nabla \boldsymbol{u}+p \mathbb{I}) \cdot \boldsymbol{n}= \begin{cases}-0.5 \boldsymbol{n}, & \text { on } \Gamma_{1} \\ +0.5 \boldsymbol{n}, & \text { on } \Gamma_{3},\end{cases}
$$

and homogeneous Dirichlet boundary conditions on top and bottom boundaries

$$
\boldsymbol{u}(x, y)=\mathbf{0}, \quad \text { on } \Gamma_{0} \cup \Gamma_{2}
$$

Figure 3 depicts the velocity profile $\left(u_{1}(y)\right)$ for a few values of $\mu_{\text {eff }}$ and $\sigma$. Notice that, for smaller values of the ratio $\frac{\mu_{\text {eff }}}{\sigma}$, the solution has a boundary layer near the Dirichlet boundaries. As observed in [22], imposing strongly the Dirichlet boundary conditions might lead to strong unphysical oscillations (so-called overshoots and undershoots) near the boundary, since the mesh is not fine enough to resolve the boundary layer.

### 4.1.1. Convergence

We performed numerical simulations in two different physical regimes, considering $\mu_{\mathrm{eff}}=\sigma=1$, i.e., $\frac{\mu_{\mathrm{eff}}}{\sigma}=1$, and $\mu_{\text {eff }}=0.001, \sigma=10$, thus $\frac{\mu_{\text {eff }}}{\sigma}=0.0001$.


Figure 3. Example I: The function $u_{1}(y)$ defined in (4.1b) with fixed $\mu_{\text {eff }}=1$ for different values of $\sigma$ (left panel) and with fixed $\sigma=1$ for different values of $\mu_{\mathrm{eff}}$ (right panel).


Figure 4. Example I: Error in the mesh dependent norm (2.13) against the mesh size (levels $3-9)$ in double logarithmic scale, for the cases $\left(\mu_{\mathrm{eff}}, \sigma\right)=(1,1)$ (left panel) and ( $\left.\mu_{\mathrm{eff}}, \sigma\right)=$ $(0.001,10)$ (right panel). A dashed line with slope equal to one is also shown. For comparable values of $\mu_{\text {eff }}$ and $\sigma$, choosing larger values of $\alpha$ (purple) and smaller values for $l_{\Omega}$ (crosses) yields less accurate results. (Color online).

The convergence of the error in the mesh dependent norm (2.13) is shown in Figure 4, comparing the results for different values of the parameters $\alpha, \delta$, and $\ell_{\Omega}$, described in Figure 2. We observe that, in both cases, the predicted convergence rate is obtained in the considered range of stabilization parameters. We also notice that the magnitude of the error slightly increases, the larger $\alpha$ is chosen. The Grad-Div stabilization parameter seems to have a similar effect on the results. Notice that, due to the absence of corners between Dirichlet boundaries, the corner stabilization is not necessary for this example, i.e., $\rho=0$.

In Figures 5 and 6 the different components of the velocity and pressure errors (including the error with respect to the velocity on the boundary) are depicted for the same values of the stabilization parameters, see Figure 2. The theoretical convergence order 1 is obtained in all cases.


Figure 5. Example I: Velocity and pressure errors against the mesh size (levels 3-9) in double logarithmic scale, for the case $\left(\mu_{\text {eff }}, \sigma\right)=(1,1)$. The lines with slope equal to 1 (dashed) and 2 (solid) are also shown. In all cases, decreasing the parameter $\alpha$ (orange: 0.1 , yellow: 1, purple: 10) improves the absolute accuracy of the results. (Color online).


Figure 6. Example I: Velocity and pressure errors against the mesh size (levels 3-9) in double logarithmic scale, for the case $\left(\mu_{\mathrm{eff}}, \sigma\right)=(0.001,10)$. The lines with slope equal to 1 (dashed) and 2 (solid) are also shown. In this case, the choice $\ell_{\Omega}=1$ (circle) and $\delta=10$ (dotted line) yields lower errors in the velocity, whereas the choice $\ell_{\Omega}=0.1$ (crosses) performs better w.r.t. the magnitude of the pressure errors.



$$
\begin{array}{|ll|}
\hline-\left(\mu_{\mathrm{eff}}, \sigma\right)=(1,1) & \times l_{\Omega}=0.1 \\
-\left(\mu_{\mathrm{eff}}, \sigma\right)=(0.001,10) & \bigcirc l_{\Omega}=1 \\
\hline
\end{array}
$$

Figure 7. Example I: Condition numbers (double logarithmic scale) of the coefficient matrix against $\alpha$ (left plot, fixing $\delta=1$ ) and $\delta$ (right plot, fixing $\alpha=1$ ) for refinement level 6 . In all cases, we set $\rho=0$ and $l_{\Omega}=0.1$ (crosses) or $l_{\Omega}=1$ (circles).

For $\left(\mu_{\text {eff }}, \sigma\right)=(1,1)$, the best results are given by the choice $\alpha=0.1, \delta=0.1$, and $\ell_{\Omega}=1$, except for the divergence error of the velocity which reduces with increasing Grad-Div parameter (hence $\alpha=0.1, \delta=10$, and $\ell_{\Omega}=1$ ).

The plots for $\left(\mu_{\mathrm{eff}}, \sigma\right)=(0.001,10)$ reveal that only, the divergence of the velocity, the normal velocity at the boundary, and the pressure errors do depend significantly on the considered parameter variations. Moreover, except for the $L^{2}$-norm of the pressure error, the results with $\ell_{\Omega}=1$ are in general better than the ones with $\ell_{\Omega}=0.1$, when keeping the other parameters constant. In the excepted case, the situation is vice versa. It seems like the divergence error and the pressure error behave contrary to each other with respect to the stabilization parameters.

### 4.1.2. Conditioning

For the above described physical settings, we also performed numerical tests concerning the effect of the stabilization parameters on the conditioning of the resulting finite element matrix.

Therefore, we considered a fixed characteristic mesh size $\left(h=h_{\boldsymbol{T}} \approx 0.02\right.$ for all $\boldsymbol{T} \in \mathcal{T}_{h}$, corresponding to refinement level 6 in Fig. 1), and computed the condition number of the coefficient matrix for two different combinations of the physical parameters, namely, $\left(\mu_{\text {eff }}, \sigma\right) \in\{(1,1),(0.001,10)\}$ and four different values $(0.01,0.1,1,10)$ for $\alpha$ and $\delta$ (fixing one of the two parameters to one). Moreover, we compared $l_{\Omega}=0.1$ with $l_{\Omega}=1$ and since in this example Neumann boundary conditions are imposed on the left and right boundaries, the corner stabilization was not needed, i.e., we set $\rho=0$. The results are shown in Figure 7. In all cases, the condition number has been computed using the routine cond.m available in MATLAB R2018a.

With respect to the GLS parameter, the results show that the condition number is largest when choosing very small values of $\alpha$, decreases for increasing $\alpha$, and remains almost unchanged when $\alpha \geq 0.1$. This is consistent with the fact that the GLS stabilization is required for the invertibility of the finite element matrix and it suggests, considering also the convergence results discussed in Section 4.1.1, that, 0.1 is the optimal order of magnitude for $\alpha$. For the same values of $\alpha$, Figure 7 (left) also suggests that increasing $\mu_{\text {eff }}+\sigma l_{\Omega}^{2}$ yields an increase in the condition number. This result could be explained by observing that the pressure-pressure block introduced by the GLS stabilization, i.e., the contribution due to the term $(\nabla p, \nabla q)_{\boldsymbol{T}}$, is multiplied by $\frac{\alpha h_{T}^{2}}{\mu_{\text {eff }}+\sigma l_{\Omega}^{2}}$.

Therefore, one can expect that an increase in the denominator produces an effect similar to a decrease in $\alpha$ with respect to this term.

From Figure 7 (right) we observe that increasing the Grad-Div stabilization parameter $\delta$ yields an increase in the condition number of the matrix. This behavior could be a consequence of the fact that the divergence-free constraint can only be enforced with respect to the chosen finite element pair (regardless of the penalization imposed on $\nabla \cdot u)$. Also in this case, it is important to observe that the matrix contribution due to the Grad-Div stabilization is multiplied by $\delta\left(\mu_{\mathrm{eff}}+\sigma l_{\Omega}^{2}\right)$. Therefore, it shall be expected that the condition number results from the interplay between the stabilization and the physical parameters.

### 4.2. Example II: A trigonometric Darcy flow

The next example (see, e.g., $[3,12]$ ), focuses on a pure Darcy flow (i.e., $\mu_{\mathrm{eff}}=0$ ). Namely, we consider the velocity-pressure pair

$$
\begin{aligned}
\boldsymbol{u}(x, y) & :=\binom{u_{1}(x, y)}{u_{2}(x, y)}=\binom{-2 \pi \cos (2 \pi x) \sin (2 \pi y)}{-2 \pi \sin (2 \pi x) \cos (2 \pi y)}, \\
p(x, y) & :=\sigma \sin (2 \pi x) \sin (2 \pi y)
\end{aligned}
$$

which solves problem (1.1) for $\mu_{\mathrm{eff}}=0, \boldsymbol{f}=\mathbf{0}, g=8 \pi^{2} \sin (2 \pi x) \sin (2 \pi y)$, and with boundary conditions

$$
\boldsymbol{u} \cdot \boldsymbol{n}(x, y)=\left\{\begin{aligned}
2 \pi \sin (2 \pi x) & \text { on } \Gamma_{0} \\
-2 \pi \sin (2 \pi y) & \text { on } \Gamma_{1} \\
-2 \pi \sin (2 \pi x) & \text { on } \Gamma_{2} \\
2 \pi \sin (2 \pi y) & \text { on } \Gamma_{3}
\end{aligned}\right.
$$

### 4.2.1. Convergence

Numerical simulations have been performed considering $\sigma \in\{0.00001,0.001,0.01,0.1,1,10,1000,100000\}$. The errors in the mesh dependent norm (2.13), for $\sigma \in\{0.001,1,1000\}$ and different values of the stabilization parameters, are shown in Figure 8. We recall that the legend is described in Figure 2. As apparent, the magnitude of the errors increases with increasing $\sigma$, whereas the overall behavior changes very slightly. Small GLS parameters and $\ell_{\Omega}=0.1$ yield smaller energy errors than the other options.

Figure 9 contains the error components with respect to the velocity for $\sigma=1$. This represents any value of $\sigma$, since this parameter has no influence on the behavior of the considered norms.

Finally, Figure 10 visualizes the reduction of the pressure error component with respect to different mesh resolutions for $\sigma \in\{0.001,1,1000\}$. As reflected in the energy norm, basically only the magnitude is influenced by a variation of $\sigma$ in a significant fashion.
Altogether, the predicted convergence rate was obtained for all combinations, nevertheless, the choice $\alpha=0.1$, $\delta=0.1$, and $\ell_{\Omega}=0.1$ seems to lead to the best result. Note, that a variation in the corner stabilization parameter did not result in any change of the convergence behavior, such that $\rho=1$ was fixed.

### 4.2.2. Conditioning

As next, we investigated numerically the dependence of the conditioning of the coefficient matrix on the stabilization parameters, considering $\sigma \in\{0.001,1,1000\}$ and four different values of $\alpha$ and $\delta$ ranging from 0.01 to 10 . An additional study has been performed varying the corner stabilization parameter $\rho$. However, since we did not observe any significant impact on the condition number, only the outcome for the case $\rho=1$ is visualized here. As in the previous example, we considered the mesh refinement level 6 and computed the condition number using the routine cond.m available in MATLAB R2018a for $l_{\Omega}=0.1$ and $l_{\Omega}=1$. The results are displayed in Figure 11.

For moderate and large values of $\sigma$, the results are quite in line with the ones obtained for the previous example (Sect. 4.1.2). Namely, the condition number is large for small $\alpha$ (GLS stabilization) and tends to increase when increasing $\delta$ (Grad-Div stabilization). Moreover, $\sigma=1000$, at least together with $l_{\Omega}=1$, appears


Figure 8. Example II: Error in the mesh dependent norm (2.13) against the mesh size (levels 3-9) in double logarithmic scale, for the cases $\sigma=0.001$ (left panel), $\sigma=1$ (center panel), and $\sigma=1000$ (right panel). The dashed line visualizes a slope equal to 1 . In these cases, $\ell_{\Omega}=0.1$ (crosses) and $\alpha=0.1$ (orange), and $\delta=0.1$ (dashed) produces overall better results.




Figure 9. Example II: Velocity errors against the mesh size (levels 3-9) in double logarithmic scale, for the case $\sigma=1$ as a representative case for any considered $\sigma$. The lines with slope equal to 1 (dashed) and 2 (solid) are also shown.


Figure 10. Example II: Pressure errors against the mesh size (levels 3-9) in double logarithmic scale, for the cases $\sigma=0.001$ (left panel), $\sigma=1$ (center panel), and $\sigma=1000$ (right panel). The lines with slope equal to 1 (dashed) and 2 (solid) are also shown. Here, $\ell_{\Omega}=0.1$ (crosses) resulted in smaller errors.



$$
\begin{array}{ll}
-\sigma=1000 & \times l_{\Omega}=0.1 \\
-\sigma=1 & \bigcirc l_{\Omega}=1 \\
-\sigma=0.001 &
\end{array}
$$

Figure 11. Example II: Condition numbers (double logarithmic scale) of the coefficient matrix against $\alpha$ (left plot, fixing $\delta=1$ ) and $\delta$ (right plot, fixing $\alpha=1$ ) for refinement level 6 . In all cases, we set $\rho=1$ and $l_{\Omega}=0.1$ (crosses) or $l_{\Omega}=1$ (circles).
to be the setting with the worst conditioning. As observed before, the increase in $\sigma l_{\Omega}^{2}$ can be expected to produce an effect analogous to a decrease in $\alpha$ or an increase in $\delta$ (i.e., worsening the conditioning).

A different behavior is obtained for the case $\sigma=0.001$. In this situation, the condition number increases with $\alpha$ (Figure 11, left), suggesting that the conditioning worsens when the pressure-pressure block (which is proportional to $\frac{\alpha h_{工}^{2}}{\sigma l_{\Omega}^{2}}$ ) is much larger than the block diagonal of the velocity-velocity (which scales with $\sigma\left(1+\frac{\alpha h_{\boldsymbol{T}}^{2}}{l_{\Omega}^{2}}+\delta l_{\Omega}^{2}\right)$ ).

In the case of a varying Grad-Div stabilization parameter we observe that, for a very small value of $\sigma l_{\Omega}^{2}$, the matrix contribution due to the Grad-Div terms remains small, which can explain the fact that the condition number in Figure 11 (right - orange line, green line with crosses) stays almost constant (in the considered range of $\delta$ ).

In conclusion, Figure 11 confirms that the condition number is strictly related to both, physical and stabilization parameters, and, in particular, that the conditioning might be qualitatively very diverse for the same stabilization parameters but very different physical settings. However, a more detailed study is out of the scope of this publication.

### 4.3. Example III: An example from groundwater flows

Finally, we consider the following example, taken from [16]. All physical quantities are considered in SI units. In this case, a rectangular domain of length $L=12[\mathrm{~m}]$ and depth $H=8[\mathrm{~m}]$, i.e., $\boldsymbol{\Omega}:=[0,12] \times[0,8]$, is considered. Within $\boldsymbol{\Omega}$, we distinguish between a free flow region $\boldsymbol{\Omega}_{\mathrm{f}}$ with $\mu_{\mathrm{eff}}=0.01$ and $\sigma=0$, a moderately permeable region $\boldsymbol{\Omega}_{\mathrm{p}, 1}$ with $\mu_{\mathrm{eff}}=0$ and $\sigma=100$, and a low permeability region $\boldsymbol{\Omega}_{\mathrm{p}, 2}$ with $\mu_{\mathrm{eff}}=0$ and $\sigma=10^{6}$, see Figure 12. An outflow condition (natural boundary condition) is imposed on the right boundary, by setting

$$
\left(\mu_{\mathrm{eff}} \nabla \boldsymbol{u}-p \mathbb{I}\right) \cdot \boldsymbol{n}=\mathbf{0}, \quad \text { for } x=12
$$



Figure 12. Example III: Sketch of the domain, showing in different colors the different physical regions $\Omega_{\mathrm{f}}$ (red), $\Omega_{\mathrm{p}, 1}$ (green), and $\Omega_{\mathrm{p}, 2}$ (yellow). (Color online).


Figure 13. Example III: The magnitude of the velocity over the whole domain (left panel) and the magnitude of the velocity with velocity vectors within the porous region $\Omega_{\mathrm{p}, 1} \cup \Omega_{\mathrm{p}, 2}$ (right panel).
while essential boundary conditions are imposed via the penalty-free Nitsche method on the left (parabolic with maximum velocity $0.1[\mathrm{~m} / \mathrm{s}]$ ), top (homogeneous), and bottom (homogeneous) boundaries:

$$
\begin{array}{ll}
\boldsymbol{u}=\left(u_{1}, u_{2}\right)^{T}=\left(-0.4 y^{2}+0.4 y, 0\right)^{T}, & \text { for } x=0 \\
\boldsymbol{u}=\mathbf{0}, & \text { for } y=0, \text { resp. } y=8
\end{array}
$$

The simulation has been performed on a non-uniform mesh containing about 11 K vertices, which has a slightly higher resolution at the implicit interfaces defined by the boundary of $\boldsymbol{\Omega}_{\mathrm{p}, 2}$. The results for the velocity are shown in Figure 13, while pressure isolines are depicted in Figure 14.

## 5. Conclusions

In this paper, we proposed and analyzed a stabilized equal-order finite element formulation for the Brinkman model combined with a non-symmetric Nitsche method. We investigated the properties of the recently introduced


Figure 14. Example III: Pressure isolines.
penalty-free Nitsche approach, which is used to weakly impose essential boundary conditions without the need of a penalty parameter.

We proved that the proposed penalty-free method is unconditionally stable with respect to the stabilization parameters - used for stabilizing equal-order finite element spaces and Grad-Div stabilization - and with respect to the physical parameters. In fact, we obtained inf-sup stability independently from the value of the effective viscosity and medium permeability, valid also in the limit regimes of Stokes $(\sigma=0)$ and Darcy ( $\mu_{\mathrm{eff}}=0$ ) flows. Furthermore, optimal a priori error estimates in a mesh-dependent norm were derived, showing that the penaltyfree Nitsche formulation maintains the accuracy properties (in terms of convergence order and dependence on the physical parameters) of traditional approaches (strong imposition of essential boundary conditions) and of the symmetric Nitsche method.

Focusing on the case of two-dimensional polygonal boundaries, in order to prove the robust stability estimate we included an additional corner stabilization, assuring stability of the normal velocity along the boundary in the Darcy limit. The possibility of avoiding the corner stabilization, also in connection with different finite element pairs and in the context of three-dimensional applications, is a subject of current investigation.
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