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Abstract. We construct a Roe-type numerical scheme for approximating the solutions of a drift-
flux two-phase flow model. The model incorporates a set of highly complex closure laws, and the
fluxes are generally not algebraic functions of the conserved variables. Hence, the classical approach
of constructing a Roe solver by means of parameter vectors is unfeasible. Alternative approaches for
analytically constructing the Roe solver are discussed, and a formulation of the Roe solver valid for
general closure laws is derived. In particular, a fully analytical Roe matrix is obtained for the special
case of the Zuber–Findlay law describing bubbly flows. First and second-order accurate versions of the
scheme are demonstrated by numerical examples.
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Introduction

To avoid excessive computational complexity, workable models describing two-phase flows in pipe networks
are conventionally obtained by means of some averaging procedure. Models thus obtained are mathematically
tractable, but there is a significant loss of information associated with the averaging process.

Hence additional information must be supplied to the system in the form of closure laws. The different phys-
ical assumptions leading to such laws result in different formulations of the two-phase flow models [1, 19, 21, 26].
It is useful to divide such models into two main classes:

• Two-fluid models, where equations are written for mass, momentum and energy balances for each fluid
separately.

• Mixture models, where equations for the conservation of physical properties are written for the two-phase
mixture.

For reasons of accuracy and robustness, it is desirable to use a numerical method able to provide an upwind
resolution of all wave phenomena inherent in the models. The approximate Riemann solver of Roe [22] is a
convenient candidate, as it requires only the solution of a linear Riemann problem at each cell interface.
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In the context of two-phase flows, this method has been extensively used. Sainsaulieu [24] proposed a Roe-
type Riemann solver for a model describing incompressible liquid droplets suspended in a gas. Karni et al. [15]
implemented a Roe scheme for a two-fluid model with velocity and pressure relaxation [25].

A classical two-fluid model [26] assumes pressure equilibrium between the phases. Toumi and Kumbaro [31]
presented a Roe scheme for such a model including a virtual mass force term. A generalization allowing for a
pressure-modification term at the gas-liquid interface was presented in [29]. An alternative Roe scheme for this
model was presented by Evje and Fl̊atten [9]. Furthermore, Cortes et al. [6] proposed an efficient method for
calculating the wave structure of the Roe linearization for such a model.

In this paper, we consider a mixture model describing two-phase flows where the motions of the phases
are strongly coupled. The model, commonly denoted as the drift-flux model, consists of a mass conservation
equation for each phase, in addition to a momentum balance equation for the two-phase mixture. Supplementary
relations are required to obtain the information necessary for determining the motion of each phase separately.

These relations are commonly expressed in terms of a hydrodynamic closure law giving the relative velocity
between the phases as a function of the flow parameters:

vg − v� = Φ(mg, m�, vg), (1)

where vk is the velocity and mk is the volumetric mass of phase k. The relative velocity vr = vg − v� between
the phases is often referred to as the slip velocity; for this reason, the closure law (1) is also commonly known
as the slip relation.

In general, the closure law Φ is commonly stated as a complex combination of analytic expressions valid for
particular flow regimes, experimental correlations, and various switching operators. To the investigator, it may
be viewed as a black box. However, a very important special case is the Zuber–Findlay [33] slip relation which
can be written in a simple analytical form. The applicability of the various hydrodynamic laws will be discussed
in Section 1.1.3.

In addition, thermodynamic closure laws must be specified for each phase to relate the phasic density to the
mixture pressure. These relations are often given only in tabular form.

As has been pointed out by several researchers [2,3,7,8,10,23], the complexity of these laws severely restricts
the possibilities for constructing a Roe solver by purely algebraic manipulations. Nevertheless, Roe-type schemes
have been proposed for this model. Romate [23] presented a method for constructing a Roe matrix using a
fully numerical approach. This method was used as the conservative part of the hybrid primitive-conservative
method of Fjelde and Karlsen [11]. Faille and Heintzé [10] proposed a linearized Riemann solver which may
be interpreted as a simplified version of the approach of Romate. However, their suggested scheme does not
satisfy the Roe conditions, with the consequence that the numerical fluxes are generally discontinuous if there
is a change of sign in an eigenvalue between neighbouring cells.

A more formal approach was undertaken by Toumi and Caruge [30] for a related model involving a mixture
mass equation and a mixture energy equation. Based on a splitting of the flux into a “mixture” and “drift”
part, they described how a Roe matrix could be obtained using the parameter-vector approach of Roe [22].
Unfortunately, the success of this approach relies heavily on the simplicity of the flux Jacobian of their model.
Furthermore, their framework leads to integrals over the closure laws for which closed-form solutions do not
generally exist.

Baudin et al. [2,3] suggested a relaxation scheme of the type proposed by Jin and Xin [14]. This is somewhat
related to the Roe scheme in that one needs only to solve a linear Riemann problem at each cell interface.
However, the relaxation parameters must be chosen with care to avoid excessive numerical dissipation.

In this paper, we propose an alternative method for constructing a Roe solver for the drift-flux model. To
as large a degree as possible, we construct our Roe solver based on analytically derived averages. By this, we
address computational complexity issues associated with previously derived Roe solvers. Furthermore, we are
able to isolate the effect of the closure laws on the mathematical structure of the Roe linearization. Hence our
analytically derived Roe matrix can be used in conjunction with arbitrary formulations of the closure laws.
Nevertheless, special consideration will be given to the Zuber–Findlay law.
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The paper is organized as follows: In Section 1, we describe the two-phase flow model that we will be
working with. In Section 1.1.3, we discuss the hydrodynamic closure law. In Section 1.2, we derive an analytical
expression for the flux Jacobian of the model. In Section 2, we discuss various strategies for analytically
constructing a Roe solver for systems of conservation laws. In Section 2.2, we adapt these strategies to the
drift-flux model supplied with general closure laws. In Section 2.3, we present a method for obtaining a fully
analytical Roe matrix for the special case of the Zuber–Findlay closure law. In Section 2.4, the main results of
Section 2 are summarized. The numerical algorithm is described in Section 3.

In Section 4 we present numerical simulations, demonstrating accuracy and robustness properties of the
scheme. Finally, our results are summarized in Section 5.

1. The drift-flux model

1.1. Model formulation

The model that we will be concerned with may be written in the following vector form

∂q

∂t
+

∂f(q)
∂x

= s(q), (2)

where q is the vector of conserved variables, f is the vector of fluxes, and s(q) is the vector of sources. They
are given by

q =

⎡
⎣ ρgαg

ρ�α�

ρgαgvg + ρ�α�v�

⎤
⎦ =

⎡
⎣ mg

m�

Ig + I�

⎤
⎦ , (3)

f(q) =

⎡
⎣ ρgαgvg

ρ�α�v�

ρgαgv
2
g + ρ�α�v

2
� + p

⎤
⎦ =

⎡
⎣ Ig

I�

Igvg + I�v� + p

⎤
⎦ (4)

and

s(q) =

⎡
⎣ 0

0
−Fw

⎤
⎦ . (5)

1.1.1. Nomenclature

In the following, we use the index k ∈ [g, �] to denote either the gas (g) or liquid (�) phase. For each phase,
the variables are defined as follows:

ρk - density,
mk - volumetric mass,
vk - velocity,
Ik - volumetric momentum,
αk - volume fraction,
p - pressure common to both phases,
Fw - wall friction momentum source.

In the numerical examples presented in this paper, Fw is set equal to zero unless otherwise stated.
The volume fractions satisfy

αg + α� = 1. (6)

Dynamic mass and energy transfers are neglected; we consider isentropic or isothermal flows. In particular, this
means that the pressure may be obtained as

p = p(ρg) = p(ρ�). (7)
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1.1.2. Thermodynamic submodels

For the numerical simulations presented in this work, we assume that both the gas and liquid phases are
compressible, where p(ρk) are strictly increasing functions, i.e.

∂p

∂ρk
> 0. (8)

In particular, this implies that p(ρk) are invertible functions, so that the densities may be expressed as

ρk = ρk(p). (9)

In this work we consider locally linearized thermodynamic relations

ρ� = ρ�,0 +
p − p�,0

c2
�

(10)

and
ρg = ρg,0 +

p − pg,0

c2
g

, (11)

where
pk,0 = p(ρk,0)

and
c2
k ≡ ∂p

∂ρk
(pk,0). (12)

Note that (10) and (11) can be written in the more condensed form

pk = c2
k(ρk − ρ◦k), (13)

where the parameter ρ◦k is given by
ρ◦k = ρk,0 − pk,0

c2
k

· (14)

The values of the parameters ρ◦k and ck will be specified in Section 4.

1.1.3. Hydrodynamic submodels

By far the most important aspect of the model is the hydrodynamic closure law, which is commonly expressed
in the following general form

vg − v� = Φ(mg, m�, vg). (15)
Provided that Φ is properly chosen for the application, Masella et al. [17] argue that the drift-flux model has a
very general validity for practical two-phase flow problems.

The formulation of this law has a large effect on the flux Jacobian of the drift-flux model, and hence on
the construction of the linearized Roe solver. A general approach for handling this difficulty is described in
Section 2.2.7, where we explicitly express the Roe matrix as a function of Φ. Hence our proposed Roe solver
can be used in conjunction with arbitrary closure laws in the form (15).

Nevertheless, a special case of significant interest is the Zuber–Findlay [33] relation

vg = K(αgvg + α�v�) + S, (16)

where K and S are flow-dependent parameters. The validity of (16) is limited to the slug and bubbly flow
regimes. However, for these regimes the Zuber–Findlay law has been experimentally verified for a broad range
of parameters [4,12]. In the numerical Section 4, we put particular emphasis on the Zuber–Findlay law. A Roe
linearization specially adapted to this law is presented in Section 2.3.
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1.2. The Jacobian matrix

An alternative formulation of the system (2) is the quasi-linear form

∂q

∂t
+ A(q)

∂q

∂x
= s(q), (17)

where the flux Jacobian A(q) is defined as

A(q) ≡ ∂f

∂q
=

[
∂fi

∂qj

]
. (18)

In the following, we will derive an expression for A. Towards this aim, we will follow the common practice of
thermodynamics and take (

∂X

∂Y

)
a,b

(19)

to mean the partial derivative of X with respect to Y under the assumption of constant a and b.

1.2.1. Some definitions

We now define the following basic abbreviations:

µg =
(

∂Φ
∂mg

)
m�,vg

(20)

µ� =
(

∂Φ
∂m�

)
mg,vg

(21)

µv =
(

∂Φ
∂vg

)
mg,m�

(22)

ζ =
(

∂v�

∂vg

)
mg,m�

. (23)

We further define the pseudo mass � as
� = mg + ζm�. (24)

Remark 1. We observe that by writing (1) as

dΦ = dvg − dv�, (25)

we obtain from (22) and (23) the basic relation

µv = 1 − ζ. (26)

We may now state a number of useful preliminary results:

Lemma 1. The gas velocity differential dvg may be written as

dvg =
1
�

((m�µg − vg) dq1 + (m�µ� − v�) dq2 + dq3) . (27)

Proof. We may expand dq3 as

dq3 = mg dvg + vg dmg + v� dm� + m� dv�. (28)
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Furthermore, the definitions (20)–(22) may be written in the form

dΦ = µg dmg + µ� dm� + µv dvg. (29)

Using (26), we obtain from (25) and (29)

dv� = dvg − dΦ = ζ dvg − µg dmg − µ� dm�. (30)

The result follows from substituting (30) into (28) and solving for dvg. �
Lemma 2. The liquid velocity differential dv� may be written as

dv� =
1
�

(− (mgµg + ζvg) dq1 − (mgµ� + ζv�) dq2 + ζ dq3) . (31)

Proof. The result follows from substituting (27) into (30). �
Lemma 3. The gas momentum differential dIg may be written as

dIg =
1
�

((mgm�µg + ζm�vg) dq1 + (mgm�µ� − mgv�) dq2 + mg dq3) . (32)

Proof. We may expand dIg as

dIg = mg dvg + vg dmg = mg dvg + vg dq1. (33)

The result follows from substituting (27) into (33). �
Lemma 4. The liquid momentum differential dI� may be written as

dI� =
1
�

(− (mgm�µg + ζm�vg) dq1 − (mgm�µ� − mgv�) dq2 + ζm� dq3) . (34)

Proof. Using the definition
dq3 = dIg + dI�, (35)

it follows that
dI� = dq3 − dIg. (36)

The result follows from substituting (32) into (36). �
Lemma 5. The pressure differential dp may be written as

dp = κ (ρ� dq1 + ρg dq2) , (37)

where
κ =

1
(∂ρg/∂p)ρ�αg + (∂ρ�/∂p)ρgα�

· (38)

Proof. By the definitions in Section 1.1.1, we may rewrite αg + α� = 1 as

mg

ρg(p)
+

m�

ρ�(p)
= 1. (39)

Differentiating (39) we obtain

1
ρg

dmg − mg

ρ2
g

∂ρg

∂p
dp +

1
ρ�

dm� − m�

ρ2
�

∂ρ�

∂p
dp = 0. (40)
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Solving for dp yields the desired result. �

Lemma 6. The gas momentum convection differential d(Igvg) may be written as

d(Igvg) =
1
�

((
2mgm�vgµg + (ζm� − mg)v2

g

)
dq1

+ (2mgm�vgµ� − 2mgvgv�) dq2 + 2mgvg dq3) . (41)

Proof. We may expand d(Igvg) as
d(Igvg) = Ig dvg + vg dIg. (42)

The result follows from substituting (27) and (32) into (42). �

Lemma 7. The liquid momentum convection differential d(I�v�) may be written as

d(I�v�) =
1
�

(− (2mgm�v�µg + 2ζm�vgv�) dq1

− (
2mgm�v�µ� + (ζm� − mg)v2

�

)
dq2 + 2ζm�v� dq3

)
. (43)

Proof. We may expand d(I�v�) as
d(I�v�) = I� dv� + v� dI�. (44)

The result follows from substituting (31) and (34) into (44). �

Using these lemmas, we see that the Jacobian matrix can be written as

A(q) =
1
�

⎡
⎣ mgm�µg + ζm�vg mgm�µ� − mgv� mg

−(mgm�µg + ζm�vg) mgv� − mgm�µ� ζm�

a31 a32 2(mgvg + ζm�v�)

⎤
⎦ , (45)

where
a31 = κ�ρ� + 2mgm�µg(vg − v�) + (ζm� − mg)v2

g − 2ζm�vgv� (46)
and

a32 = κ�ρg + 2mgm�µ�(vg − v�) − (ζm� − mg)v2
� − 2mgvgv�. (47)

2. The Roe linearization

The essence of Roe’s method [22] is the replacement of the original nonlinear problem

∂q

∂t
+

∂

∂x
f (q) = 0 (48)

by a linearized problem defined locally at each cell interface;

∂ q̂

∂t
+ Âi−1/2

∂ q̂

∂x
= 0. (49)

In the context of Roe’s method, the matrix Âi−1/2 is expressed as a function of the left and right states as
Â(qL, qR), and must satisfy the following conditions:

R1: Â(qL, qR)(qR − qL) = f (qR) − f (qL);
R2: Â(qL, qR) is diagonalizable with real eigenvalues;
R3: Â(qL, qR) → A(q) smoothly as qL, qR → q.
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The main difficulty with the construction of such a matrix Â is commonly associated with the condition R1.
However, here the condition R2 is also non-trivial as the drift-flux model we consider is itself only conditionally
hyperbolic [5]. In particular, if the relative velocity Φ between the phases becomes too large, the mixture sound
velocity becomes imaginary and the system takes on an elliptic nature, see Appendix A.

In particular, this means that the following negative result holds:

Proposition 1. For the general drift-flux model, no consistent Roe linearization can unconditionally satisfy
R2.

Proof. Assume a Roe linearization satisfying R3. Assume further that q = qL = qR is in the non-hyperbolic
region of the model. Then by R3 we obtain:

Â(qL, qR) = A(q), (50)

and R2 is violated. �

Hence in this paper, we will be content with deriving a scheme that only conditionally satisfies R2. Note that
if qL and qR are sufficiently close and in the hyperbolic region of the model, R2 is more or less automatically
guaranteed by R3.

In the following, we will consequently focus on proving that our Roe scheme satisfies the conditions R1 and
R3. Although the complexity of the model precludes us from deriving exact hyperbolicity conditions, we will
verify that R2 holds for the numerical simulations.

The hyperbolicity condititions are discussed in more detail in Appendix A.

2.1. Linearization strategies

In the event that the flux function f is a rational function of the components of q, Roe [22] discusses two
strategies to meet the condition R1:

Strategy 1 (direct algebraic manipulation). The following are discrete variants of the differential rules for
rational functions:

∆(p ± q) = ∆p ± ∆q, (51)
∆(pq) = p̄∆q + q̄∆p, (52)

∆(1/q) = −∆q/q̃2, (53)

where (̄·) denotes an arithmetic and (̃·) denotes a geometric mean value. As any rational function y(x1, . . . , xn)
can be constructed by a sequence of additions, multiplications and divisions on its arguments, it follows from
(51)–(53) that any jump ∆y can generally be written in terms of jumps in xr as

∆y(x1, . . . , xn) =
n∑

r=1

kr∆xr , (54)

where the coefficients kr are obtained by repeated application of (51)–(53) to ∆y.
Now (54) may be extended to the flux vector f(q) to yield

fi(qR) − fi(qL) =
∑

j

Âij

(
qR
j − qL

j

)
, (55)

where Âij , constructed by repeated application of (51)–(53), are the entries of Â.
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Strategy 2 (parameter vectors). We assume that f and q may be expressed through a change of variables as

f = f(w) (56)
q = q(w), (57)

for some parameter vector w(q), where the components of f are at most quadratic polynomials in the components
of w. Then, by (51) and (52), any jump in f is related to jumps in w exclusively through arithmetic averages,
and the Roe matrix may be obtained as

Â(qL, qR) = A

(
q

(
1
2
(wL + wR

))
. (58)

Roe [22] presented a successful application of the parameter-vector approach to the 3-dimensional Euler
equations. He also made the observation that several other systems of conservation laws possess a sufficiently
simple structure allowing for a generalization of the approach.

Strategies 1 and 2 are both based on the assumption that the flux vector is a rational function of the
conserved variables. For the drift-flux model, this may hold for simple thermodynamics and the Zuber–Findlay
slip relation, but will not be the case for more general closure laws.

Consequently, we would here like to draw attention to the fact that for the most general case, an alternative
approach exists where the Roe matrix may be expressed as a function of f and q directly. This may be achieved
by replacing the Jacobian by suitable numerical flux derivatives, as described below.

Strategy 3 (flux differences). Assuming that q is an N -vector, we may write the flux function f as

f(q) = f(q1, q2, . . . , qN ). (59)

We now introduce the p-component flux difference symbol ∆(p), defined by

∆(p)f (qL, qR) = f (qR
1 , . . . , qR

p , qL
p+1, . . . , q

L
N ) − f(qR

1 , . . . , qR
p−1, q

L
p , . . . , qL

N ), (60)

for left and right states qL and qR, where p ∈ [1, . . . , N ].
We may now state the following theorem:

Theorem 1. The N × N matrix Â given by

Â(qL, qR) =
[
Âij

]
, (61)

where

Âij =

⎧⎪⎪⎨
⎪⎪⎩

∆(j)fi(qL, qR)
qR
j − qL

j

for qL
j �= qR

j

∂fi

∂qj
(qR

1 , . . . , qR
j−1, q

L
j , . . . , qL

N ) otherwise,
(62)

satisfies the Roe conditions R1 and R3 for all sufficiently smooth functions f(q).

Proof. By (61)–(62) we obtain [
Â(qR − qL)

]
i
=

∑
j

∆(j)fi(qL, qR) ∀i. (63)

By substituting (60) into (63), we may simplify (63) to[
Â(qR − qL)

]
i
= f i(q

R) − f i(q
L) ∀i, (64)
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by cancelling the terms of opposite sign. This is the requirement R1.
Furthermore, by writing

qR = qL + ε, (65)

it follows from the definition of the partial derivative that

lim
ε→0

Âij =
∂fi

∂qj
, (66)

which is the requirement R3. �

Remark 2. Note that Strategy 3 by no means guarantees that R2 is satisfied, even if it is applied to an
unconditionally hyperbolic model.

Remark 3. Strategy 3 has the advantage of not making any assumptions about the flux function. On the
other hand, if Strategies 1 and 2 are applicable, they generally lead to computationally cheaper algorithms.

2.2. Considerations for the drift-flux model

As previously discussed, the formulations of the hydrodynamic and thermodynamic closure laws are in general
not available as analytical expressions. This leads to the conclusion that the parameter-vector approach will
not be fruitful for the drift-flux model in general.

Instead, we will base our approach on Strategies 1 and 3 above. In particular, we will use Strategy 1 to
isolate the irrational part of the flux function associated with the closure laws. In the most general case, a
reduced version of Strategy 3 can then be applied to this irrational part.

In this paper, we wish to emphasize a somewhat unrecognized advantage associated with Strategy 1 – the
large amount of freedom it presents us with in the construction of the Roe solver. In particular, we will take
advantage of the following theorem:

Theorem 2. Let the flux vector f(q) be written as a sum of individual contributions

f(q) =
∑

r

fr(q). (67)

Assume that with each f r, there is an associated matrix Âr satisfying the Roe conditions R1 and R3 with respect
to fr. Then the matrix

Â =
∑

r

Âr (68)

satisfies both
(i) the Roe condition R1
(ii) the Roe condition R3

with respect to f(q).

Proof. From the Roe condition R1, (i) directly follows from linearity of matrix multiplication. Furthermore,
(ii) directly follows from the sum rule in differentiation. �

2.2.1. A flux-splitting strategy

To derive our scheme, we apply the Roe condition R1 sequentially to the various parts of the equation system
(2). In particular, by Theorem 2 we express the Roe matrix Â as a sum of individual contributions

Â = Âm + Âg + Â� + Âp. (69)
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Hence, by not insisting that the Roe matrix must be written in the form (58), we are able to construct a
valid matrix that

• consists almost entirely of simple arithmetic averages;
• allows the Roe-averaging of the closure laws to be isolated as fully independent problems.

We then demonstrate that Strategy 3 allows us to obtain a Roe-averaging of the closure laws with general
validity. For the special case of the Zuber–Findlay closure law (16), an approach based on Strategy 1 allows us
to directly obtain a fully analytical Roe matrix expressed in terms of the physical variables.

2.2.2. Mass equations

We first look for appropriate Roe averages for the mass conservation part of the system, i.e. we seek the
submatrix

Âm =
1
�̂

⎡
⎣ m̂gm̂�µ̂g + ζ̂m̂�v̂g m̂gm̂�µ̂� − m̂gv̂� m̂g

−(m̂gm̂�µ̂g + ζ̂m̂�v̂g) m̂gv̂� − m̂gm̂�µ̂� ζ̂m̂�

0 0 0

⎤
⎦ (70)

corresponding to the convective mass-flux vector

fm(q) =

⎡
⎣ mgvg

m�v�

0

⎤
⎦ . (71)

The Roe condition R1 yields two equations, which in vector form become

Âm(qR − qL) = fm(qR) − fm(qL). (72)

Following (24) and (26), we insist that

�̂ = m̂g + ζ̂m̂� (73)

µ̂v = 1 − ζ̂ . (74)

Given that the flux function fm is quadratic in the variables (mk, vk), the following averages are suggested by
(52):

m̂g =
1
2

(
mL

g + mR
g

)
(75)

m̂� =
1
2

(
mL

� + mR
�

)
(76)

v̂g =
1
2

(
vL
g + vR

g

)
(77)

v̂� =
1
2

(
vL

� + vR
�

)
. (78)

Substitution of (73)–(78) into (70) and (72) causes many terms to cancel out, and we are left with

µ̂g

(
mR

g − mL
g

)
+ µ̂�

(
mR

� − mL
�

)
+ µ̂v

(
vR
g − vL

g

)
= ΦR − ΦL. (79)

In other words, we have isolated the terms involving the closure law Φ. Note that (79) is consistent with the
definitions (20)–(22) in the sense that it is trivially satisfied in the case that (µg, µ�, µv) are constant. In general,
(µg, µ�, µv) are not constant and we must derive suitable averages µ̂ satisfying the Roe-like condition (79). This
is discussed in Sections 2.2.7 and 2.3.
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2.2.3. Momentum convection

We split the convective momentum flux as follows:

f I(q) =

⎡
⎣ 0

0
mgv

2
g + m�v

2
�

⎤
⎦ = fg(q) + f �(q), (80)

where

fg(q) =

⎡
⎣ 0

0
mgv

2
g

⎤
⎦ (81)

and

f �(q) =

⎡
⎣ 0

0
m�v

2
�

⎤
⎦ . (82)

2.2.4. Gas momentum convection

We now seek Roe averages for the Jacobian submatrix

Ag(q) =
∂fg

∂q
=

1
�

⎡
⎣ 0 0 0

0 0 0
2mgm�vgµg + (ζm� − mg)v2

g 2mgm�vgµ� − 2mgvgv� 2mgvg

⎤
⎦ . (83)

In particular, we observe that if we look for Roe averages of the form

Âg,31 =
1
�̂

(
2m̂gm̂�ṽgµ̂g + 2ζ̂m̂�v̂gṽg − (ζ̂m̂� + m̂g)ṽg

2
)

(84)

Âg,32 =
1
�̂

(2m̂gm̂�ṽgµ̂� − 2m̂gṽgv̂�) (85)

Âg,33 =
1
�̂

(2m̂gṽg) , (86)

involving the assumption of two different Roe-averaged gas velocities ṽg and v̂g, we may write (84)–(86) as

Âg,31 = 2ṽgÂm,11 − ṽg
2 (87)

Âg,32 = 2ṽgÂm,12 (88)

Âg,33 = 2ṽgÂm,13, (89)

where Âm is the mass Roe matrix (70).

Remark 4. Note that Âg,31 can equivalently be written as

Âg,31 =
1
�̂

(
2m̂gm̂�ṽgµ̂g + (ζ̂m̂� − m̂g)ṽg

2 + 2ζ̂m̂�ṽg(v̂g − ṽg)
)

, (90)

where the last term vanishes when v̂g = ṽg (in accordance with the condition R3).

By the gas mass equation (72), the condition R1 on Âg simply becomes

ṽg
2
(
mR

g − mL
g

) − 2ṽg

(
mR

g vR
g − mL

gvL
g

)
+ (mgv

2
g)

R − (mgv
2
g)

L = 0, (91)
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the solution of which is the standard Roe-averaged velocity, familiar from the Euler equations

ṽg =

√
mL

g vL
g +

√
mR

g vR
g√

mL
g +

√
mR

g

· (92)

Here the gas mass mg takes the place of the density ρ.
Hence a Roe average Âg for the gas momentum convection submatrix (83) is obtained rather nicely; the “hat”

averages of (84)–(86) are the simple arithmetic averages (75)–(78), whereas the “tilde”-averaged gas velocity ṽg

of (84)–(86) is given by (92).

Remark 5. The simultaneous application of two different velocity averages ṽg and v̂g here allows for a signif-
icantly simplified algebraic structure of the Roe matrix Â.

2.2.5. Liquid momentum convection

We seek Roe averages for the Jacobian submatrix

A�(q) =
∂f �

∂q
=

1
�

⎡
⎣ 0 0 0

0 0 0
−(2mgm�v�µg + 2ζm�vgv�) −(2mgm�v�µ� + (ζm� − mg)v2

� ) 2ζm�v�

⎤
⎦ . (93)

We proceed in a fully equivalent fashion as for the gas momentum convection, i.e. we look for Roe averages of
the form

Â�,31 = −1
�̂

(
2m̂gm̂�ṽ�µ̂g + 2ζ̂m̂�v̂gṽ�

)
(94)

Â�,32 =
1
�̂

(
2m̂gṽ�v̂� − 2m̂gm̂�ṽ�µ̂� − (m̂g + ζ̂m̂�)ṽ�

2
)

(95)

Â�,33 =
1
�̂

(
2ζ̂m̂�ṽ�

)
. (96)

Remark 6. Note that Â�,32 can equivalently be written as

Â�,32 =
1
�̂

(
−(2m̂gm̂�ṽ�µ̂� + (ζ̂m̂� − m̂g)ṽ�

2) + 2m̂gṽ�(v̂� − ṽ�)
)

, (97)

where the last term vanishes when v̂� = ṽ� (in accordance with the condition R3).

As for the gas momentum convection, we may express (94)–(96) in terms of the mass Roe matrix Âm (70) as

Â�,31 = 2ṽ�Âm,21 (98)

Â�,32 = 2ṽ�Âm,22 − ṽ�
2 (99)

Â�,33 = 2ṽ�Âm,23. (100)

By the liquid mass equation (72), the Roe momentum equation now reduces to

ṽ�
2
(
mR

� − mL
�

) − 2ṽ�

(
mR

� vR
� − mL

� vL
�

)
+ (m�v

2
� )R − (m�v

2
� )L = 0, (101)

with corresponding solution

ṽ� =

√
mL

� vL
� +

√
mR

� vR
�√

mL
� +

√
mR

�

· (102)
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In summary, a Roe average Â� for the liquid momentum convection submatrix (93) is obtained as follows; the
“hat” averages of (94)–(96) are the simple arithmetic averages (75)–(78), whereas the “tilde”-averaged liquid
velocity ṽ� of (94)–(96) is given by (102).

2.2.6. Pressure terms

We here seek the Roe submatrix

Âp =

⎡
⎣ 0 0 0

0 0 0
κ̂ρ̂� κ̂ρ̂g 0

⎤
⎦ (103)

corresponding to the flux vector

fp(q) =

⎡
⎣ 0

0
p

⎤
⎦ . (104)

Writing (38) as

κ̂ =
(
∂̂pρgρ̂�α̂g + ∂̂pρ�ρ̂gα̂�

)−1

, (105)

we obtain the equation

ρ̂�

(
mR

g − mL
g

)
+ ρ̂g

(
mR

� − mL
�

)
∂̂pρgρ̂�α̂g + ∂̂pρ�ρ̂gα̂�

= pR − pL (106)

by the Roe condition R1.
The averages ̂∂pρk indirectly involve the thermodynamic closure law, which, as previously discussed, may

not be available in algebraic form. We hence suggest to apply Strategy 3 for the Roe-averaging of these terms.
Taking advantage of the fact that we assume density models of the form (7), we suggest approximating these
compressibility terms as

̂∂pρk =

⎧⎨
⎩

ρR
k − ρL

k

pR − pL
for pL �= pR

(∂pρk)L otherwise.
(107)

Substituting (107) in (106) we obtain

ρ̂�

(
mR

g − mL
g

)
+ ρ̂g

(
mR

� − mL
�

)
= ρ̂gα̂�

(
ρR

� − ρL
�

)
+ ρ̂�α̂g

(
ρR
g − ρL

g

)
, (108)

which is satisfied by the arithmetic averages

α̂� =
1
2
(αL

� + αR
� ) (109)

α̂g =
1
2
(αL

g + αR
g ) (110)

ρ̂g =
1
2
(ρL

g + ρR
g ) (111)

ρ̂� =
1
2
(ρL

� + ρR
� ), (112)

where we have used that

mk = ρkαk. (113)
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2.2.7. The slip relation

We now aim to obtain Roe averages (µ̂g, µ̂�, µ̂v) valid for general hydrodynamic closure laws Φ(mg, m�, vg).
Remark 3 consequently suggests that we should apply Strategy 3 to obtain these averages.

As noted in Section 2.2.2, the condition R1 dictates that the averages must satisfy

µ̂g

(
mR

g − mL
g

)
+ µ̂�

(
mR

� − mL
�

)
+ µ̂v

(
vR
g − vL

g

)
= ΦR − ΦL. (114)

Application of Strategy 3 directly yields

µ̂g =

⎧⎪⎨
⎪⎩

Φ(mR
g , mL

� , vL
g ) − Φ(mL

g , mL
� , vL

g )
mR

g − mL
g

for mL
g �= mR

g

µg(mL
g , mL

� , vL
g ) otherwise

(115)

µ̂� =

⎧⎪⎨
⎪⎩

Φ(mR
g , mR

� , vL
g ) − Φ(mR

g , mL
� , vL

g )
mR

� − mL
�

for mL
� �= mR

�

µ�(mR
g , mL

� , vL
g ) otherwise

(116)

µ̂v =

⎧⎪⎨
⎪⎩

Φ(mR
g , mR

� , vR
g ) − Φ(mR

g , mR
� , vL

g )
vR
g − vL

g

for vL
g �= vR

g

µv(mR
g , mR

� , vL
g ) otherwise.

(117)

2.3. The Zuber–Findlay law

Although the averages derived in Section 2.2.7 are valid for general formulations of the hydrodynamic closure
law, they may not always be optimal in terms of computational efficiency, as noted in Remark 3.

In this section, we derive explicit averages for the special case of the Zuber–Findlay slip relation [33]

vg = K(αgvg + α�v�) + S, (118)

which may be equivalently expressed as

Φ =
(K − 1)vg + S

Kα�
· (119)

The slip derivatives for this particular relation are found to be

µv =
K − 1
Kα�

(120)

µg = (vg − v�)κ
∂ρ�

∂p
(121)

µ� = −(vg − v�)κ
αg

α�

∂ρg

∂p
· (122)

Roe-averages for these slip derivatives are now found by applying Strategy 1 to the requirement (114), as
described below.

2.3.1. A splitting of the slip relation

We first note that Φ can be written as
Φ = f(vg) · g(α�), (123)

where
f(vg) = (K − 1)vg + S (124)
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and
g(α�) = (Kα�)−1. (125)

By (52) and (123) we obtain

ΦR − ΦL =
1
2

(
f(vL

g ) + f(vR
g )

) (
g(αR

� ) − g(αL
� )

)
(126)

+
1
2

(
g(αL

� ) + g(αR
� )

) (
f(vR

g ) − f(vL
g )

)
,

which suggests a natural splitting of (114) into two separate equations:

µ̂g(mR
g − mL

g ) + µ̂�(mR
� − mL

� ) =
1
2

(
f(vL

g ) + f(vR
g )

) (
g(αR

� ) − g(αL
� )

)
(127)

and
µ̂v(vR

g − vL
g ) =

1
2

(
g(αL

� ) + g(αR
� )

) (
f(vR

g ) − f(vL
g )

)
. (128)

2.3.2. The velocity slip derivative

We now express the Roe-average of (120) as

µ̂v =
K − 1
Kα̃�

. (129)

By (124) and (125), (128) then becomes

K − 1
Kα̃�

=
K − 1
2K

(
1

αL
�

+
1

αR
�

)
, (130)

which yields α̃�(αL
� , α�

R) as the harmonic mean:

α̃� = 2
αL

� αR
�

αL
� + αR

�

. (131)

2.3.3. The mass slip derivatives

We write the Roe-averages of (121) and (122) as

µ̂g = Φ̂κ̂∂̂pρ� (132)

and

µ̂� = −Φ̂κ̂
α̂g

α̂�
∂̂pρg. (133)

By writing

Φ̂ =
(K − 1)v̂g + S

Kα̃�
, (134)

where

v̂g =
1
2
(vL

g + vR
g ) (135)

α̃� = 2
αL

� αR
�

αL
� + αR

�

, (136)
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(127) can, by use of (53), be rewritten as

−Φ̂
αR

� − αL
�

α̂�
= Φ̂κ̂∂̂pρ�(mR

g − mL
g ) − Φ̂κ̂

α̂g

α̂�
∂̂pρg(mR

� − mL
� ), (137)

where we define
α̂k =

1
2
(αL

k + αR
k ). (138)

We now observe that the averages κ̂ and ̂∂pρk, obtained in Section 2.2.6, do in fact also satisfy (137); together
with (134) they yield valid Roe averages (132) and (133).

2.4. The Roe matrix

The preceeding analysis of Sections 2.2–2.3 may be summed up by the following proposition:

Proposition 2. The matrix

Â(qL, qR) =
1
�̂

⎡
⎣ m̂gm̂�µ̂g + ζ̂m̂�v̂g m̂gm̂�µ̂� − m̂gv̂� m̂g

−(m̂gm̂�µ̂g + ζ̂m̂�v̂g) m̂gv̂� − m̂gm̂�µ̂� ζ̂m̂�

â31 â32 2(m̂gṽg + ζ̂m̂�ṽ�)

⎤
⎦ , (139)

where

â31 = κ̂�̂ρ̂� + 2m̂gm̂�ṽgµ̂g + 2ζ̂m̂�v̂gṽg − �̂ṽg
2 − 2m̂gm̂�ṽ�µ̂g − 2ζ̂m̂�v̂gṽ�, (140)

â32 = κ̂�̂ρ̂g + 2m̂gm̂�ṽgµ̂� − 2m̂gṽgv̂� + 2m̂gṽ�v̂� − 2m̂gm̂�ṽ�µ̂� − �̂ṽ�
2 (141)

and
�̂ = m̂g + ζ̂m̂�, (142)

obtained by the arithmetic averages

m̂g =
1
2

(
mL

g + mR
g

)
(143)

m̂� =
1
2

(
mL

� + mR
�

)
(144)

v̂g =
1
2

(
vL
g + vR

g

)
(145)

v̂� =
1
2

(
vL

� + vR
�

)
(146)

ρ̂g =
1
2

(
ρL
g + ρR

g

)
(147)

ρ̂� =
1
2

(
ρL

� + ρR
�

)
, (148)

as well as the Roe-type averages

ṽg =

√
mL

gvL
g +

√
mR

g vR
g√

mL
g +

√
mR

g

(149)

ṽ� =

√
mL

� vL
� +

√
mR

� vR
�√

mL
� +

√
mR

�

, (150)
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and where κ̂ is obtained as described in Section 2.2.6, satisfies the Roe conditions R1 and R3 for the drift-flux
model described in Section 1, provided that the Roe-averaged slip derivatives µ̂g, µ̂� and µ̂v ≡ 1 − ζ̂ satisfy

µ̂g

(
mR

g − mL
g

)
+ µ̂�

(
mR

� − mL
�

)
+ µ̂v

(
vR
g − vL

g

)
= ΦR − ΦL. (151)

Furthermore, following the discussions of Sections 2.2.7 and 2.3, we make the following definitions:

Definition 1. The matrix Â described by Proposition 2, used in conjunction with the averages µ̂g, µ̂� and
µ̂v described by (115)–(117), satisfies the Roe conditions R1 and R3 for the drift-flux model supplied with
a general, sufficiently smooth slip relation Φ. The Roe scheme obtained by solving the linearized Riemann
problem defined by this matrix Â will in the following be termed the RoeGen scheme.

Definition 2. The matrix Â described by Proposition 2, used in conjunction with the averages µ̂g, µ̂� and
µ̂v described in Section 2.3, satisfies the Roe conditions R1 and R3 for the drift-flux model supplied with a
Zuber–Findlay type slip relation Φ, as expressed by (119). The Roe scheme obtained by solving the linearized
Riemann problem defined by this matrix Â will in the following be termed the RoeZF scheme.

Remark 7. We have not been able to obtain explicit conditions under which RoeGen and RoeZF satisfy the
condition R2. The numerical evidence indicates that if qL and qR are in the hyperbolic region of the model (see
App. A), the RoeGen and RoeZF solvers tend to produce real eigenvalues and a hyperbolic linearization. No
instance of complex eigenvalues, i.e. violation of R2, occurred for any calculations performed in the preparation
of this paper.

3. Numerical algorithm

The present section provides a brief overview of the employed numerical algorithm, which is based on the
wave-propagation (flux-difference splitting) form of Godunov’s method presented by LeVeque ([16], Chap. 15).
We start by giving a description of the general numerical method, and proceed with an explanation of how it
relates to the Roe scheme.

3.1. Framework

A “high-resolution” extension of Godunov’s method can be written as

Qn+1
i = Qn

i − ∆t

∆x

(
A−∆Qi+1/2 + A+∆Qi−1/2

)
− ∆t

∆x

(
F̃ i+1/2 − F̃ i−1/2

)
, (152)

where Qn
i denotes the numerical approximation to the cell average of the vector of unknowns q(x, tn) in control

volume i at time step n. The symbol A−∆Qi+1/2 denotes the net effect of all left-going waves at xi+1/2, that
is, at the control-volume boundary midway between xi and xi+1, while A+∆Qi−1/2 measures the net effect of
all right-going waves at xi−1/2. The waves and wave speeds from the approximate Riemann solution are used
to define

A−∆Qi−1/2 =
m∑

p=1

(
sp

i−1/2

)−Wp
i−1/2,

A+∆Qi−1/2 =
m∑

p=1

(
sp

i−1/2

)+Wp
i−1/2,

(153)

where Wp
i−1/2 is the pth wave arising in the solution to the Riemann problem at xi−1/2, that is, it is a vector

with one component for each equation. Here, m is the number of waves, and since we will be using a linearized
Riemann solver, it is equal to the number of equations. Furthermore, sp

i−1/2 is the wave speed of the pth wave
and (

sp
i−1/2

)+ = max(sp
i−1/2, 0),

(
sp

i−1/2

)− = min(sp
i−1/2, 0). (154)
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The flux vector F̃ i−1/2 is the higher-order correction. It is given by

F̃ i−1/2 =
1
2

m∑
p=1

∣∣sp
i−1/2

∣∣(1 − ∆t

∆x

∣∣sp
i−1/2

∣∣)W̃p
i−1/2, (155)

where W̃p
i−1/2 is a limited version of the wave Wp

i−1/2. With the correction terms, the method approaches
second order for smooth solutions.

In the present work, we have taken account of source terms by adding the term ∆tSi to the right-hand side
of (152).

3.2. Considerations for the Roe solver

As noted in Section 2, the Roe scheme defines an approximate Riemann solution by replacing the nonlinear
problem

∂q

∂t
+

∂

∂x
f (q) = 0 (156)

by a linearized problem defined locally at each cell interface;

∂ q̂

∂t
+ Âi−1/2

∂ q̂

∂x
= 0. (157)

For the Roe solver, we have the interpretation that

A±∆Qi−1/2 = Â
±
i−1/2(Qi − Qi−1). (158)

Herein,
Â

±
i−1/2 = R̂i−1/2Λ̂

±
i−1/2R̂

−1

i−1/2, (159)

where R̂i−1/2 is the matrix having the right eigenvectors r̂i−1/2 of Âi−1/2 as its columns, and Λ̂
+

i−1/2 and Λ̂
−
i−1/2

are the diagonal matrices containing the positive and negative eigenvalues, respectively, of Âi−1/2. Further, to
satisfy the condition R1, we must have that

Âi−1/2(Qi − Qi−1) =
m∑

p=1

sp
i−1/2Wp

i−1/2. (160)

The approximate Riemann solution consists of m waves proportional to the right eigenvectors r̂i−1/2, propa-
gating with speeds

sp
i−1/2 = λ̂p

i−1/2 (161)

given by the eigenvalues. The proportionality coefficients βp
i−1/2 can be found by solving the linear system

Qi − Qi−1 =
m∑

p=1

βp
i−1/2r̂

p
i−1/2, (162)

and βp
i−1/2 can be interpreted as wave strengths ([28], Sect. 2.3.3). The solution of the equation (162) is

βi−1/2 = R̂
−1

i−1/2(Qi − Qi−1), (163)

whence the waves can be found as
Wp

i−1/2 = βp
i−1/2r̂

p
i−1/2. (164)
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Table 1. Initial states in the pure rarefaction test problem.

Quantity symbol (unit) left right
Gas volume fraction αg (−) 0.6 0.68

Pressure p (MPa) 1.66667 1.17647
Gas velocity vg (m/s) 34.4233 50.0

Liquid velocity v� (m/s) 34.4233 50.0

Table 2. Parameters employed in the pure rarefaction test problem.

ck (m/s) ρ◦k (kg/m3)
gas (g) 100 0

liquid (�) 1000 998.924

3.2.1. Eigenstructure and computational efficiency

As noted in Appendix A, the eigenstructure of the Roe matrix Âi−1/2 is quite complicated, and it is generally
difficult to obtain analytical expressions for the eigenvalues and eigenvectors. Hence, in the present work, the
eigenstructure was found numerically. In our implementation, approximately 55% of the total computation time
was spent on the numerical eigenstructure decomposition.

The computational efficiency of our current Roe solver is given more focus in a companion paper [18], where
a comparison is made to the recently proposed musta approach of Titarev and Toro [27].

3.2.2. Entropy solution

For transonic rarefactions, that is, when an eigenvalue λp is negative to the left of the p-wave, Wp, and
positive to the right, a scheme using a linearized Riemann solver may converge to an unphysical solution,
violating the entropy condition [20].

Several remedies are conceivable, e.g. using Harten’s entropy fix [13]. However, for the calculations presented
in the following, the problem of entropy-condition violations did not occur.

4. Numerical simulations

In this section, we illustrate the ability of the Roe method to produce accurate and non-oscillatory results
for some numerical benchmark problems, including non-linear slip laws and transition to near-single-phase flow.
Furthermore, for the case of the Zuber–Findlay slip relation, we show that the general method for the drift-flux
model derived in Section 2.2.7 and the specific method of Section 2.3 give identical results.

The method (152) can be shown to be total variation diminishing (tvd) for scalar problems under the restric-
tion that the Courant–Friedrichs–Lewy (cfl) number be smaller than 1/2 ([16], Sect. 12.8). The calculations
presented here were thus run using a cfl number of 1/2.

4.1. Pure rarefaction

The first test case is a Riemann problem constructed by Baudin et al. [2], and whose solution is a pure
rarefaction. Baudin et al. took the liquid to have a constant density. Here, however, both phases are treated as
compressible. The considered horizontal tube is 100 m long, and there is a jump in the initial state at x = 50 m.
The initial values are given in Table 1, and we use the equation of state (13) with parameters reported in
Table 2.

In the present problem, the no-slip law is used, that is, Φ ≡ 0. In this case, the Roe average derived for
the Zuber–Findlay slip relation (Sect. 2.3), and the general Roe average (Sect. 2.2.7), give the same numerical
scheme.
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Figure 1. Pressure for the pure rarefaction test problem. Convergence of the Roe method
with and without a limiter function.
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Figure 2. Gas volume fraction and velocity for the pure rarefaction test problem. Convergence
of the Roe method using the MC limiter.

Pressure profiles at t = 0.8 s are presented for various grid sizes in Figure 1. Figure 1a shows the results
obtained using the first-order scheme, that is, without the use of a limiter function, while in Figure 1b, the
monotonized central-difference (mc) limiter [32] (see also [16], Sect. 6.11) has been employed. The first-order
Roe scheme compares very well with the results presented in [2], and it can be seen that the use of the mc

limiter provides an improved resolution of the rarefaction wave. The remaining physical variables are shown in
Figure 2.
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Table 3. Initial states in the Shock Tube 1 problem.

Quantity symbol (unit) left right
Gas volume fraction αg (−) 0.6 0.55

Pressure p (kPa) 522.825 803.959
Gas velocity vg (m/s) 29.5138 2.5582

Liquid velocity v� (m/s) 24.7741 1.7372

Table 4. Parameters employed in the Shock Tube 1 problem.

ck (m/s) ρ◦k (kg/m3)
gas (g) 300 0

liquid (�) 1000 999.196

4.2. Shock-tube problem 1

We next consider a shock-tube problem where the solution consists of a 1-shock, a 2-contact and a 3-shock.
This case was also studied by Baudin et al. [2] for the case of constant liquid density. The initial states
can be found in Table 3, and the equation-of-state parameters are given in Table 4. The slip is given by the
Zuber–Findlay relation (16) with K = 1.07 and S = 0.2162. Therefore, we employ the Roe average derived in
Section 2.3 (RoeZF).

The convergence of the RoeZF scheme employing the mc limiter is shown in Figure 3, where the results are
plotted at t = 0.5 s. Both the shocks and the contact discontinuity are very sharply resolved.

4.3. Shock-tube problem 2

An alternative shock-tube problem has previously been studied by Evje and Fjelde [7] and Fjelde and
Karlsen [11], for the case of constant liquid density. The initial states are given in Table 5, whereas Ta-
ble 6 shows the equation-of-state parameters. In this problem, the Zuber–Findlay slip relation (16) is employed
with K = 1.07 and S = 0.216.

Numerical results for grid refinement are displayed in Figure 4 for t = 1 s. The solution at the shocks is
non-oscillatory for all the variables, while the discontinuity is sharply resolved.

4.4. Comparison of RoeGen and RoeZF

In Section 2.3, we derived a Roe average specially for the Zuber–Findlay slip relation (RoeZF). Figure 5
shows numerical results for Shock Tube 1 obtained using RoeZF plotted on top of the solution calculated with
the general Roe average (RoeGen) of Section 2.2.7. As can be seen, they are exactly the same. Figure 6 shows
a similar comparison between RoeZF and RoeGen for Shock Tube 2. Again, the results are exactly the same.
This gives confidence in the applicability of RoeGen for general slip relations.

4.5. Pipe-flow problem

The final test simulates a practical pipe-flow problem, and includes such challenges as a complex, non-linear
slip relation and near-single-phase flow. The problem was introduced as Example 4 by Evje and Fjelde [8].

The equation-of-state parameters are given by Table 6. In the slip relation (16), K = 1 is constant, but S is
now a non-linear function of the volume fraction:

S = S(αg) =
1
2
√

1 − αg. (165)

Further, a wall-friction model is included:

Fw =
32vmηm

d2
, (166)
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Figure 3. Shock Tube 1. Convergence of the RoeZF method using the MC limiter.

where vm is the mixture velocity,

vm = αgvg + α�v�, (167)

and the dynamic mixture viscosity, ηm, is taken to be

ηm = αgηg + α�η�, (168)

with ηg = 5 × 10−6 Pa·s and η� = 5 × 10−2 Pa·s.
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Table 5. Initial states in the Shock Tube 2 problem.

Quantity symbol (unit) left right
Gas volume fraction αg (−) 0.55 0.55

Pressure p (kPa) 80.450 24.282
Gas velocity vg (m/s) 12.659 1.181

Liquid velocity v� (m/s) 10.370 0.561

Table 6. Parameters employed in the Shock Tube 2 and pipe-flow problems.

ck (m/s) ρ◦k (kg/m3)
gas (g)

√
105 0

liquid (�) 1000 999.9

The problem consists of a horizontal pipe of length l = 1000 m and inner diameter d = 0.1 m. Initially, it
is filled with stagnant, almost-pure liquid, with αg = 1 × 10−5. Furthermore, the details of the simulation are
specified as follows:

• The simulation lasts for 175 s.
• Between t = 0 and t = 10 s, the gas and liquid inlet mass-flow rates are linearly increased from zero to

0.08 kg/s and 12.0 kg/s, respectively.
• From t = 10 s to t = 175 s, the inlet liquid mass-flow rate is kept constant.
• The inlet gas mass-flow rate is kept constant between t = 10 s and t = 50 s.
• Between t = 50 s and t = 70 s, the inlet gas mass-flow rate is linearly decreased from 0.08 kg/s to

1 × 10−8 kg/s, after which it is kept constant.
• At the outlet, the pressure is kept constant at p = 1 × 105 Pa.

Calculations were performed using the RoeGen method. The physical variables are plotted in Figure 7 for
various grids. It can be observed that for the 200-cell grid, the numerical solution is already close to the one
obtained on fine grids. The present results compare favourably with those presented in [8]. Furthermore, one
may note that the transition to near-single-phase flow is handled well.

5. Summary

A quasi-linear formulation of the general drift-flux model, describing the flow of two-phase mixtures in
pipelines, has been presented. Based on this formulation, a linearized Riemann solver of the type proposed by
Roe has been derived.

The complexity of the closure laws inherent in the model prevents us from using the parameter-vector strategy
originally proposed by Roe. Instead, we satisfy the Roe conditions using alternative strategies, enabling us to

• split the problem into independently solvable parts;
• handle general formulations of the closure laws within a single framework.

Hence, we are able to construct a genuine Roe scheme purely by algebraic manipulation of the flux Jacobian.
Even for the most general case, our proposed linearized Riemann solver is to a large extent constructed from

arithmetic averages; it is consequently relatively efficient. Numerical examples have been presented, illustrating
that the solver possesses the accuracy and robustness properties one may expect from a Roe-type method.

The approach here presented may be relevant for other systems of conservation laws where the flux vector is
only partially available in algebraic form.
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Figure 4. Shock Tube 2. Convergence of the RoeZF method using the MC limiter.

Appendix A. Hyperbolicity

By definition, the drift-flux model is hyperbolic provided the Jacobian matrix (45) is diagonalizable in the
real numbers. The eigenvalue equation for (45) becomes

(λ − vg)(λ − v�)(�λ − mgvg − ζm�v�) + mgm�

(
µ�(λ − vg)2 − µg(λ − v�)2

)
+ κρgρ� (αgα�(ρgµg − ρ�µ�) − αg(λ − v�) − ζα�(λ − vg)) = 0. (169)

Although this third-order polynomial equation is formally solvable in the algebraic numbers, this does not yield
tractable expressions and a simple hyperbolicity criterion with general validity is not known.
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Figure 5. Shock Tube 1. Comparison of the Zuber–Findlay average (RoeZF) and the general
Roe-average (RoeGen) on a 50-cell grid, using the MC limiter. The 3200-cell solution is shown
for reference.

However, we will present an approximate hyperbolicity condition valid for the Zuber–Findlay law, a result
previously obtained by Benzoni-Gavage [5].

We assume incompressible liquid

∂ρ�

∂p
= 0 (170)

as well as the Zuber–Findlay relation

vg = K(αgvg + α�v�) + S. (171)
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Figure 6. Shock Tube 2. Comparison of the Zuber–Findlay average (RoeZF) and the general
Roe-average (RoeGen) on a 50-cell grid, using the MC limiter. The 3200-cell solution is shown
for reference.

Then from (121)–(122) we obtain

µg = 0 (172)

µ� = −vg − v�

m�
· (173)

Inserting (172) and (173) into (169) we obtain

(λ − vg)(λ − v�)(�λ − mgvg − ζm�v�) − mg(vg − v�)(λ − vg)2 − κρgρ� (αg + ζα�) (λ − vg) = 0. (174)
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Figure 7. Pipe-flow test problem. Convergence of the RoeGen method using the MC limiter.

This may be solved to yield the eigenvalues

λ1 = vg, λ2,3 = u ± c, (175)

where

u =
mgvg + ζm�v�

mg + ζm�
(176)

and

c =

√
κρgρ�(αg + ζα�)(mg + ζm�) − ζm�mg(vg − v�)2

mg + ζm�
· (177)
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Any loss of hyperbolicity must be associated with (177), from which we obtain the criterion

(vg − v�)2 < κ
αg + ζα�

αgζα�
(mg + ζm�). (178)

The criterion (178) is consequently an exact hyperbolicity criterion for the Zuber–Findlay law and incompressible
liquid. Numerical investigations indicate that (178) may be a good approximation to the hyperbolicity criterion
also for more general thermodynamic laws.
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