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EXPANSIONS FOR THE DISTRIBUTION OF M -ESTIMATES
WITH APPLICATIONS TO THE MULTI-TONE PROBLEM
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Abstract. We give a stochastic expansion for estimates θ̂ that minimise the arithmetic mean of
(typically independent) random functions of a known parameter θ. Examples include least squares
estimates, maximum likelihood estimates and more generally M -estimates. This is used to obtain

leading cumulant coefficients of θ̂ needed for the Edgeworth expansions for the distribution and density

of n1/2(θ̂− θ0) to magnitude n−3/2 (or to n−2 for the symmetric case), where θ0 is the true parameter
value and n is typically the sample size. Applications are given to least squares estimates for both
real and complex models. An alternative approach is given when the linear parameters of the model
are nuisance parameters. The methods are illustrated with the problem of estimating the frequencies
when the signal consists of the sum of sinusoids of unknown amplitudes.
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1. Introduction and summary

Let θ̂ denote an estimate of θ in Rp based on a random sample of size n. There is a large amount of work
on expansions for θ̂ − θ0, where θ0 is the true value of θ. However, most of the work to date are for the
sample mean and functions of it. For example, Monti [5] obtains an expansion for the sample mean up to the
second order by expanding the saddlepoint approximation. Booth et al. [1] give tilted expansions of a sample
mean from a distribution on k points. Kakizawa and Taniguchi [4] obtain expansions for P (θ̂ < x) under the
assumption that θ̂ has a cumulant expansion in powers of n−1. Gatto and Ronchetti [3] provide approximations
for P (m(X̄) < x) up to 1+O(n−1) for m(·) a smooth function. For a comprehensive review of the known work,
we refer the readers to [8].

The aim of this paper is to provide expansions for those θ̂ that minimise the arithmetic mean of random
functions of θ. Maximum likelihood estimates (MLEs), least squares estimates (LSEs), and more generally
M -estimates are examples of θ̂ which minimise a random mean function

Λ = Λ(θ) = n−1
n∑

N=1

ΛN(θ)
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for θ in Rp. If E ∂Λ/∂θ = 0 and E ∂2Λ/∂θ∂θ′ > 0, then θ̂→p θ0 as n → ∞. (We use R and C to denote the
real and complex numbers).

The contents of this paper are organized as follows. In Section 2 we give a stochastic expansion for θ̂ − θ0 of
the form

θ̂ − θ0 ≈
∞∑

a=1

δa,

where δa = Op(n−a/2). (The a in δa is a superscript not a power).
In Section 3 we use this to obtain the leading coefficients in the expansions for the cumulants of θ̂:

κ(θ̂i1 , . . . , θ̂ir ) ≈
∞∑

j=r−1

ki1...ir

j n−j (1.1)

for r ≥ 1 with ki
0 = θ0

i . This implies that Yn = n1/2(θ̂ − θ0) → Np(0, V ) with V = (ki1i2
1 ) = A−1 for

A = E ∂2Λ/∂θ∂θ′. The leading bias and skewness coefficients ki1
0 and ki1i2i3

2 give the Edgeworth expansion of
the distribution (and its derivatives) of Yn to O(n−1), while the coefficients ki1i2

2 and ki1...i4
3 give the Edgeworth

expansion of the distribution of Yn to O(n−3/2) and P (Yn ∈ S) to O(n−2) for S = −S ⊂ Rp.
Section 4 applies these results to the LSEs for the general signal plus noise model

YN = SN (θ) + eN in R or C, 1 ≤ N ≤ n (1.2)

with ΛN (θ) = |YN −SN (θ)|2/2, where the residuals e1, . . . , en are assumed independent with mean zero. While
the complex formulation can also be dealt with by the real formulation, there are some significant simplifications
in staying with the complex model. The M -estimate with respect to a given convex function ρ on R or C for
the model (1.2) is θ̂ for ΛN(θ) = ρ(YN − ρ(θ)). For smooth ρ the leading cumulant coefficients were essentially
found by this method in the real case in [7].

Section 5 considers two examples on the signal frequency problem

yk = s(θ) + nk in CM , k = 1, . . . , K, (1.3)

where nk is complex normal with covariance not depending on θ, and the mth component of s(θ) is

sm(θ) =
R∑

r=1

ar exp(jφr + jwr(m + m0)/M) for m = 0, 1, . . . , M − 1,

where j =
√−1. The p = 3R parameters are θ′ = (a′, φ′, w′). So, (1.3) can be written in the form (1.2) with

n = 2kM . Changing the covariance constant m0 is equivalent to reparameterising φr: we shall see that if R = 1
then taking m0 = −(M − 1)/2 makes the asymptotic covariance of θ̂ diagonal.

In Section 6 we give a variation of the method for the case when the linear parameters of the model are
nuisance parameters.

Appendix A provides a list of summation notations used throughout the paper. Some technical details
required for the two examples in Section 5 are given in Appendices B and C. The proofs of all theorems are
given in Appendix D.

For x a complex matrix we shall use x′ to denote its transpose, x̄ its complex conjugate, and x∗ the transpose
of its complex conjugate.
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2. The stochastic expansion

Suppose {ΛN(θ)} are real random functions of θ in Rp. Here we show that θ̂ minimising Λ = Λ(θ) =
n−1

∑n
N=1 ΛN (θ) in Rp has the stochastic expansion

δ = θ̂ − θ0 =
∞∑

a=1

δa (2.1)

with δa = Op(n−a/2). To avoid excessive subscripts we shall fix 1 ≤ i0, i1, . . . ≤ p and set

δa
j = (δa)ij , ∂j = ∂/∂θij , δj = (δ)ij , Λ·12... = ∂1∂2 . . . Λ(θ), (2.2)

A12... = E Λ·12..., and Δ12... = Λ·12... − A12.... (2.3)

Theorem 2.1 gives the first three δa explicitly in terms of these Δ’s and A’s. By (2.1) this gives θ̂ explicitly in
terms of Δ’s and A’s to Op(n−2).

For θ̂ to be a consistent estimate we need to assume that

A1 = EΛ·1 = 0, (2.4)

Δ1...r = Op(n−1/2) as n → ∞. (2.5)

Typically the model contains a location parameter, and the constraint (2.4) effectively specifies how it is defined,
as well as identifying the other parameters of the model. The constraint (2.5) generally follows by the Central
Limit Theorem, if the {ΛN(θ)} are independent or weakly dependent.

Theorem 2.1. Suppose θ̂ is the estimate as defined above satisfying (2.4) and (2.5). Suppose also that the
eigenvalues of the p × p matrix A = (A12 : 1 ≤ i1, i2 ≤ p) are bounded away from zero as n → ∞, so A has
bounded inverse A−1 = (A12) as n → ∞. Then (2.1) holds. Furthermore,

δ1
0 = −A01Δ1, (2.6)

δ2
0 = A01Δ12A

23Δ3 − B045Δ4Δ5, (2.7)

δ3
0 = −A01(Δ12δ

2
2 − A123

2∑
23

A24Δ4δ
2
3/2 + Δ123A

24Δ4A
35Δ5/2 − C567

1 Δ5Δ6Δ7),

= −A01
{
Δ12(A23Δ34A

45Δ5 − B234Δ3Δ4)

−2−1A123

2∑
23

A24Δ4(A35Δ56A
67Δ7 − B356Δ5Δ6)

+2−1A24A35Δ123Δ4Δ5 − C234
1 Δ2Δ3Δ4

}
, (2.8)

and so on, where B123 = A14A25A36A456/2 and C567
1 = A1234A

25A36A47/6.

Note that B045, B234, B356 and C234
1 in (2.6)–(2.8) follow from the definitions given for B123 and C567

1 . For
example, B045 = A04A45A56A456/2, B234 = A24A35A46A456/2 and C234

1 = A1234A
22A33A44/6. The first three

δa given will be sufficient to obtain the cumulant coefficients needed.

3. The leading cumulant coefficients

In this section we give the cumulant coefficients of (1.1) needed for the distribution of n1/2(θ̂−θ0) to O(n−3/2),
namely k12

.1 , k0
.1, k123

.2 , k12
.2 , k1234

.3 , where we extend the notation of (D.1), (2.3) by setting k1...r
.j = ki1...ir

j . We
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now assume Λ1(θ), . . . , Λn(θ) independent. For π a sequence of integers in {1, . . . , p}, using the dot notation
of (2.2) for partial derivatives,

Λ·π = n−1
n∑

N=1

ΛN ·π.

So, for π1, π2, . . . such sequences, the joint cumulants of the Λ·π are given by

κ(Λ·π1 , . . . , Λ·πr) = n1−r[π1, . . . , πr], (3.1)

where

[π1, . . . , πr] = n−1
n∑

N=1

κ(ΛN ·π1 , . . . , ΛN ·πr). (3.2)

For example, [1 . . . r] = EΛ·1...r = A1...r. We shall give the leading cumulant coefficients we need in terms of
these [.] functions.

Set δrs = 1 for r = s and 0 otherwise, and ab1...br
1...r = κ(δb1

1 , . . . , δbr
r ). This has an expansion of the form

ab1...br
1...r =

∑
j≥(b1+...+br)/2

ab1...br

1...r·j n−j .

Also, the left hand side of (1.1) is equal to θ0
i1

δr1 + κ(δ1, . . . , δr). Substituting (2.1) into this gives

k1...r
·j = θ0

i1δr1δj0 +
∑

b1+...+br≤2j

ab1...br

1...r.j , (3.3)

where b1, . . . , br are positive integers.

Theorem 3.1. The coefficients k12
.1 , k0

.1, k123
.2 , k12

.2 and k1234
.3 of (3.3) can be expressed as

k12
.1 = a11

12.1, k0
.1 = a2

1.1, k123
.2 = a111

123.2 +
3∑

112

a112
123.2, (3.4)

k12
.2 =

2∑
12

a12
12.2 +

2∑
13

a13
12.2 + a22

12.2 (3.5)

and

k1234
.3 = a1111

1234·3 +
4∑

1112

a1112
1234·3 +

4∑
1113

a1113
1234·3 +

6∑
1122

a1122
1234·3, (3.6)

where

k12
.1 = a11

12.1 = A13A24[3, 4], (3.7)

k0
.1 = a2

1.1 = A01A23[12, 3]− B045[4, 5], (3.8)
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a111
123·2 = −A14A25A36[4, 5, 6], (3.9)

a112
123·2 = A14A25

{
A36A78

2∑
45

[4, 67] [5, 8]− B367
2∑
45

[4, 6] [5, 7]

}
, (3.10)

a12
12·2 = −A13A24A56[3, 45, 6] + A13B245[3, 4, 5], (3.11)

a13
12·2 = A13A24

{
A56A78

3∑
[3, 45] [67, 8]− B567

3∑
[3, 45] [6, 7]

−2−1A456

2∑
56

A57

(
A68A9,10

3∑
[3, 7] [89, 10]− B689

3∑
[3, 7] [8, 9]

)

+2−1A57A68
3∑

[3, 456] [7, 8]− C567
4

3∑
[3, 5] [6, 7]

}
, (3.12)

a22
12·2 = A13A45A26A78

2∑
34,5

[5, 8] [34, 67]−
2∑
12

A13A45B267
2∑

6,7

[5, 6] [7, 34]

+B134B267
2∑
34

[3, 6] [4, 7], (3.13)

a1111
1234·3 = A15A26A37A48[5, 6, 7, 8], (3.14)

a1112
1234·3 = A15A26A37

{
−A48A9,10

6∑
[89, 10] [5, 6, 7] + B489

6∑
[8, 9] [5, 6, 7]

}
, (3.15)

a1113
1234·3 = A15A26A37A48

{
A9,10A11,12

15∑
[5, 6] [7, 89] [10.11, 12]

−B9,10,11
15∑

[5, 6] [7, 89] [10, 11]

−2−1A89,10

2∑
9,10

A9,11

(
A10,12A13,14

15∑
[5, 6] [7, 11] [12.13, 14]

−B10,12,13
15∑

[5, 6] [7, 11] [12, 13]

)

+2−1A9,11A10,12
15∑

[5, 6] [7, 89.10] [11, 12]

−C9,10,11
8

15∑
[5, 6] [7, 9] [10, 11]

}
(3.16)
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and

a1122
1234·3 = A15A26

{
A37A89

[
A4,10A11,12

15∑
[5, 6] [78, 9] [10.11, 12]

−B4,10,11
15∑

[5, 6] [78, 9] [10, 11]

]

−B378

[
A4,10A11,12

15∑
[5, 6] [7, 8] [10.11, 12]

−B4,10,11
15∑

[5, 6] [7, 8] [10, 11]

]}
. (3.17)

4. Least squares estimates

Here we apply the previous section to LSEs for both real and complex models. We begin with the real model.
Suppose we observe

Y = S(θ) + e in Rn, that is YN = SN (θ) + eN in R for 1 ≤ N ≤ n (4.1)

with e1, . . . , en independent and identically distributed (i.i.d.) with mean zero. Denote their rth cumulant by
λr = κr(e1). The LSE is θ̂ minimising

Λ = n−1|Y − S(θ)|2/2 = n−1
n∑

N=1

ΛN(θ), (4.2)

where ΛN (θ) = |YN − SN (θ)|2/2. So,

ΛN ·1...r = ∂1 . . . ∂rS
2
N/2 − YNSN ·1...r, A1...r = [1 . . . r] = n−1

n∑
N=1

{∂1 . . . ∂rS
2
N/2 − SNSN ·1...r}.

For π1, π2, . . . sequences of integers in 1 . . . p, set

〈π1, π2, . . .〉 = n−1
n∑

N=1

SN ·π1SN ·π2 . . . (4.3)

Theorem 4.1 uses the previous section to express the cumulant coefficients we need in terms of these 〈 〉 functions.
Theorem 4.2 notes what form these take for the special case when A is diagonal, having in mind the example
of the next section for the case R = 1.

Theorem 4.1. For the model given by (4.1), the cumulant coefficients of Theorem 3.1 are

ki1i2
1 = k12

·1 = λ2A
12, (4.4)

ki0
1 = k0

·1 = 2−1λ2A
01A23{−〈1, 23〉 − 〈2, 13〉+ 〈3, 12〉}, (4.5)

ki1i2i3
2 = k123

·2 = A14A25A36

{
λ3〈4, 5, 6〉+ λ2

2

3∑
456

〈4, 56〉
}

− 6λ2
2B

123, (4.6)
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a12
12·2 = λ3A

13
(
A24A56〈3, 45, 6〉 − B245〈3, 4, 5〉) , (4.7)

a13
12·2/λ2

2 = A13A24A56

(
A78

2∑
38

〈3, 45〉 〈8, 67〉+ 〈34, 56〉
)

−2−1A24〈3, 45〉A56A678(A13A78 + 2A18A37)

+A13A24
(−2−1〈3, 45〉B5 − 〈6, 45〉B56

3

+2A346B
6 + 2−1A456A378A

57A68 + 2−1〈3, 456〉A56

+〈6, 345〉A56 − 2−1A3456A
56
)
, (4.8)

a22
12·2/λ2

2 = A13A26(A47〈34, 67〉+ A45A78〈34, 8〉 〈5, 67〉)− 2
2∑
12

A13B246〈6, 34〉+ 2B13
6 B26

3 , (4.9)

a1111
1234·3 = λ4A

15A26A37A48〈5, 6, 7, 8〉, (4.10)

a1112
1234·3 = [λ2λ3]

{
−A15A26A37A48A9,10

3∑
567

〈5, 89〉 〈10, 6, 7〉

−A48[A26A37A19〈89, 6, 7〉+ A15A37A29〈89, 5, 7〉+ A15A26A39〈89, 5, 6〉]

+A15A26A37A48A9,10
3∑

567

A58,10〈6, 7, 9〉
}

, (4.11)

a1113
1234·3 = λ3

2A
15A26A37A48

{
A9,10A11,12

15∑
〈5, 6〉 〈7, 89〉 〈12, 10.11〉

−B9,10,11
15∑

〈5, 6〉 〈7, 89〉 〈10, 11〉

−2−1A89,10

2∑
9,10

A9,11

(
A10,12A13,14

15∑
〈5, 6〉 〈7, 11〉 〈12.13, 14〉

−B10,12,13
15∑

〈5, 6〉 〈7, 11〉 〈12, 13〉
)

+ 2−1A9,11A10,12
15∑

〈5, 6〉 〈7, 89.10〉 〈11, 12〉

−C9,10,11
8

15∑
〈5, 6〉 〈7, 9〉 〈10, 11〉

}
(4.12)

and

a1122
1234·3 = λ3

2A
15A26

{
A37A89

[
A4,10A11,12

15∑
〈5, 6〉〈78, 9〉〈10.11, 12〉

−B4,10,11
15∑

〈5, 6〉 〈78, 9〉〈10, 11〉
]
− B378

[
A4,10A11,12

15∑
〈5, 6〉〈7, 8〉〈10.11, 12〉

−B4,10,11
15∑

〈5, 6〉 〈7, 8〉 〈10, 11〉
]}

, (4.13)

where B1 = B123A23 = 2−1A12A234A
34 and B23

1 = B234A14 = 2−1A145A
24A35.
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Theorem 4.2. The corresponding expressions of Theorem 4.1 for A diagonal are

ki0
1 = k0

·1 = −2−1λ2A
00A22〈0, 22〉, (4.14)

ki1i2i3
2 = k123

·2 = A11A22A33

{
λ3〈1, 2, 3〉 + λ2

2

(
3∑

123

〈1, 23〉 − 3A123

)}
, (4.15)

a12
12·2 = λ3A

11
{
A22A55〈1, 25, 5〉 − B245〈1, 4, 5〉} , (4.16)

a13
12·2/λ2

2 = A11A22A33[A77(〈1, 25〉 〈7, 57〉+ 〈1, 57〉 〈7, 25〉) + 〈12, 55〉]
−2−1A11A22A55(〈1, 25〉A577A

77

+2〈3, 25〉A531A
33) + A11A22[−2−1〈1, 25〉B5

−〈6, 25〉B56
1 + 2A126B

6 + 2−1A156A256A
55A66

+2−1〈1, 255〉A55 + 〈5, 125〉A55 − 2−1A1255A
55], (4.17)

a22
12·2/λ2

2 = A11A22A44(〈14, 24〉 + A77〈7, 14〉 〈4, 27〉)−
2∑
12

A11B246〈6, 14〉+ 2B13
6 B26

3 , (4.18)

a1111
1234·3 = λ4A

11A22A33A44〈1, 2, 3, 4〉, (4.19)

a1112
1234·3/(λ2λ3) = A11 . . . A44

{
−A55

3∑
123

〈1, 45〉〈2, 3, 5〉 −
3∑

123

〈1, 2, 34〉

+A55
3∑

123

A145〈2, 3, 5〉
}

, (4.20)

a1113
1234·3/λ3

2 = A11A22A33A44

{
A99A11,11

15∑
〈1, 2〉〈3, 49〉〈11, 9.11〉

−B9,10,11
15∑

〈1, 2〉〈3, 49〉〈10, 11〉

−2−1A49,10

2∑
9,10

A9,9

(
A10,10A13,13

15∑
〈1, 2〉〈3, 9〉〈10 · 13, 13〉

−B10,12,13
15∑

〈1, 2〉〈3, 9〉〈12, 13〉
)

+ 2−1A99A10,10
15∑

〈1, 2〉〈3, 49.10〉〈9, 10〉

−C9,10,11
4

15∑
〈1, 2〉〈3, 9〉〈10, 11〉

}
(4.21)
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and

a1122
1234·3/λ3

2 = A11A22

{
A33A88

[
A44A11,11

15∑
〈1, 2〉〈38, 8〉〈4.11, 11〉

−B4,10,11
15∑

〈1, 2〉〈38, 8〉〈10, 11〉
]
− B378

[
A44A11,11

15∑
〈1, 2〉〈7, 8〉〈4.11, 11〉

−B4,10,11
15∑

〈1, 2〉〈7, 8〉〈10, 11〉
]}

, (4.22)

where B123 = A11A22A33A123/2, C234
1 = A1234A

22A33A44/6, and

B1 = 2−1A11A22A122, B23
1 = 2−1A123A

22A33. (4.23)

Note that the implicit summations are over the i’s not on the left hand side. For example, in (4.14) the
summation is over i2, not i0.

Note that B5, B6, B56
3 , B13

6 and B26
3 in Theorem 4.1 follow from the definitions given for B1 and B23

1 . For
example, B5 = B523A23, B6 = B623A23, B56

3 = B564A34 and B13
6 = B134A64. Similar comments apply to

Theorem 4.2.
Now suppose we replace the real model (4.1) by the complex model

Y = S(θ) + e in Cn, that is YN = SN (θ) + eN in C for 1 ≤ N ≤ n (4.24)

with eN = eN1 + jeN2 for j =
√−1 and {eN1, eN2} independent and identically distributed with mean zero and

cumulants {λr}. The LSE is again given by (4.2). This can be put in the framework of (4.1) with n replaced
by 2n, (so that Λ and A1···r are half what they are for the complex version with eN1 = eN of (4.1)), but it is
simpler to adapt the preceding as follows:

ΛN ·1...r = ∂1 . . . ∂rS̄NSN/2 − ȲNSN ·1...r/2 − YN S̄N ·1...r/2,

A1...r = [1 . . . r] = n−1
n∑

N=1

{∂1 . . . ∂r|SN |2/2 − Re S̄NSN ·1...r}

= n−1(∂1 . . . ∂r|S|2/2 − Re S∗S·1...r).

(Recall that ȲN is the complex conjugate of YN , and S∗ = S̄′.) Let us extend the notation of (4.3) by writing

〈π̄1, π2, π3〉 = n−1
n∑

N=1

S̄N ·π1SN ·π2SN ·π3

and so on for π1, π2, . . . sequences of integers in 1 . . . p. One obtains

nΛ·1 = −Re e∗S·1, nΛ·12 = Re (S∗
·1S·2 − e∗S·12),

A12 = Re B12 = (B12 + B̄12)/2 for B12 = S∗
·1S·2/n = 〈1̄, 2〉, (4.25)

Λ·1...r = Re (B1...r − e∗S·1...r/n), A1...r = Re B1...r,
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where

B123 =

(
3∑

123

S∗
·1S·23

)/
n =

3∑
123

〈1̄, 23〉,

B1234 =

(
4∑

1234

S∗
·1S·234 +

3∑
123

S∗
·12S·34

)/
n =

4∑
1234

〈1̄, 234〉 +
3∑

123

〈1̄2, 34〉.

Note that B1...r can be written down using the form for the partial Bell polynomial Br2 on page 307 of [2]; his
B22 = x2

1, his B32 = 3x1x2, his B42 = 4x1x3 + 3x2
2, his B52 = 5x1x4 + 10x2x3 so that

B12345 =

(
5∑

S∗
·1S·2345 +

10∑
S∗
·12S·345

)/
n =

5∑
〈1̄, 2345〉+

10∑
〈12, 345〉,

and so on. We now give the complex form of (D.5). Set γi = S·πi and Ti = e∗γi. If r > 1 then

(−2)r[π1, . . . , πr] = 2rn−1κ(Re T1, . . . , Re Tr) = n−1κ(T1 + T̄1, . . . , Tr + T̄r)

=
r∑

i=0

k(1i1r−i)
(r

i)∑
〈π1, . . . , πi, πi+1, . . . , πr〉, (4.26)

where k(1i1j) = κ(e1, · · · , e1, e1, · · · , e1), counting e1 i times and e1 j times. Also the inner summation is over
all such (π1, . . . , πi) giving different terms. These joint cumulants can be written in terms of the real cumulants
{λr}: k(1i1r−i) = [1 + (−1)r−ijr]λr so that k(12) = 0, k(11̄) = 2λ2. For example,

4[π1, π2] = E

(
T1T2 +

2∑
T1T̄2 + T̄1T̄2

)/
n = 2λ2

2∑
〈π1, π2〉 = 4λ2 Real (〈π1, π2〉) ,

−8[π1, π2, π3] = 2λ3 Real

(
(1 + j)

{
〈π1, π2, π3〉 +

3∑
〈π1, π̄2, π̄3〉

})
,

16[π1, π2, π3, π4] = 4λ4 Real

({
〈π1, π2, π3, π4〉 +

3∑
234

〈π1, π2, π3, π4〉
})

.

So, by (D.5) the cumulant coefficients for the complex case are obtained from those for the real case by replacing

〈π1, π2〉 by Real(〈π̄1, π2〉),

〈π1, π2, π3〉 by Real

(
(1 + j)

{
〈π1, π2, π3〉 +

3∑
〈π1, π̄2, π̄3〉

})/
4, (4.27)

〈π1, π2, π3, π4〉 by Real

({
〈π1, π2, π3, π4〉 +

3∑
234

〈π1, π2, π3, π4〉
})/

4,
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and so on. A simpler way of seeing this – without having to involve the joint cumulants k(1i1r−i), is as follows.
Consider the complex numbers a = a1 + ja2, b = b1 + jb2, . . . Then a1 = (a + ā)/2 and a2 = −(a − ā)j/2. So,

a1b1 + a2b2 = Real(ab),

a1b1c1 + a2b2c2 = Real((1 + j)

(
abc +

3∑
abc

)/
4, (4.28)

a1b1c1d1 + a2b2c2d2 = Real

(
abcd +

3∑
bcd

abcd

)/
4

= Real
(
abcd + abcd + acbd + adbc

)/
4,

and so on. Now take a = SN.π1, b = SN.π2, . . . Then n−1
∑n

N=1(a1b1c1 +a2b2c2) is twice the real version of 〈π1,
π2, π3〉 for the real version of the complex version with n replaced by 2n. By (4.28) it equals the right hand
side of (4.27). Similarly, one can write down 〈π1, . . ., πr〉 for the real version of the complex model in terms of
〈π1, . . ., πr〉 for the complex model. So, the real versions (4.4), (4.5), (4.6), imply the complex versions

ki1i2
1 = k12

·1 = λ2A
12, ki0

1 = k0
·1 = 2−1λ2A

01A23 Real ({−〈1̄, 23〉 − 〈2̄, 13〉 + 〈3̄, 12〉}) ,

ki1i2i3
2 = k123

·2 = A14A25A36 Real

(
λ3(1 + j)

{
〈4, 5, 6〉 +

3∑
〈4, 5̄, 6̄〉

}/
4 + λ2

2

3∑
456

〈4̄, 56〉
)
− 6λ2

2B
123.

Similarly, ki1i2
2 = k12

·2 can be written down from its real form given by (3.5), (3.11), (3.12), (3.13), and ki1i2i3i4
3 =

k1234·3 can be written down from its real form given by (3.6), (3.14)–(3.17). Note that if e1 is complex normal
with components having the same variance, then (4.26) implies that [π1, . . . , πr] = 0 for r > 2 just as this holds
by (D.5) for the real case (4.1) if e1 ∼ N (0, λ2).

5. Examples

We now drop the convention of Sections 2–4 of suppressing the i’s to the usual convention that

SN ·i1...ir = ∂i1 . . . ∂irSN

for ∂i = ∂/∂θi. That is, we write 〈i1 . . . ir〉, where we had 〈1 . . . r〉, Ai1i2 = 〈i1, i2〉, where we had A12 = 〈1, 2〉
in (D.3), 〈i1, i2i3〉, where we had 〈1, 23〉 in (D.4), and so on. So, now

Ars = 〈r, s〉 = n−1
n∑

N=1

SN ·rSN ·s.

Example 5.1. Consider the R signal M frequency problem: observe

yk = s(θ) + nk in CM for k = 1, . . . , K,

where n1, . . . , nK are independent CNM (0, vIM ), that is, with real and imaginary parts independent
NM (0, vIM/2). (So, λ2 of Sect. 4 is v/2 and λr = 0 for r 
= 2.) Counting m = 0, 1, . . . , M − 1, suppose
that the mth component of s(θ) has the form

sm(θ) =
R∑

r=1

ar exp(jαmr) = sm1 + jsm2
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say, for j =
√−1, where αmr = ϕr + νmwr and νm = (m + m0)/M , and {ar, ϕr, wr} are real so that p = 3R

and we can take θ′ = (a′, ϕ′, w′). The main parameter is w; (a, ϕ) are nuisance parameters. We shall obtain the
leading cumulant coefficients firstly by using the real model (4.1), and then for comparison using the complex
model (4.24). For the real model the MLE θ̂ minimises

K∑
k=1

|yk − s(θ)|2 /2 =
n∑

N=1

(YN − SN (θ))2 /2, where n = 2kM,

{(
Y1

S1

)
, . . . ,

(
Yn

Sn

)}
=

{(
ykm1

sm1

)
,

(
ykm2

sm2

)}
: 0 ≤ m < M, 1 ≤ k ≤ K,

and ykm = ykm1 + jykm2. This puts the problem into the real formulation of (4.1) with eN ∼ N (0, λ2).
The constant m0 is arbitrary, since it reparameterises ϕ. Choose m0 = −(M − 1)/2, so that {νm} have
arithmetic mean zero. For 1 ≤ r, s ≤ R, sm1·r = cosαmr, sm1·r+R = −ar sin αmr, sm1·r+2R = −νmar sin αmr,
sm2·r = sin αmr, sm2·r+R = ar cosαmr, sm2·r+2R = νmar cosαmr and

Ars = (2M)−1
M−1∑
m=0

2∑
j=1

smj·rsmj·s.

Fix 1 ≤ r, s ≤ R and set

ϕrs = ϕr − ϕs, wrs = wr − ws, δm = αmr − αms = ϕrs + νmwrs. (5.1)

Then the elements of A = {Aab : 1 ≤ a, b ≤ 3R} can be identified as follows.

〈a, a′〉 : 〈r, s〉 = (2M)−1
M−1∑
m=0

cos δm,

So, 〈r, r〉 = 2−1 and for r 
= s,

〈r, s〉 = 2−1

∫ 1/2

−1/2

cos(ϕrs + xwrs) dx + O(M−1)

= (cosϕrs)w−1
rs sin(wrs/2) + O(M−1) as M → ∞,

〈a, ϕ′〉 : 〈r, s + R〉 = as(2M)−1
M−1∑
m=0

sin δm = as2−1

∫ 1/2

−1/2

sin(ϕrs + xwrs) dx + O(M−1)

= as(sin ϕrs) w−1
rs sin(wrs/2) + O(M−1) if r 
= s

= 0 if r = s,
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〈a, w′〉 : 〈r, s + 2R〉 = as(2M)−1
M−1∑
m=0

νm sin δm

= as2−1

∫ 1/2

−1/2

x sin(ϕrs + xwrs) dx + O(M−1)

= as2−1 cosϕrs

{−w−1
rs cos(wrs/2) + 2w−2

rs sin(wrs/2)
}

+O(M−1) if r 
= s

= 0 if r = s,

〈ϕ, ϕ′〉 : 〈r + R, s + R〉 = aras(2M)−1
M−1∑
m=0

cos δm = aras〈r, s〉,

〈ϕ, w′〉 : 〈r + R, s + 2R〉 = (2M)−1aras

M−1∑
m=0

νm cos δm

= 2−1aras

∫ 1/2

−1/2

x cos(ϕrs + xwrs) dx + O(M−1)

= aras sin ϕrs{2−1w−1
rs cos(wrs/2) − w−2

rs sin(wrs/2)}
+O(M−1) if r 
= s

= 0 if r = s,

and

〈w, w′〉 : 〈r + 2R, s + 2R〉 = aras(2M)−1
M−1∑
m=0

ν2
m cos δm

= aras2−1

∫ 1/2

−1/2

x2 cos(ϕrs + xwrs) dx + O(M−1)

= aras cosϕrs

{
(4−1w−1

rs − 2w−3
rs ) sin(wrs/2)

+w−2
rs cos(wrs/2)

}
+ O(M−1) if r 
= s

= a2
rv2/2 if r = s,

where

vi = M−1
M−1∑
m=0

νi
m =

∫ 1/2

−1/2

xi dx + O(M−1).

In particular,

v2 = (1 − α)/12, v4 = (1 − α)(3 − 7α)/240,

v6 = (1 − α)(3 − 18α + 31α2)/1344, v8 = (1 − α)(5 − 55α + 239α2 − 381α3)/11520,

and vi = 0 for i odd, where α = M−2. So, A is only diagonal if R = 1.
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The complex formulation, (4.24) with n = Mk, is simpler than the real formulation above: choose θ as above.
We have

sm·r = sm·r+R/(jar) = sm·r+2R/(jνmar) = exp(jαmr).

Set

gMr(δ) = M−1
M−1∑
m=0

νr
m exp(jνmδ).

A closed form for gMr is given in Appendix C. For example, gM0(0) = 1 and if δ 
= 0, then

MgM0(δ) = {cos(a − b) − cos(a + b)}/(1 − cos 2b) = sina/ sin b,

g0(δ) = sin a/a for a = δ/2, b = δ/(2M).

Note that

gMr(δ) = gr(δ) + O(M−1),

where

gr(δ) =
∫ 1/2

−1/2

xr exp(jxδ)dx = 2(−1)rr!δ−r−1
r∑

k=0

(1/(r − k)!)(δ/2)r−kbk

and bk = sin((kπ + δ)/2) or j cos((kπ + δ)/2) for r even or odd. Since {−νm} = {νm},

gMr(δ) = gMr(−δ) = (−1)rgMr(δ),

so gMr is real for r even, and imaginary for r odd, that is, hMr(δ) = j−1gMr(δ) is real for r odd. The Ai1···ir

can be conveniently written in terms of the real and imaginary parts of the function

Gr(d1, d2) = Hr(d1, d2) + jIr(d1, d2) = exp(jd1)gMr(d2) = M−1
M−1∑
m=0

νr
m exp(j(d1 + νmd2)).

So, for r even,

Hr(d1, d2) = cos d1 gMr(d2), Ir(d1, d2) = sin d1 gMr(d2),

and for r odd,

Hr(d1, d2) = − sin d1 hMr(d2), Ir(d1, d2) = cos d1 hMr(d2).

For example, B of (4.25) is given by Bab = s∗.as.b/M . As before fix 1 ≤ r, s ≤ R. Then

Brs = Br,s+R/(jas) = Br+R,s+R/(aras) = exp(−jϕrs)gM0(wrs),
Br,s+2R/(jas) = Br+R,s+2R/(aras) = exp(−jϕrs)gM1(−wrs),

Br+2R,s+2R = aras exp(−jϕrs)gM2(wrs).
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So, A = A′ is given in terms of ϕrs, wrs of (5.1) by

Ars = Ar+R,s+R/(aras) = cosϕrs gM0(wrs), Ar,s+R = as sin ϕrs gM0(wrs),
Ar,s+2R = Re jas exp(−jϕrs)(−j)hM1(wrs) = as cosϕrs hM1(wrs),

Ar+R,s+2R = −aras sin ϕrs hM1(wrs), Ar+2R,s+2R = aras cosϕrs gM2(wrs).

Although A for the real and complex formulations look different, A and A1···r for the complex formulation are
exactly twice what they are for the real formulation, as noted in Section 4.

For both the real and complex models Ai1···ir requires 6, 10 and 16 formulas for r = 2, 3 and 4; we gave these
six formulas for r = 2 above; we now give the ten formulas for r = 3 for the complex case. We use the notation
1 ≤ r, s, t ≤ R, ri = r+(i−1)R, si = s+(i−1)R and ti = t+(i−1)R. So, Br1s1t1 = 0 and Arst = Ar1s1t1 = 0.
Similarly, in terms of the Kronecker delta function δij = 1 for i = j and 0 for i 
= j, we have, for example,

Br2s2t3 =
2∑
rs

δstarasjG1(ϕsr, wsr) − δrsaratjG1(ϕrt, wrt),

Br2s3t3 = δstarasjG2(ϕsr, wsr) +
2∑
st

δrtarasjG2(ϕrs, wrs),

Br3s3t3 =
3∑

rst

δstarasjG3(ϕsr, wsr),

so that

Ar1s1t2 = δstArs + δtrAst,

Ar1s2t2 = as(δrt − δst) cosϕrs gM0(wrs) + atδrs cosϕrt gM0(wrt),

Ar2s2t2 =
3∑

rst

arasδst sin ϕrs gM0(wrs),

Ar1s1t3 = cosϕrs

2∑
rs

δsthM1(wrs)

= 0 if r = s,

Ar1s2t3 = δstas sin ϕrs hM1(wrs) −
2∑
st

δrtas sin ϕrs hM1(wrs),

Ar1s3t3 = δstas cosϕrs gM2(wrs) +
2∑
st

δrtas cosϕts gM2(wts),

Ar2s2t3 = −
2∑
rs

δstarasI1(ϕsr, wsr) + δrsaratI1(ϕrt, wrt),

Ar2s3t3 = −δstarasI2(ϕsr , wsr) −
2∑
st

δrtarasI2(ϕrs, wrs),

Ar3s3t3 = −
3∑

rst

δstarasI3(ϕsr, wsr).

We now specialise the above example to the case R = 1.
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Example 5.2. Consider the one signal case, R = 1, of the previous example. By the real formulation above,
with a = a1,

A = (1/2)diag
(
1, a2, a2v2

)
, A−1 = diag

(
2, 2a−2, 2a−2v−1

2

)
.

By (4.4), ncovar θ̂ = λ2A
−1 + O(n−1). By (4.14),

ki0
1 = −2−1λ2A

i0i0

3∑
i2=1

Ai2i2〈i0, i2i2〉.

Also smj·11 = 0, sm1·12 = − sin αm, sm1·13 = −νm sin αm, sm2·12 = cosαm, sm2·13 = νm cosαm, sm1·22 =
−a cosαm, sm1·23 = −νma cosαm, sm1·33 = −ν2

ma cosαm, sm2·22 = −a sinαm, sm2·23 = −νma sinαm and
sm2·33 = ν2

ma sin αm, where αm = αm1. So, the non-zero 〈i, jk〉 are 〈2, 12〉 = −〈1, 22〉 = a/2 and 〈3, 13〉 =
−〈1, 33〉 = av2/2. So, k1

1 = 2λ2/a and k2
1 = k3

1 = 0. So, ϕ̂ and ŵ have low bias but not â. The non-zero Aijk ,
Bijk and kijk

2 are A122 = a/2, A133 = av2/2, B122 = 2a−3, B133 = 2a−3v−1
2 and k122

2 = −8λ2
2a

−3 = v2k
133
2 .

Since ϕ̂ and ŵ both have ki
1 = kiii

2 = 0, we should check whether their distributions are symmetric.
Next we show that

k33
2 /λ2

2 = 4a−4
(
5v−1

2 + v4/v3
2

)
. (5.2)

By (4.17), with i5 = i, i7 = j,

a13
33·2/λ2

2 = (A33)2Aii[Ajjc1 + 〈33, ii〉]− 2−1(A33)2AiiAjjc2

+(A33)2[−2−1〈3, 3i〉Bi − 〈j, 2i〉Bij
1 + 2A33iB

i + 2−1A2
3ijA

iiAjj

+2−1〈3, 3ii〉Aii + 〈i, 33i〉Aii − 2−1A33iiA
ii],

where c1 = 〈3, 3i〉 〈j, ji〉 + 〈3, ij〉 〈j, 3i〉 and c2 = 〈3, 3i〉Aijj + 2〈j, 3i〉A3ij . So,

a13
33·2λ

−2
2 A2

33 = Aii[Ajj{c1 − 2−1c2} + 〈33, ii〉
+2−1A2

3ijA
jj + 2−1〈3, 3ii〉+ 〈i, 33i〉 − 2−1A33ii]

+2A33iB
i − 2−1〈3, 3i〉Bi − 〈j, 2i〉Bij

1

= gi + fij =
3∑

i=1

gi +
3∑

i,j=1

fij

say. Note that

A1133 = 〈11, 33〉+ 2〈13, 13〉+ 2〈1, 133〉+ 2〈3, 113〉 = 0 + v2 − v2 + 0 = 0

since

〈13, 13〉 = (2M)−1
M−1∑
m=0

ν2
m = 2−1v2.
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Note that

B1 = AiiA1ii = A22A122 + A33A133 = 2a−2a/2 + 2a−2v−1
2 av2/2 = 2a−1,

fij = Aii[Ajj{c1 − 2−1c2} + 2−1A2
3ijA

jj ] − 〈j, 2i〉Bij
1 ,

gi = Aii[〈33, ii〉 + 2−1〈3, 3ii〉 + 〈i, 33i〉 − 2−1A33ii] + (2A33i − 2−1〈3, 3i〉)Bi,

g1 = 2[〈1, 331〉 − 2−1A3311] + (2A331 − 2−1〈3, 31〉)B1

= −v2 + av2 · 2a−1 − (av2/4) · 2a−1 = v2/2,

g2 = 2a−2[〈22, 33〉+ 2−1〈3, 322〉+ 〈2, 332〉 − 2−1A3322],

where

〈22, 33〉 = (2M)−1
M−1∑
m=0

a2ν2
m = 2−1a2v2.

Note that sm1·223 = aνm sin αm, sm1·233 = aν2
m sin αm, sm1·333 = aν3

m sinαm, sm2·223 = −aνm cosαm, sm2·233 =
−aν2

m cosαm and sm1·333 = −aν3
m cosαm, so

〈3, 322〉 = −(2M)−1
M−1∑
m=0

(aνm)2 = −2−1a2v2

and

〈2, 332〉 = −(2M)−1
M−1∑
m=0

a2ν2
m = −2−1a2v2.

Note that

A2233 = 〈22, 33〉+ 2〈23, 23〉+ 2〈2, 233〉+ 2〈3, 223〉
and

〈23, 23〉 = (2M)−1
M−1∑
m=0

(νma)2 = 2−1a2v2,

so A2233 = 2−1a2v2(1 + 2 − 2 − 2) = −2−1a2v2. So, g2 = v2 − 2−1v2 − v2 + 2−1v2 = 0. Note that

g3 = A33[〈33, 33〉+ 3〈3, 333〉/2− 2−1A3333] − 2−1〈3, 33〉B3,

A3333 = 3〈33, 33〉+ 4〈3, 333〉,

〈33, 33〉 = (2M)−1
M−1∑
m=0

a2ν4
m = 2−1a2v4, 〈3, 333〉 = −(2M)−1

M−1∑
m=0

a2ν4
m = −2−1a2v4,

so g3 = −a−2v−1
2 [2−1a2v4 − 2−1a2v4] = 0. Note that

f1j = A11[Ajj{c1 − 2−1c2} + 2−1A2
31jA

jj ] − 〈j, 21〉B1j
1

at c1 = 〈3, 31〉 〈j, j1〉+ 〈3, 1j〉 〈j, 31〉 and c2 = 〈3, 31〉A1jj + 2〈j, 31〉A31j . So, f11 = 0 and f12 = A11[A22{〈3, 31〉
〈2, 21〉 − 2−1〈3, 31〉A122}] − 〈2, 21〉B12

1 . By (4.23), B12
1 = 2−1A112A

11A22 = 0, so

f12/2 = 2a−2{(av2/2)(a/2)− 2−1(av2/2)(a/2)} = v2/4, f13 = A11[A33c3 + 2−1A2
313A

33] − 0
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at c3 = 2〈3, 13〉2 − 3.2−1〈3, 13〉A133. So,

f13 = A11A33[〈3, 13〉{2〈3, 13〉 − 3A133/2} + 2−1A2
133] = v2, f2j = A22[Ajjc4 + 0] − 〈j, 22〉B2j

1

at c4 = c1 − c2/2 and c1 = c2 = 0. By (4.23), B21
1 = 0 as B23

1 = A14B
234 is symmetric in 2, 3. So, f2j = 0.

Note that

f3j = A33[Ajjc4 + 2−1A2
33jA

jj ] − 〈j, 23〉B3j
1 , c1 = 0 + 〈3, 3j〉 〈j, 33〉, c2 = 0 + 2〈j, 33〉A33j .

So, f32 = f33 = 0 and f31 = A33A11c5 at

c5 = c4 + 2−1A2
133 = 〈3, 31〉 〈1, 33〉 − 〈1, 33〉A133 + 2−1A2

133 = a2v2
2/8.

So, f31 = v2/2. So,

a13
33·2λ

−2
2 a4v2

2/4 =
∑
ij

fij +
∑

i

gi = 3v2/2.

So, a13
33·2 = 6λ2

2a
−4v−1

2 . By (4.18),

a22
33·2/λ2

2 =
∑

i

gi +
∑
ij

fij

for gi = (A33)2 Aii 〈3i, 3i〉 and fij = (A33)2 Aii Ajj 〈j, 3i〉 〈i, 3j〉 + f1
ij + f2

ij , where f1
ij = −2A33 B3ij 〈j, 3i〉

and f2
ij = 2B3i

j Bjj
i , giving

∑
gi = 4a−4 v−3

2 (v4 + 2v2
2) as before. Note that

∑
j f1

1j = −2A33A133〈3, 31〉,
f1
2j = −2A33 · 0 = 0 and f1

3j = −2A33A33j〈j, 31〉 = 0, giving
∑

ij f1
ij = −4a−4v−1

2 . Note that

f2
1j = (A33)2A11Ajj〈31, j〉 〈3j, 1〉+ 2B31

j B3j
1 ,

f2
11 = 2(B13

1 )2 = 0 as by (4.23) B13
1 = 2−1A113A

11A33 = 0,

f2
12 = 2B31

2 B32
1 = 0 as B23

1 = 0,

f2
13 = 2B31

3 B33
1 + (A33)32A11〈31, 3〉 〈33, 1〉,

B13
3 = 2−1A133A

11A33, B33
1 = 2−1A133(A33)2.

So,

f2
13 = 2−1A2

133A
11(A33)3 + 2(A33)3〈1, 33〉 〈3, 31〉 = 0,

f2
22 = (A33)2(A22)2〈32, 2〉2 + 2(B32

2 )2 = 0

as B32
2 = 2−1A0

223A
33A22 = 0. Note that

f2
23 = (A33)2A22〈32, 3〉 〈33, 2〉+ 2B32

3 B33
2 = 0, f2

33 = (A33)4〈3, 33〉2 + 2(B33
3 )2 = 0.

So,
∑

f2
ij = 0. So, a22

33·2/λ2
2 = 4a−4v−3

2 (v4 + 2v2
2). So, (5.2) holds: compare it with k33

1 /λ2 = A33 = 2a−2v−1
2 .

So,

var ŵ = 2λ2a
−2v−1

2 n−1 + 4λ2
2a

−4(5v−1
2 + v4v

−3
2 )n−2 + O(n−3)
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at n = 2KM and λ2 = v/2. Set SNR = a2/(v/KM) so that SNR−1 = v/(a2KM). So,

var ŵ = 2−1v−1
2 SNR−1[1 + 2−1SNR−1(5 + v4/v2

2)] + O(SNR−3)

= 6(1 − M−2)−1SNR−1[1 + SNR−13.4(1 + O(M−2))] + O(SNR−3)

since v2 = 12−1(1 − M−2) and v4 = 80−1 + O(M−2).

6. When linear parameters are nuisance parameters

Here we give an approach that allows us to reduce the dimension of the parameter space by eliminating
nuisance parameters that enter the model linearly, when using the LSE. (For example, in Example 5.1, θ has
dimension 3R, but the parameter of interest w has dimension only R.)

The method of Section 2 does not require Λ = Λ(θ) to be the mean of random functions Λ1(θ), . . . , Λn(θ),
but only that A1 = 0, A = (A12) is bounded away from zero, A1...r is bounded for r ≥ 1, and

Δ·1...r = Op(n−1/2). (6.1)

First consider again the real model (4.1) YN = x′
N (w)β + eN in C with β in Rq, w in R, that is Y = X(w)β + e

in Rn, where X(w)′ = (x1 · · ·xn) = X and xN = xN (w). That is, we now suppose that θ =
(

β
w

)
and

SN (θ) = xN (w)′β. So, S(θ) = S = X(w)β. Set

Λ(w) = infβ n−1
n∑

N=1

(YN − X ′
Nβ)2 = n−1|Y − Xβ̂(w)|2 = n−1Y ′QY,

where I − Q = I − Q(w) = P = X(X ′X)−1X ′ and β̂(w) = (X ′X)−1X ′Y , assuming X ′X has full rank q ≤ n.
So, the LSE is

θ̂ =
(

β̂(ŵ)
ŵ

)
,

where ŵ minimises Λ(w). Theorem 6.1 verifies that the conditions (6.1) hold with (θ, Λ(θ)) replaced by
(w, Λ(w)).

Theorem 6.1. Consider the model (4.1). Assume that X ′X has full rank q ≤ n and that xN satisfies

xN (w) = y(N/n, w) = y(N/n) (6.2)

for some function y(t, w). Also assume that e1, . . . , en are i.i.d. in R with mean zero and cumulants {λr}.
Finally, assume that

det(T (1 : 2)) 
= 0, (6.3)

where T (π1 : π2) = T (π1, π2) − T (·, π1)′T−1T (·, π2), where T (π1, π2) =
∫ 1

0
y·π1(t)y·π2(t)′dt, and ·π denotes

differentiation with respect to w, not t. Then A1 = 0, A = (A12) is bounded away from zero, A1...r is bounded
for r ≥ 1, and (6.1) holds.

We now consider how to adapt Section 3. Since Λ(w) is no longer a sum of independent random variables, (3.1)
with (3.2) no longer applies. So, let us take (3.1) as the definition of [·]. To be of use we need [·] to be bounded
as n → ∞. Note that [π] = Aπ is bounded. For r > 1,

[π1, . . . , πr] = nr−1κ[Δπ1 , . . . , Δπr ], [π1, π2] = n−1κ[e′Q·π1S + e′Q·π1e, e′Q·π2S + e′Q·π2e].
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Clearly {Δπ1} has rth-order cumulants O(n1−r):

κr(Δπ11, . . . , Δπrr) = n1−r[π1, . . . , πr]1,

where

[π1, . . . , πr]1 = λr〈γπ1 , . . . , γπr〉1,

〈γπ1 , . . . , γπr〉1 = n−1
n∑

N=1

γπ1N . . . γπrN , γπ = (γπN ) = Q·πS.

By (D.12),

n2EΔπ11Δπ22 = λ4

n∑
N=1

QNN ·π1QNN ·π2 + 2λ2
2trQ·π1Q·π2 = O(1).

Similarly, one expects the moments and cumulants of {nΔπ2} to be O(1), and so the rth-order cross-cumulants
of {Δπ2} to be O(n−r). So, one expects the rth-order cross-cumulants of {Δπ11, Δπ22} to be O(n1−r) or O(n−r)
and so the [·] functions of (3.2) to be bounded. So, the results of Section 3 should hold with [·] defined by (3.1),
not (3.2).

The complex case is similar: observe

YN = x∗
Nβ + eN in C with β in Cq, xN = xN (w),

that is Y = Xβ + e in Cn, where X∗ = (x1 · · ·xn). Assume that eN = eN1 + jeN2 for j =
√−1 with {eNk}

i.i.d. with mean zero and rth cumulants λr/2. So, λ2 = E|eN |2. Set

Λ(w) = infβn−1
n∑

N=1

|YN − x∗
Nβ|2 = n−1|Y − Xβ̂(w)|2 = n−1Y ∗QY,

where Q = Q(w) = I − P , P = X(X∗X)−1X∗ and β̂(w) = (X∗X)−1X∗Y , assuming X∗X has full rank q ≤ n.
So, the LSE is

θ̂ =
(

β̂(ŵ)
ŵ

)
,

where ŵ minimises Λ(w). Again we assume (6.2) and (6.3) hold with ′ replacing ∗ in (D.9)–(D.11) so that
A1 = 0, A1...r is bounded, A = (A12) is bounded away from zero. Note that A1...r is given by (D.6)–(D.9) and
their extensions, with ′ replacing ∗. Also

Δπ = 2Δ1π + Δ2π (6.4)

for 2nΔ1π = 2Re e∗γπ = e∗γπ + γ∗
πe, γπ = Q·πS and nΔ2π = e∗Q·πe, where again S = S(θ) = Xβ. The

argument that Δπ is Op(n−1/2) carries over. If w lies in Rq then Aπ and Δπ are still real.

Example 6.1. Observe yk = S + εk in Cn for k = 1, . . . , K with εk ∼ CN (0, V In) for some scalar V > 0. So,
{yk} have arithmetic mean Y = S + e with e ∼ CN (0, νIn) and ν = K−1V . (So, λ2 = ν/2 and λr = 0 for
r 
= 2.) Suppose Y = (Y0, . . . , Yn−1)′ and S = (S0, . . . , Sn−1)′, where SN = xNβ for β in C, xN = exp(jγN ),
j =

√−1, γN = νNw, νN = (N + N0)/n and N0 = −(n − 1)/2. So, q = 1, X∗X = n, I − Q = P = n−1XX∗

has (a, b) element

n−1x∗
axb = n−1 exp{j(γb − γa)} = n−1 exp{jw(b − a)/n}



EXPANSIONS FOR THE DISTRIBUTION OF M-ESTIMATES 159

and Λ(w) = n−1|Y |2 − n−2|X∗Y |2 and X∗Y =
∑n−1

N=0 xNYN . Since q = 1 we now replace 1 . . . r, where
it occurs by r and use the convention f(w).r = (∂/∂w)rf(w) for any smooth function f(w). For example,
xN ·r = (∂/∂w)rxN = (jνN )rxN . So,

X·r = (x0·r, . . . , xn−1·r)∗ = (−j)r(νr
0x0, . . . , ν

r
n−1xn−1)∗, X∗

·rX·s = (−1)sjr+snvr+s

for vr = n−1
∑n−1

N=0 νr
N . So,

v1 = 0, v2 = (1 − n−2)/12, v4 = (1 − n−2)(1 − 7n−2/3)/80,

vr = 2−r/(r + 1) + O(n−2),
X∗

r X/n = jrvr, X∗
·1X = 0, X∗

·1X·1/n = v2,

Q·1 = −P·1 = −n−1(X·1X∗ + XX∗
·1), Q·2 = −n−1(X·2X∗ + 2X·1X∗

·1 + XX∗
·2),

Q·3 = −n−1(X·3X∗ + 3X·2X∗
·1 + 3X·1X∗

·2 + XX∗
·3),

Q·4 = −n−1(X·4X∗ + 4X·3X∗
·1 + 6X·2X∗

·2 + 4X·1X∗
·3 + XX∗

·4),
Q·1X = −X1, Q·2X = −(X·2 − Xv2), Q·3X = −(X·3 − 3X·1v2 − Xjv3),
Q·4X = −(X·4 − 6X·2v2 − 4X·1jv3 + Xv4),

X∗Q·2X/n = 2v2, X∗Q·3X/n = 0, X∗Q·4X/n = −2(v4 + 3v2
2).

By (D.6), Ar = |β|2X∗Q·rX/n, so A2 = 2|β|2v2, A3 = 0 and A4 = −2|β|2(v4 + 3v2
2). Also var ŵ = k21n

−1 +
k22n

−2 + . . ., where by (3.5), (3.6)–(3.11), replacing [1, 111] by [1, 3] and so on,

k21 = A−2
2 [1, 1], k22 = 2a12 + 2a13 + a22,

a12 = −A−3
2 [1, 1, 2], a22 = A−4

2 ([1, 1] [2, 2] + [1, 2]2),

a13 = A−4
2 (2[1, 2]2 + [1, 1] [2, 2] + 3[1, 1] [1, 3]/2)− A−5

2 A4[1, 1]2/2,

giving

k22 = −2A−3
2 [1, 1, 2] + A−4

2 (5[1, 2]2 + 3[1, 1] [2, 2] + 3[1, 1] [1, 3])− A−5
2 A4[1, 1]2.

By (6.4), nΔr = e∗γr + γ∗
r e + e∗Q·re for γr = Q·rS. By Appendix B,

En2ΔrΔs = E(
2∑
rs

γ∗
r ee∗γs + e∗Q·ree∗Q·se) = ν

2∑
rs

γ∗
rγs + ν2(tr Q·rtr Q·s + tr Q·rQ·s)

= nν|β|2(drs + d∗rs) + ν2Drs,

where drs = (Q·rX)∗(Q·sX)/n and Drs = tr Q·rQ·s are O(1). In particular, d11 = v2, d12 = X∗
·1 (X·2−Xv2)/n =

−jv3, d13 = −v4 − 3v2
2 , d22 = v4 + 3v2

2 , D11 = 2v2, D12 = 0, D13 = 2(v4 − 3v2
2) and D22 = 2(v4 + v2

2). So,

[1, 1] = nEΔ2
1 = 2ν|β|2v2(1 + ε) for ε = νn−1|β|−2,

[1, 2] = nEΔ1Δ2 = 0, [1, 3] = nEΔ1Δ3 = −2ν|β|2{v4 + 3v2
2 − ε(v4 − 3v2

2)},
[2, 2] = 2ν|β|2{v4 + 3v2

2 + ε(v4 + v2
2)}.

Also for qr = e∗Q·re and Tr = tr Q·r = 0, by Appendix B

n [1, 1, 2] = n3EΔ2
1Δ2 = E(2e∗γ1γ

∗
1e + q2

1)q2

= 2ν2(γ∗
1γ1T2 + γ∗

1Q·2γ1) + ν3(T 2
1 T2 + 2T1tr Q·1Q·2T2tr Q2

·1 + 2tr Q2
·1Q·2)

= 2nν2|β|2d121 + 2ν3D112,
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where d121 = (Q·1X)∗Q·2(Q·1X)/n = −2v2
2 and D112 = tr Q3·1Q·2 = 0. So, var ŵ = 2−1v−1

2 ε + cε2 + O(ε3),
where

c = 2−1v−1
2 (from k21) + v−1

2 (from 2a13) + 2−2v−3
2 (v4 + 3v2

2) (from 2a13 + a22)

= 6 × 27/5 + O(n−2).

So, var ŵ = 6ε(1 + 5.4ε) + O(ε3).

Appendix A

The following is the list of distinct summation notations used in the paper:

2∑
ij

fij = fij + fji,

3∑
ijk

fijk = fijk + fkij + fjki,

3∑
fijgkl = fijgkl + fikgjl + filgjk,

4∑
ijkl

fijkl = fijkl + flijk + fklij + fjkli,

5∑
ijklm

fijklm = fijklm + fmijkl + flmijk + fklmij + fjklmi,

6∑
ijk

fijk = fijk + fikj + fjik + fjki + fkij + fkji,

6∑
iijj

fiijj = fiijj + fijij + fijji + fjiij + fjiji + fjjii,

6∑
fijgkl = fijgkl + fikgjl + filgjk + fjkgil + fjlgik + fklgij ,

6∑
glmfijk = gilfjkm + gimfjkl + gjlfikm + gjmfikl + gklfijm + gkmfijl,

10∑
fijgklm = fijgklm + fikgjlm + filgjkm + fimgjkl + fjkgilm + fjlgikm + fjmgikl + fklgijm

+fkmgijl + flmgijk,

10∑
fijkglmn = fijkglmn + fijlgkmn + fijmgkln + fijngklm + fiklgjmn + fikmgjln + fikngjlm

+filmgjkn + filngjkm + fimngjkl,

12∑
filgjkmn = filgjkmn + fimgjkln + fingjklm + fjlgikmn + fjmgikln + fjngiklm + fklgijmn

+fkmgijln + fkngijlm + flmgijkn + flngijkm + fmngijkl,

15∑
fijgklhmn = fijgklhmn + fikgjlhmn + filgjkhmn + fimgjkhln + fingjkhlm + fjkgilhmn

+fjlgikhmn + fjmgikhln + fjngikhlm + fklgijhmn + fkmgijhln + fkngijhlm

+flmgijhkn + flngijhkm + fmngijhkl,
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2∑
π1,π3

[π1, π2] [π3, π4] = [π1, π2] [π3, π4] + [π3, π2] [π1, π4] ,

2∑
π2,π3

[π1, π2] [π3, π4] = [π1, π2] [π3, π4] + [π1, π3] [π2, π4] ,

3∑
[π1, π2] [π3, π4] = [π1, π2] [π3, π4] + [π1, π3] [π2, π4] + [π1, π4] [π2, π3] ,

6∑
[π4, π5] [π1, π2, π3] = [π1, π4] [π2, π3, π5] + [π1, π5] [π2, π3, π4] + [π2, π4] [π1, π3, π5]

+ [π2, π5] [π1, π3, π4] + [π3, π4] [π1, π2, π5] + [π3, π5] [π1, π2, π4]

and

15∑
[π1, π2] [π3, π4] [π5, π6] = [π1, π2] [π3, π4] [π5, π6] + [π1, π3] [π2, π4] [π5, π6]

+ [π1, π4] [π2, π3] [π5, π6] + [π1, π5] [π2, π3] [π4, π6]
+ [π1, π6] [π2, π3] [π4, π5] + [π2, π3] [π1, π4] [π5, π6]
+ [π2, π4] [π1, π3] [π5, π6] + [π2, π5] [π1, π3] [π4, π6]
+ [π2, π6] [π1, π3] [π4, π5] + [π3, π4] [π1, π2] [π5, π6]
+ [π3, π5] [π1, π2] [π4, π6] + [π3, π6] [π1, π2] [π4, π5]
+ [π4, π5] [π1, π2] [π3, π6] + [π4, π6] [π1, π2] [π3, π5]
+ [π5, π6] [π1, π2] [π3, π4] .

Appendix B

Theorem B.1. Suppose X ∼ CN p(0, V ) so V = EXX∗. Its non-zero moments

μ1...n,n+1...2n = EX1 . . .XnX̄n+1 . . . X̄2n

are μ1,2 = V12, μ12,34 = V13V24 + V14V23, and so on, satisfying the recurrence relation

μ1...n,n+1...2n =
n∑

i=1

μ1,n+iμ2...n,(n+1...2n)i
, (B.1)

where (n + 1 . . . 2n)i drops the ith term. Similarly, for i1, . . . , in, j1, . . . , jn in 1, . . . , p,

E Xi1 . . . XinX̄j1 . . . X̄jn =
n!∑

Vi1k1 . . . Vinkn , (B.2)

where
∑n! sums over all n! permutations k1 . . . kn of j1 . . . jn.

So, in expanded form, the right hand side of (B.1) has n! terms, as compared with 1 · 3 . . . (2n − 1) =
(2n)!2−n/n! = EN (0, 1)2n terms for the real case X ∼ Np(0, V ). Reed [6] proved (B.2) for the stationary case
Vij a function of i − j, but his proof holds without this assumption.
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Theorem B.2. Let qr = X∗arX for ar in Cp×p. Set Br = arV and t1···r = trace(B1 · · ·Br). Then

Eq1 = t1, Eq1q2 = t1t2 + t12, Eq1q2q3 = t1t2t3 +
3∑

123

t1t23 +
2∑
23

t123,

Eq1 . . . q4 = t1t2t3t4 +
6∑

t1t2t34 +
4∑

t1

2∑
34

t234 +
3∑

t12t34 +
6∑

234

t1234,

and in general

Eq1 . . . qr =
r∑

j=1

Trj for Trj =
∑

π

{tπ1 . . . tπj : |π1| + . . . + |πj | = r},

where for π = (i1 . . . ir), tπ = trace(Bi1 . . . Bir ), and
∑

π sums over all such (π1, . . . , πj) giving different terms.

Appendix C

Theorem C.1 gives a closed expression for

gMr(δ) = M−1
M−1∑
m=0

νr
m exp(jνmδ),

where νm = m/M − (M − 1)/2.

Theorem C.1. Let a = (M + 1)/(2M), b = (1 − M)/(2M), c = 1/M , N(x) = exp(ax) − exp(bx), D(x) =
exp(cx) − 1, I(x) = 1/D(x) and G(x) =

∑M−1
m=0 exp(xνm) = N(x)I(x). We have

gMr(δ) = M−1G(r)(jδ), (C.1)

where

G(r)(x) =
r∑

k=0

(
r

k

)
Nr−kckPk, Ni = ai exp(ax) − bi exp(bx)

and

Pk =
k∑

i=0

(−1)ii!D−i−1 exp(cix)Cki, Cki =
i∑

n=0

(
i

n

)
(−1)i−nnk.

In particular,

P0 = D−1, P1 = D−1 − D−2 exp(cx), P2 = D−1 − D−2 exp(cx) + 4D−3 exp(2cx),
P3 = D−1 − D−2 exp(cx) + 12D−3 exp(2cx) − 36D−4 exp(3cx),
P4 = D−1 − D−2 exp(cx) + 28D−3 exp(2cx) − 216D−4 exp(3cx) + 576D−5 exp(4cx),

and so on. Also

gMr(0) = M−1
M−1∑
m=0

νr
m = gr
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say, is given by gr = 0 for r odd, and for d = M−2, by

g0 = 1, g2 = (1 − d)/12, g4 = (3 − 10d + 7d2)/240, g6 = (3 − 21d + 49d2 − 31d3)/1344,

g8 = (5 − 60d + 294d2 − 620d3 + 381d4)/11520,

g10 = (3 − 55d + 462d2 − 2046d3 + 4191d4 − 2555d5)/33792,

and so on.

Appendix D

Proof of Theorem 2.1. For {ΛN} sufficiently smooth, θ̂ satisfies

0 = Λ·1(θ̂) = Λ·1 + Λ·12δ2/1! + Λ·123δ2δ3/2! + . . .

by the multivariate Taylor expansion, using the tensor summations convention: repeated pairs of suffixes are
implicitly summed over their range 1 . . . p. For example, Λ·12δ2 =

∑p
i2=1 Λ·12δ2. So,

0 = Λ·1 + (A12 + Δ12)δ2 + (A123 + Δ123)δ2δ3/2 + . . .

Multiply by A01. Since A01A12 = 1 or 0 for i0 = i2 or i0 
= i2, this gives

0 = δ0 + A01{Λ·1 + Δ12δ2 + (A123 + Δ123)δ2δ3/2 + . . .}, (D.1)

where the first two terms have magnitude Op(n−1/2), the next two are Op(n−1) and so on. So, an expansion of
the form (2.1) is possible. Substituting (2.1) into (D.1) gives 0 =

∑∞
a=1 Ta, where Ta = Op(n−a/2):

T1 = δ1
0 + A01Δ1, T2 = δ2

0 + A01(Δ12δ
1
2 + A123δ

1
2δ

1
3/2),

T3 = δ3
0 + A01(Δ12δ

2
2 + A123

2∑
23

δ1
2δ

2
3 + Δ123δ

1
2δ1

3/2 + A1...4δ
1
2δ1

3δ
1
4/6),

T4 = δ4
0 + A01{Δ12δ

3
2 + A123(δ2

2δ2
3 +

2∑
23

δ1
2δ

3
3)/2 + Δ123

2∑
23

δ1
2δ

2
3/2

+A1...4

3∑
234

δ1
2δ

1
3δ

2
4/6 + Δ1...4δ

1
2δ

1
3δ

1
4/6 + A1...5δ

1
2δ

1
3δ

1
4δ1

5/24)},

and so on. We can now obtain {δa
0} in (2.6)–(2.8) by setting Ta ≡ 0 and solving these recurrence relations

for δa
0 . �

Proof of Theorem 3.1. Note that a11
12 = A13A24κ(Δ3, Δ4), so (3.7) follows. Note that a1

0 = 0, so a1
0.1 = 0,

a2
0 = A01A23EΔ12Δ3 − B045EΔ4Δ5, so (3.8) follows. Note that a111

123 = −A14A25A36κ(Δ4, Δ5, Δ6), so (3.9)
follows. Note that

a112
123 = A14A25

{
A36A78

2∑
45

κ(Δ4, Δ67)κ(Δ5, Δ8) − B367
2∑
45

κ(Δ4, Δ6)κ(Δ5, Δ7)

}
+ O

(
n−3

)
since if

EXi ≡ 0 and μj1...jr ≡ EXj1 . . .Xjr , (D.2)
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then

κ(X1, X2, X3X4) = κ(X1, X2, X3, X4) +
2∑
12

μ13μ24.

So, (3.10) follows. So, k123
·2 is given by (3.4), (3.9) and (3.10). We next give k12

·2 of (3.5). Recall that a11
12·k = 0

for k 
= 1. Note that

a12
12 = −A13κ(Δ3, A

24A56Δ45Δ6 − B245Δ4Δ5),

so (3.11) follows since (D.2) implies κ(X1, X2X3) = μ123. Also

a13
12 = A13A24κ(Δ3, Δ45(A56A78Δ67Δ8 − B567Δ6Δ7)

−2−1A456

2∑
56

A57Δ7(A68A9,10Δ89Δ10 − B689Δ8Δ9)

+2−1A57A68Δ456Δ7Δ8 − C567
4 Δ5Δ6Δ7))

= A13A24
{
A56A78κ(Δ3, Δ45Δ67Δ8) − B567κ(Δ3, Δ45Δ6Δ7)

−2−1A456

2∑
56

A57(A68A9,10κ(Δ3, Δ7Δ89Δ10) − B689κ(Δ3, Δ7Δ8Δ9))

+2−1A57A68κ(Δ3, Δ456Δ7Δ8) − C567
4 κ(Δ3, Δ5Δ6Δ7)

}
.

Also (D.2) implies

κ(X1, X2X3X4) = μ1...4 = κ(X1, . . . , X4) +
3∑

μ12μ34.

So, (3.12) follows. Also

a22
12 = κ(A13A45Δ34Δ5 − B134Δ3Δ4, A26A78Δ67Δ8 − B267Δ6Δ7)

= A13A45A26A78κ(Δ34Δ5, Δ67Δ8)

−
2∑
12

A13A45B267κ(Δ34Δ5, Δ6Δ7) + B134B267κ(Δ3Δ4, Δ6Δ7).

Also (D.2) implies

κ(X1X2, X3X4) = μ1...4 − μ12μ34 = κ(X1, . . . , X4) +
2∑
12

μ13μ24.

So, (3.13) follows. So, k12
·2 is given by (3.5), (3.11), (3.12), (3.13). Finally, we give k1234

.3 starting from (3.6):

a1111
1234 = A15A26A37A48κ(Δ5, Δ6, Δ7, Δ8),

a1112
1234 = −A15A26A37κ(Δ5, Δ6, Δ7, A

48A9,10Δ89Δ10 − B489Δ8Δ9),

so (3.14) follows. Also (D.2) implies

κ(X1, X2, X3, X4X5) = κ(X1, . . . , X5) +
6∑

μ45μ123.
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So, (3.15) follows and

a1113
1234 = A15A26A37A48κ(Δ5, Δ6, Δ7, Δ89(A9,10A11,12Δ10,11Δ12 − B9,10,11Δ10Δ11)

−2−1A89,10

2∑
9,10

A9,11Δ11(A10,12A13,14Δ12,13Δ14 − B10,12,13Δ12Δ13)

+2−1A9,11A10,12Δ89,10Δ11Δ12 − C9,10,11
8 Δ9Δ10Δ11).

Also setting k1...r = κ(X1, . . . , Xr), (D.2) implies

κ(X1, X2, X3, X4X5X6) = μ1...6 −
3∑

123

μ12μ3...6 = k1...6 +
10∑

k123k456 +
15∑

μ12μ34μ56

+
12∑

μ14k2356.

So, (3.16) follows and

a1122
1234 = A15A26κ(Δ5, Δ6, A

37A89Δ78Δ9 − B378Δ7Δ8, A
4,10A11,12Δ10,11Δ12 − B4,10,11Δ10Δ11).

Also (D.2) implies

κ(X1, X2, X3X4, X5X6) = k1...6 +
15∑

μ12k3...6 +
10∑

μ123μ456 +
15∑

μ12μ34μ56

−μ134μ256 − μ234μ156.

So, (3.17) follows. So, k1234
.3 is given by (3.6), (3.14)–(3.17). �

Proof of Theorems 4.1 and 4.2. Note that A1 = 0 as required. Also

A12 = [12] = n−1
n∑

N=1

SN ·1SN ·2 = 〈1, 2〉, (D.3)

A123 = [123] =
3∑
〈1, 23〉, (D.4)

A1234 = [1234] =
3∑
〈12, 34〉+

4∑
〈1, 234〉,

[π1, . . . , πr] = (−1)rλr〈π1, . . . , πr〉 (D.5)

for r ≥ 1. So, [1, 2] = λ2〈1, 2〉 = λ2A12. So, by (3.7), the asymptotic covariance of θ̂ is given by (4.4). By (3.8),
the asymptotic bias of θ̂ is given by (4.5). For A diagonal (4.5) reduces to (4.14). By (3.4), (3.9) and (3.10),
we have (4.6) and (4.15). Note that k12

·2 is given by (3.5) in terms of (4.7)–(4.9). For A diagonal, (4.7), (4.8)
and (4.9) reduce to (4.16), (4.17) and (4.18), respectively. Note that ki1i2i3i4

3 = k1234
·3 is given by (3.6) in terms

of (4.10)–(4.13). For A diagonal, (4.10)–(4.13) reduce to (4.19)–(4.22). �

Proof of Theorem 6.1. Using the notational conventions of Section 2, tr Q = n − q so tr Q·1...r = 0 for r ≥ 1.
Also Λ·1...r = n−1Y ′Q·1...rY , so

A1...r = n−1trQ·1...r(λ2In + SS′) = n−1S′Q·1...rS = n−1β′X ′Q·1...rXβ. (D.6)
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Also

PX = X, QX = 0, Q·1X + QX·1 = 0, X ′Q·1X = −X ′QX·1 = 0, A1 = 0,

Q·12X + Q·1X·2 + Q·2X·1 + QX·12 = 0,

X ′Q·12X = −
2∑
12

X ′Q·1X·2 =
2∑
12

X ′
·1QX·2, (D.7)

Q·123X +
3∑

123

(Q·12X·3 + Q·3X·12) + QX·123 = 0,

X ′Q·123X = −
3∑

123

X ′(Q·12X·3 + Q·3X·12) =
6∑

123

X ′
·1Q·2X·3 +

3∑
123

X ′
·1QX·23. (D.8)

By (6.2),

n−1X ′X = n−1
n∑

N=1

xNx′
N = T + O(n−1) (D.9)

as n → ∞, where T =
∫ 1

0 y(t)y(t)′dt. (Higher order terms are given by the Euler-McLaurin expansion.)
Similarly, for π1, π2 sequences of integers,

n−1X ′
·π1

X·π2 = n−1
n∑

N=1

xN ·π1x
′
N ·π2

= T (π1, π2) + O(n−1). (D.10)

Also

n−1X ′
·π1

PX·π2 = (n−1X ′X·π1)
′(n−1X ′X)−1(n−1X ′X·π2) = T (·, π1)′T−1T (·, π2) + O(n−1),

where T (·, π2) is T (π1, π2) with π1 empty. So,

n−1X ′
·π1

QX·π2 = T (π1 : π2) + O(n−1). (D.11)

So, by (D.7), n−1X ′Q·12X is bounded. So, by (D.6) A12 is bounded. The condition that A = (A12) be bounded
away from zero holds because of (6.3). Similarly, the second term in the right hand side of (D.8) is O(n). That
the first term is also follows similarly from

Q·1 = −P·1 = −X·1MX ′ − XM·1X ′ − XMX ′
·1 and M·1 = −ML·1M,

where M−1 = L = X ′X . So, A123 is bounded. Similarly, A1...r is bounded.
We now show that Δπ = Op(n−1/2). Note that Δπ = 2Δ1π + Δ2π for Δ1π = n−1e′Q·πS and Δ2π =

n−1e′Q·πe. Also Δ1π∼̇N (0, n−1λ2β
′Vnβ) for Vn = n−1X ′Q2

·πX = O(1) by a similar argument to above. So,
Δ1π = Op(n−1/2). Also

EΔ2π = n−1λ2 tr Q·π = 0, n2EΔ2
2π = λ4

n∑
N=1

Q2
NN ·π + 2λ2

2 tr Q2
·π, (D.12)

where Q2
N1N2

are the elements of Q. By a similar argument to above

n∑
N=1

Q2
NN ·π = O(n−1) and tr Q2

·π = O(1).
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So, Δ2π = Op(n−1). So, the conditions needed for Section 2 hold. �
Proof of Theorem C.1. Note that (C.1) holds. By Leibniz’ rule,

G(r)(x) =
r∑

k=0

(
r

k

)
N (r−k)(x)I(k)(x).

Also note that N (i)(x) = Ni. By Faa di Bruno’s rule, Comtet ([2], page 137), for f(D) = D−1,

I(k)(x) =
k∑

i=0

fiBki(y)

for fi = f (i)(D) = (−1)ii!D−i−1, yi = D(i)(x) = ci exp(cx) − δi0, and Bki(y) the partial exponential Bell
polynomial tabled on page 307 of [2]. These are defined in terms of

S =
∞∑

k=1

zkyk/k!

by

Si/i! =
∞∑

k=i

zkBki(y)/k!.

But in our case S = exp(cx){exp(cz) − 1} giving Bki(y) = exp(icx)ckCki/i!. As an aside, since Bkk(y) = yk
1 ,

we obtain the interesting identity Cki = 0 for k < i, Ckk = k!. So, with (C.1) we obtain the results of the
theorem. �
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