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UNIFORM CONVERGENCE OF PENALIZED
TIME-INHOMOGENEOUS MARKOV PROCESSES

Nicolas Champagnat1,2,* and Denis Villemonais2

Abstract. We provide a general criterion ensuring the exponential contraction of Feynman–Kac
semi-groups of penalized processes. This criterion applies to time-inhomogeneous Markov processes
with absorption and killing through penalization. We also give the asymptotic behavior of the expected
penalization and provide results of convergence in total variation of the process penalized up to infinite
time. For exponential convergence of penalized semi-groups with bounded penalization, a converse
result is obtained, showing that our criterion is sharp in this case. Several cases are studied: we first
show how our criterion can be simply checked for processes with bounded penalization, and we then
study in detail more delicate examples, including one-dimensional diffusion processes conditioned not
to hit 0 and penalized birth and death processes evolving in a quenched random environment.
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1. Introduction

In [5], we developed a probabilistic framework to study Markov processes with absorption conditionned
on non-absorption. The main result is a necessary and sufficient condition for the exponential convergence of
conditional distributions to a unique quasi-stationary distribution. Our approach is based on coupling estimates
(Doeblin condition and Dobrushin coefficient) which allow to use probabilistic methods to check the criteria
in various classes of models, such as one-dimensional diffusions [4, 8], multi-dimensional diffusions [7, 9] or
multi-dimensional birth and death processes [6].

The present paper studies the extension of the previous results to the time-inhomogeneous setting in discrete
and continuous time in the general framework of Feynman–Kac semi-groups of penalized processes developed
by Del Moral and Miclo [13] and Del Moral and Guionnet [12]. The literature on the topic is vast and closely
related to the study of genealogical and interacting particle systems. For more details, we refer the reader to the
two textbooks [10, 11] and the numerous references therein. This approach allows us to prove non-exponential
convergence also in time-homogeneous models which are not covered by the criteria of [5].

The present paper can be seen as a complement and an extension of the results on the contraction of Feynman–
Kac semi-groups gathered in ([11], Chap. 12). The main novelties of our work lies in the facts that our criteria
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can be proved to be necessary and sufficient for exponential convergence of the Feynman–Kac semi-groups in
the soft obstacle setting (in Sect. 4.1), that our work allows to study models with hard obstacles (in Sect. 5)
and that we study examples of time-inhomogeneous Markov processes in quenched environments (in Sect. 6.2).

In our applications, we first explain how our criteria can be checked in the special case of Feynman–Kac
semi-groups with bounded penalization rate. To show the novelty of our criteria and how to apply the methods
developed in [4, 5, 8], we provide a detailed study of two natural classes of models: time-inhomogeneous diffusion
processes in dimension 1 with hard obstacles and time-inhomogeneous penalized one-dimensional birth and
death processes. In particular, we study non-periodic diffusions with non-regular coefficients, hence improving
the results of [14]. We also consider the case of birth and death processes evolving in a quenched random
environment, alternating phases of growth and decay, under general assumptions on the environment. Similar
questions are studied for other types of applications in [1].

In Section 2, we present the general class of models considered in this paper and state our main result
on the contraction of Feynman–Kac semi-groups (Thm. 2.1). Section 3 is concerned with original results on
the limiting behavior of the expectation of the penalization (Prop. 3.1) with consequences on uniqueness on
time-inhomogeneous stationary evolution problems with growth conditions at infinity, and on the existence and
asymptotic mixing of the Markov process penalized up to infinite time (Thm. 3.4). Section 4 contains a study of
Feynman–Kac semi-groups with bounded penalization rate. We first give in subsection 4.1 a converse result for
exponential convergence of such semigroups, showing that our criterion is sharp. We then show in subsection 4.2
how our criteria can be easily checked when the process satisfies uniform irreducibility properties and uniform
exponential moments for the entrance time in compact sets. Sections 5 and 6 are devoted to the application of
our criteria to more complex situations. We first study the case of time-inhomogeneous diffusions on [0,+∞)
absorbed at 0 and conditioned to non-absorption (that is, with infinite penalization at 0) in Section 5. Section 6
is devoted to the study of penalized continuous time inhomogeneous birth and death processes in N, for which
the penalization rate is bounded but where exponential moments of entrance times in compact sets do not hold
uniformly in time. We first give a general criterion in subsection 6.1 and then study the case of birth and death
processes in quenched environment alternating phases of growth and decay (close to infinity) in subsection 6.2.
The proof of Theorem 2.1 is given in Section 7. Proposition 3.1 and Theorem 3.4 are proved respectively in
Sections 8 and 9. Finally, Theorems 4.1 and 4.4 are proved respectively in Sections 10 and 11.

2. Main result

Let (Ω, (Fs,t)0≤s≤t∈I ,P, (Xt)t∈I) be a Markov process evolving in a measurable space (E, E), where the time
space is I = [0,+∞) or I = N and X can be time-inhomogeneous, such that Xt is Fs,r-measurable for all
s ≤ t ≤ r. Let Z = {Zs,t; 0 ≤ s ≤ t, s, t ∈ I} be a collection of multiplicative nonnegative random variables
such that, for any s ≤ t, Zs,t is a Fs,t-measurable random variable and

Es,x(Zs,t) > 0 and sup
y∈E
Es,y(Zs,t) <∞ ∀s ≤ t ∈ I ∀x ∈ E. (2.1)

By multiplicative, we mean that, for all s ≤ r ≤ t ∈ I,

Zs,rZr,t = Zs,t.

We define the non linear semi-group Φ = {Φs,t; 0 ≤ s ≤ t} on the set M1(E) of all probability measures on E
by setting, for any distribution µ ∈M1(E), Φs,t(µ) as the probability measure on E such that, for any bounded
and E-measurable function f : E → R,

Φs,t(µ)(f) :=
Es,µ(f(Xt)Zs,t)
Es,µ(Zs,t)

, (2.2)
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where ((Xt)t≥s,Ps,µ) denotes the Markov process X on [s,+∞) starting with initial distribution µ at time s.
It is straightforward to check that the nonlinear map Φs,t on the set of probability measures on E satisfies the
semigroup property

Φr,t = Φs,t ◦ Φr,s, ∀r ≤ s ≤ t. (2.3)

Typical examples of penalizations with hard or soft obstacles are given by, respectively,

Zs,t = 1Xt 6∈D or Zs,t = e
∫ t
s
κ(u,Xu)du, (2.4)

where D ⊂ E is some absorbing set for the process X or κ is a measurable function from R+×E to R. In the first
case, Φs,t(µ) is simply the conditional distribution of Xt with distribution µ at time s, given it is not absorbed
in D at time t. In the second case, if κ(t, x) ≤ 0 for all t ≥ 0 and x ∈ E, then −κ(t, x) can be interpreted as a
killing rate at time t in position x and Φs,t(µ) is the conditional distribution of Xt with distribution µ at time
s, given it is not killed before time t. Note that if κ is bounded from above by a finite constant κ̄, then we can
replace κ by κ− κ̄ without modifying Φs,t(µ) and hence recover the previous interpretation of κ̄− κ as a killing
rate. If κ ≥ 0, it can be interpreted as a branching rate in branching particle systems.

For all s ≥ 1 and all x1, x2 ∈ E, we define the non-negative measure on E

νs,x1,x2 = min
i=1,2

Φs−1,s(δxi),

where the minimum between two measures is understood as usual as the largest measure smaller than both
measures, and the real constant

ds = inf
t≥0,x1,x2∈E

Es,νs,x1,x2 (Zs,s+t)
supx∈E Es,x(Zs,s+t)

.

Similarly, we define

νs = min
x∈E

Φs−1,s(δx) (2.5)

and the real constant

d′s = inf
t≥0

Es,νs(Zs,s+t)
supx∈E Es,x(Zs,s+t)

. (2.6)

Note that νs ≤ νs,x1,x2 and d′s ≤ ds.
Let us define, for all 0 ≤ s ≤ t ≤ T the linear operator KT

s,t on the set of bounded measurable function on E
by

KT
s,tf(x) =

Es,x(f(Xt)Zs,T )
Es,x(Zs,T )

. (2.7)

We extend as usual this definition to any initial distribution µ on E as

µKT
s,tf =

∫
E

KT
s,tf(x)µ(dx).

Note that Kt
s,tf(x) = Φs,t(δx)(f) but µKt

s,tf 6= Φs,t(µ)(f) in general.
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Theorem 2.1. For all probability measures µ1, µ2 on E and for all 0 ≤ s ≤ s+ 1 ≤ t ≤ T ∈ I, we have

∥∥µ1K
T
s,t − µ2K

T
s,t

∥∥
TV
≤
bt−sc−1∏
k=0

(1− dt−k) ‖µ1 − µ2‖TV (2.8)

and

‖Φs,t(µ1)− Φs,t(µ2)‖TV ≤ 2
bt−sc−1∏
k=0

(1− dt−k) , (2.9)

where ‖ · ‖TV denotes the usual total variation distance: for all signed finite measure µ on E,

‖µ‖TV = sup
A∈E

µ(A)− inf
A∈E

µ(A).

In particular, if lim supt→∞ dt > 0, there is convergence in (2.8) and (2.9) when t→ +∞, and if infs∈I ds > 0,
or more generally if lim supt→∞

1
t

∑
s≤t log(1− ds) < 0, we have geometric convergence in (2.8) and (2.9). There

is also convergence for example if dt ≥ ct−1 for t large enough for some c > 0.
Note that Theorem 2.1 gives uniform convergence with respect to the initial distribution. Hence, the process

necessarily comes down from infinity in some sense and one expects some form of uniform domination property
for the time-inhomogeneous process. In Section 4.2, we propose a domination uniform in time, in Section 5 a
domination up to a time-change and in Section 6 an intermittent domination.

Remark 2.2. For a fixed t > 0, considering the processes X̄r := Xr∧t and Z̄r1,r2 = Zr1∧t,r2∧t, it is clear that
the bounds (2.8) and (2.9) are actually valid replacing ds by

d̄(t)
s := inf

s≤u≤t,x1,x2∈E

Es,νs,x1,x2 (Zs,u)
supx∈E Es,x(Zs,u)

.

For example, the case considered in Section 3.1, [2] (in discrete time) fits to our settings, with ds = 0 for all
s ≥ 0 but d̄(t)

s ≥ C
1+t−s for 0 ≤ s ≤ t. In this case, our result entails a polynomial speed of convergence to 0 of

‖Φs,t(µ1)− Φs,t(µ2)‖TV . Note that this time-homogeneous case is not covered by the results of [5].

Remark 2.3. Note that, in the definition of νs,x1,x2 and νs, the time increments of −1 are not restrictive,
since we could change the time-scale in the definition of the time-inhomogeneous Markov process X and the
penalization Z using any deterministic increasing function. In particular, given s = s0 < t0 ≤ s1 < t1 ≤ · · · ≤
sn < tn ≤ t in I, we may define for all i = 0, . . . , n and all x1, x2 ∈ E,

νsi,ti,x1,x2 = min
j=1,2

Φsi,ti(δxj ),

and the real constant

dsi,ti = inf
t≥0,x1,x2∈E

Eti,νsi,ti,x1,x2 (Zti,ti+t)
supx∈E Eti,x(Zti,ti+t)

.

Then it is straightforward that, for all probability measures µ1, µ2 on E and all T ≥ t, we have

∥∥µ1K
T
s,t − µ2K

T
s,t

∥∥
TV
≤

n∏
k=0

(1− dsk,tk) ‖µ1 − µ2‖TV
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and

‖Φs,t(µ1)− Φs,t(µ2)‖TV ≤ 2
n∏
k=0

(1− dsk,tk) .

This remark also applies to the next results (Prop. 3.1 and Thm. 3.4), where νs and d′s can also be modified
accordingly.

Note also that our result is optimal in the time-homogeneous setting, in the sense that the exponential
contraction in (2.9) is equivalent to the property d0 > 0 (see [5], Thm. 2.1). We discuss the extension of this
optimality result to the time-inhomogeneous case in subsection 4.1.

3. Convergence of the expected penalization and penalized
process up to infinite time

In the absorbed time-homogeneous setting of [5] (with Zs,t = 1Xt 6∈D as in (2.4)), we also obtained complemen-
tary results on the limiting behavior of the probability of survival Px(Xt 6∈ D) = Ex(Zs,t) when t→∞ and on
the process conditioned to never be extinct. Both statements can be extended to the present time-inhomogeneous
penalized framework, as stated in the following two results.

Proposition 3.1. For all y ∈ E and s ∈ I such that d′s > 0, there exists a finite constant Cs,y only depending
on s and y such that, for all x ∈ E and t, u ≥ s+ 1 with t ≤ u,

∣∣∣∣Es,x(Zs,t)
Es,y(Zs,t)

− Es,x(Zs,u)
Es,y(Zs,u)

∣∣∣∣ ≤ Cs,y inf
v∈[s+1,t]

1
d′v

bv−sc−1∏
k=0

(1− dv−k) . (3.1)

In particular, if

lim inf
t∈I, t→+∞

1
d′t

bt−sc−1∏
k=0

(1− dt−k) = 0, (3.2)

for all s ≥ 0, there exists a positive bounded function ηs : E → (0,+∞) such that

lim
t→∞

Es,x(Zs,t)
Es,y(Zs,t)

=
ηs(x)
ηs(y)

, ∀x, y ∈ E, (3.3)

where, for any fixed y, the convergence holds uniformly in x, and such that, for all x ∈ E and s ≤ t ∈ I,

Es,x(Zs,tηt(Xt)) = ηs(x). (3.4)

In addition, the function s 7→ ‖ηs‖∞ is locally bounded on [0,+∞).

Since d′t ≤ dt, there is convergence to 0 in (3.1) if lim sup d′t > 0, and the convergence is geometric
if inft≥0 d

′
t > 0. There is also convergence to 0 for example if d′t ≥ ct−1 for t large enough and for some c > 1.

The last theorem also implies uniqueness results on equation (3.4) and on associated PDE problems.

Corollary 3.2. Assume that

lim inf
t∈I, t→+∞

1
d′t

bt−sc−1∏
k=0

(1− dt−k) = 0,
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Then the function (s, x) 7→ ηs(x) of the last proposition is the unique solution (s, x) 7→ fs(x), up to a
multiplicative constant, of

Es,x(Zs,tft(Xt)) = fs(x) (3.5)

such that fs is bounded for all s ≥ 0 and for some x0 ∈ E,

‖ft‖∞ = o

(∏btc−1
k=0 (1− dt−k)−1

E0,x0(Z0,t)

)
(3.6)

when t→ +∞. Moreover, this unique solution fs of (3.5) can be chosen positive.

Remark 3.3. The last result also gives uniqueness properties for stationary time-inhomogeneous evolution equa-
tions with growth conditions at infinity. Namely, let us assume that the semigroup Ps,tf(x) = Es,x[Zs,tf(Xt)]
admits as time-inhomogeneous infinitesimal generator (Lt, t ≥ 0) (as defined e.g. in [17], Chap. 5). We can also
define the (time-homogeneous) semigroup on [0,+∞) × E by Ttf(s, x) = Ps,s+tf(s + t, x). Then (3.5) writes
Ttη = η and hence can be interpreted as some form of weak solution of the evolution equation

∂tft(x) + Ltft(x) = 0, ∀(s, x) ∈ [0,+∞)× E, (3.7)

for which Proposition 3.1 and Corollary 3.2 give existence and uniqueness under condition (3.6).

Theorem 3.4. Assume that

lim inf
t∈I, t→+∞

1
d′t

bt−sc−1∏
k=0

(1− dt−k) = 0.

Then, for all s ∈ I, the family (Qs,x)s∈I,x∈E of probability measures on Ω defined by

Qs,x(A) = lim
T→+∞

Ps,x(A | T < τ∂), ∀A ∈ Fs,u, ∀u ≥ s,

is well defined and given by

dQs,x
dPs,x Fs,u

=
Zs,uηu(Xu)

Es,x[Zs,uηu(Xu)]
,

and the process (Ω, (Fs,t)t≥s, (Xt)t≥0, (Qs,x)s,∈I,x∈E) is an E-valued time-inhomogeneous Markov process. In
addition, this process is asymptotically mixing in the sense that, for any s ≤ t ∈ I and x ∈ E,

‖Qs,x(Xt ∈ ·)−Qs,y(Xt ∈ ·)‖TV ≤ 2
bt−sc−1∏
k=0

(1− dt−k) . (3.8)

Remark 3.5. In the case where Zs,u admits a regular conditional probability given Xu for all s ≤ u (for
example if E is a Polish space), we can express as in [5] the transition kernel of X under (Qs,x)s,x in terms of
the transition kernel p of the process X under (Ps,x)s,x as

p̃(s, x;u,dy) =
Es,x(Zs,u | Xu = y) ηu(y)
Es,x(Zs,uηu(Xu))

p(s, x;u,dy).
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4. First applications for bounded penalization rates

In all this section, we consider the case where there exists a bounded measurable function κ : R+ × E → R
such that

Zs,t = exp
(
−
∫ t

s

κ(u,Xu)du
)
, ∀ 0 ≤ s ≤ t. (4.1)

4.1. On the necessity of our assumptions

Due to the large variety of situations that can be covered by our framework, we cannot expect in the general
case to have a converse to Theorem 2.1. Actually, Remark 2.2 in Section 2 shows that one can have both
‖Φs,t(µ1)− Φs,t(µ2)‖TV → 0 as t− s→ +∞ and ds = 0 for all s ≥ 0. Therefore, we restrict in the next result
to the case of bounded penalization rates, and show that this situation cannot occur if the convergence in (2.9)
is fast enough, and that our criterion is sharp in the case of uniform exponential convergence.

Theorem 4.1. Assume (4.1) holds for a bounded measurable κ and, defining for all 0 ≤ s ≤ t

εs,t := sup
µ1,µ2∈P(E)

‖Φs,t(µ1)− Φs,t(µ2)‖TV , (4.2)

that

sup
s≥0

εs,s+t → 0 when t→ +∞ (4.3)

and

sup
s≥0

∑
k≥0

εs,s+k <∞. (4.4)

Then, there exist n0 ∈ N and d > 0 such that d̄′s ≥ d for all s ≥ n0, where

d̄′s := inf
t≥0

Es,ν̄s(Zs,s+t)
supx∈E Es,x(Zs,s+t)

,

and, for all s ≥ n0,

ν̄s := min
x∈E

Φs−n0,s(δx).

In particular, it follows from (3.8) (with a linear change of time) that εs,t ≤ Ce−γ(t−s) for some constants C
and γ > 0.

Remark 4.2. It will appear in the proof that the assumption that κ is bounded may be relaxed, provided that
εs,t can be controlled appropriately; for example, one can replace (4.4) with

sup
s≥0

∑
k≥0

εs,s+k exp
(
osc(κ, [s+ k, s+ k + 1])

)
<∞,

where, for any interval I ⊂ R+, osc(κ, I) = supt∈I,x∈E κ(t, x)− inft∈I,x∈E κ(t, x).
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Remark 4.3. The last result covers the case of exponential convergence, and it can also be adapted to cases
of slower convergence, similarly as in Remark 2.2. With the notations of this remark, adapting the proof of
Theorem 4.1, we can prove that, if (4.1) holds for a bounded measurable κ, then the property

εs,t ≤
C

(t− s+ 1) logβ(t− s+ 2)
, ∀0 ≤ s < t (4.5)

for some 0 < β < 1 implies that

d̄(t)
s ≥ C ′e−C

′′ log1−β(t−s+1) (4.6)

for some positive constants C ′ and C ′′. Note that (4.5) is not compatible with (4.4), so that Theorem 4.1 does
not apply here, but since (4.6) implies that d̄(t)

s ≥ C ′/(t− s+ 1) for t− s large enough, we recover from (2.9) a
polynomial bound on εs,t.

4.2. Irreducible Markov processes with exponential moments

Our goal in this section is to show how the condition infs≥1 d̄
′
s > 0 (possibly after a linear scaling of time,

see Sect. 11), implying exponential convergence in (2.8), can be checked under simple conditions when the
penalization rate is bounded. We consider a time-inhomogeneous Markov process in a finite or countable state
space, uniformly irreducible, meaning that, for all x, y ∈ E,

inf
s≥0, u∈[1,2]

Ps,x(1Xs+u=y) > 0. (4.7)

We also assume uniform exponential moments for return times in finite sets, in the sense that, for all λ > 0,
there exists a finite set K ⊂ E such that

sup
x∈E, s≥0

Es,x
(
eλ(TK−s)

)
<∞, (4.8)

where TK = inf{t ≥ s, Xt ∈ K}.
The irreducibility condition is classical for Markov processes in discrete state spaces, such as Nd (d ≥ 1), and

the existence of moments of all orders can easily be obtained by exhibiting judicious Lyapunov functions (see
Example 4.5 below).

Theorem 4.4. Assume that κ is uniformly bounded and that conditions (4.7) and (4.8) are satisfied, then there
exist two positive constants C and γ such that, for all initial distributions µ1 and µ2,

‖Φs,t(µ1)− Φs,t(µ2)‖TV ≤ C e
−γ(t−s).

Example 4.5. We consider a time-inhomogeneous multidimensional birth and death process evolving in Nd
(d ≥ 1) with transition rates (qsxy)x,y∈Nd,s≥0 given, for all x 6= y ∈ Nd, by

qsxy =


λsi (x) if y = x+ ei

µsi (x) if y = x− ei
0 otherwise,

where (ei)i=1,...,d is the canonical basis of Nd and λsi , µ
s
i are measurable functions satisfying

0 < λsi (x) ≤ λ̄|x| and µ|x|2 ≤ µsi (x)
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for some positive constants λ̄ and µ (here |(x1, . . . , xd)| = x1 + x2 + · · ·+ xd). The penalization Zs,t is assumed
to be given by (4.1) with κ uniformly bounded. Then the assumptions of Theorem 4.4 hold true.

Indeed, assumption (4.7) is clearly satisfied and assumption (4.8) is a consequence of the following classical
argument, based on Lyapunov functions: setting ϕ(x) =

∑|x|
k=1 1/k3/2 one easily checks that there exists a

constant c > 0 such that, for all s ≥ 0 and all x ∈ Nd,

∑
y∈Nd, y 6=x

qsxy(ϕ(y)− ϕ(x)) ≤ −c
(
µ
√
|x| − λ̄

)
ϕ(|x|).

It is standard to deduce from this and Dynkin’s formula that, for any λ > 0, the finite set K = {x ∈
Nd, c

(
µ
√
|x| − λ̄

)
> λ} satisfies (4.8).

5. One-dimensional diffusions with time-dependent coefficients

To illustrate the possible applications of our criterion, this section and the next one are devoted to the study of
examples where the conditions of subsection 4.2 (i.e. uniform penalization rate (4.1), uniform irreducibility (4.7)
and uniform exponential moments of entrance times in compact sets (4.8)) are not satisfied.

Our first example deals with one-dimensional diffusion processes conditioned not to hit some absorbing point
∂, i.e.

Zs,t = 1t<τ∂ ,

where τ∂ is the hitting time of ∂. This corresponds to a case of hard obstacles in the terminology of [11],
where (4.1) is not satisfied. This is the setting of [5], but we study here the time-inhomogeneous case.

More precisely, we consider a time inhomogeneous diffusion process X on [0,+∞) stopped when it hits 0 at
time TX0 = inf{t ≥ 0, Xt− = 0} assumed almost surely finite and solution, on [s, TX0 ) to

dXt = σ(t,Xt)dBt, X0 ∈ (0,+∞), (5.1)

where B is a standard one-dimensional Brownian motion and σ is a measurable function on [0,+∞)× (0,+∞)
to (0,+∞). Note that our result could of course also apply to time-inhomogeneous diffusions with drift using the
usual trick of change of spatial scale (here, a time-dependent change of scale solution to a parabolic problem).
We assume that

σ∗(x) ≤ σ(t, x) ≤ σ∗(x), (5.2)

for some measurable functions σ∗ and σ∗ from (0,+∞) to [0,+∞] satisfying∫
(0,+∞)

xdx
σ∗(x)2

<∞ and
∫

(a,b)

dx
σ∗(x)2

> 0, ∀0 < a < b <∞.

Note that the former condition means that the time-homogeneous diffusion dYt = σ∗(Yt)dBt on (0,∞) stopped
when it hits 0 at time TY0 admits +∞ as entrance boundary (i.e. Y comes down from infinity, as defined in [3])
and that TY0 <∞ almost surely (see e.g. [15]). As will appear in the proof of our result below, condition (5.2)
means that the process X is a random time change of the process Y such that X is absorbed faster than Y ,
and that the diffusion dZt = σ∗(Zt)dBt is absorbed faster than X. The next result shows that this (apparently
non-related) property implies exponential contraction of the conditional distributions of X, provided that the
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time-homogeneous diffusion process Y satisfies, for some constants t1 > 0 and A > 0,

Py(t1 < TY0 ) ≤ Ay, ∀y > 0. (5.3)

Up to a linear transformation of time (i.e. multiplying σ(t, x) by some positive constant), we can—and will—
assume without loss of generality that t1 < 1. Explicit conditions on σ∗ ensuring the last assumption are given
in [4] (Thms 4.3 and 4.6). For instance, these conditions are fulfilled if σ∗(x) ≥ Cx log

1+ε
2 1

x for some constants
C > 0 and ε > 0 in a neighborhood of 0. Note that this condition is not very restrictive since, if ε = 0, the
condition

∫
0+

x dx
σ∗(x)2 <∞ might not be satisfied in which case the diffusion Y would not hit 0 in finite time.

Theorem 5.1. Under the above assumptions,

inf
s≥1

d′s > 0.

In particular, we obtain exponential convergence in (2.8), (2.9). Moreover, the assumptions of Proposition 3.1
and Theorem 3.4 are satisfied.

Proof of Theorem 5.1. The proof follows the same steps (as in [4], Sect. 5.1), making use of the next lemma.

Lemma 5.2. There exist constants t1 ∈]0, 1[ and A > 0 such that, for all s ≥ 0 and x > 0,

Ps,x(s+ t1 < TX0 ) ≤ Ax and inf
s≥0
Ps,x(s+ t < TX0 ) > 0, ∀t ≥ 0. (5.4)

Moreover, for all t2 > 0,

inf
s≥0,x>0

Ps,x(TX0 < s+ t2) > 0, (5.5)

for all ρ > 0, there exists bρ > 0 such that

sup
s≥0,x≥bρ

Es,x(eρ(Tbρ−s)) < +∞, (5.6)

for all a > 0 and t ≥ 0,

inf
s≥0
Ps,a(t+ s < TXa/2) > 0 (5.7)

and for all a, b > 0, there exists ta,b > 0 such that for all t ≥ ta,b,

inf
s≥0
Ps,a(Xs+t ≥ b) > 0. (5.8)

We admit for the moment this result and extend the main steps of ([4], Sect. 5.1) to our new setting.

Step 1: The conditioned process escapes a neighborhood of 0 in finite time.
The goal of this step is to prove that there exists ε, c > 0 such that

Ps,x(Xs+t1 ≥ ε | s+ t1 < TX0 ) ≥ c, ∀s ≥ 0, x > 0. (5.9)
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To prove this, we first observe that, since X is a local martingale and since X(s+t1)∧TX1 = 0 on the event
TX0 ≤ (s+ t1) ∧ TX1 , for all x ∈ (0, 1),

x = Es,x(X(s+t1)∧TX1 ) = Es,x
(
X(s+t1)∧TX1 1(s+t1)∧TX1 <TX0

)
= Ps,x(s+ t1 < TX0 )Es,x(X(s+t1)∧TX1 | s+ t1 < TX0 ) + Ps,x(TX1 < TX0 ≤ s+ t1).

By the Markov property,

Ps,x(TX1 < TX0 ≤ s+ t1) ≤ Es,x
[
1TX1 <TX0 ∧(s+t1)PTX1 ,1(TX0 ≤ s+ t1)

]
≤ Ps,x(TX1 < TX0 ) sup

u∈[s,s+t1]

Pu,1(TX0 ≤ s+ t1)

≤ Ps,x(TX1 < TX0 ) sup
u∈[s,s+t1]

Pu,1(TX0 ≤ u+ t1)

= x sup
u∈[s,s+t1]

Pu,1(TX0 ≤ u+ t1).

The second part of equation (5.4) of Lemma 5.2 entails that supu≥0 Pu,1(TX0 ≤ u+ t1) < 1 and therefore, using
the first part of equation (5.4) of Lemma 5.2,

Es,x
(

1−X(s+t1)∧TX1 | s+ t1 < TX0

)
≤ 1− 1

A′
,

with A′ = A/(1− supu≥0 Pu,1(TX0 ≤ u+ t1)). Markov’s inequality then implies that, for all x ∈ (0, 1),

Ps,x
(
X(s+t1)∧TX1 ≤

1
2A′ − 1

∣∣∣∣ s+ t1 < TX0

)
≤ 1− 1/A′

1− 1/(2A′ − 1)
= 1− 1

2A′
. (5.10)

Set ε := 1/(2(2A′ − 1)) and assume, without loss of generality, that A′ is big enough so that 2ε ∈ (0, 1).
Applying the second part of (5.4) to the diffusion dZt = σ∗(t, Zt + ε) (which satisfies the above assumptions
since

∫∞
0

x dx
σ∗(ε+x)2 ≤

∫∞
ε

x dx
σ∗(x)2 <∞), we have

inf
t≥0
Pt,2ε

(
t+ t1 < TXε

)
> 0.

Hence, for all x ∈ (0, 2ε),

Ps,x(Xs+t1 ≥ ε) ≥ Ps,x
(
TX2ε < s+ t1

)
inf
t≥0
Pt,2ε

(
t+ t1 < TXε

)
≥ Ps,x

(
X(s+t1)∧TX1 ≥ 2ε

)
inf
t≥0
Pt,2ε (t+ t1 < Tε)

≥
Ps,x

(
s+ t1 < TX0

)
2A′

inf
t≥0
Pt,2ε (t+ t1 < Tε)

by (5.10). This ends the proof of (5.9) for x < 2ε. For x ≥ 2ε, standard coupling arguments entail

Ps,x(Xt1 > ε | t1 < τ∂) ≥ Ps,x(Xt1 > ε) ≥ Ps,x(t1 < TXε ) ≥ Ps,2ε(TXε > t1) > 0.

Hence (5.9) is proved.
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Step 2: Construction of coupling measures for the unconditioned process.
Set t2 = 1− t1 > 0. Our goal is to prove that there exists a constant c1 > 0 such that, for all s ≥ 0 and x ≥ ε,

Ps,x(Xs+t2 ∈ ·) ≥ c1πs(·), (5.11)

where

πs(·) = Ps,ε(Xs+t2 ∈ · | s+ t2 < TX0 ).

Fix s ≥ 0 and x ≥ ε and construct two independent diffusions Xs,ε and Xs,x solution to (5.1) with initial values
at time s given by ε and x respectively. Let θ = inf{t ≥ s : Xs,ε

t = Xs,x
t }. By the strong Markov property, the

process

Y s,xt =

{
Xs,x
t if t ∈ [s, θ],

Xs,ε
t if t > θ

has the same law as Xs,x. Since θ ≤ T s,x0 := inf{t ≥ s : Xs,x
t = 0}, for all t > s, P(θ < t) ≥ P(T s,x0 < t). Using

equation (5.5) of Lemma 5.2, we have

c′1 := inf
s≥0,y>0

Ps,y(T s,x0 < s+ t2) > 0.

Hence

Ps,x(Xs+t2 ∈ ·) = P(Y s,xs+t2 ∈ ·) ≥ P(Xs,ε
s+t2 ∈ ·, T

s,x
0 < s+ t2) ≥ c′1Ps,ε(Xs+t2 ∈ ·).

Therefore, (5.11) is proved with c1 = c′1 infs≥0 Ps,ε(s+ t2 < TX0 ), which is positive by (5.4) of Lemma 5.2.

Step 3: Proof that νs ≥ c1cπs−1+t1 .
Recall that t1 + t2 = 1. Using successively the Markov property, Step 2 and Step 1, we have for all s ≥ 1 and
x > 0

Ps−1,x(Xs−1+t1+t2 ∈ · | s− 1 + t1 + t2 < TX0 ) ≥ Ps−1,x(Xs ∈ · | s− 1 + t1 < TX0 )

≥
∫ ∞
ε

Ps−1+t1,y(Xs ∈ ·)Ps−1,x(Xs−1+t1 ∈ dy | s− 1 + t1 < TX0 )

≥ c1
∫ ∞
ε

πs−1+t1(·)Ps−1,x(Xs−1+t1 ∈ dy | s− 1 + t1 < TX0 )

= c1πs−1+t1(·)Ps−1,x(Xs−1+t1 ≥ ε | s− 1 + t1 < TX0 ) ≥ c1cπs−1+t1(·).

This entails νs ≥ c1cπs−1+t1 , where νs is defined in (2.5).

Step 4: Proof that infs≥1 d
′
s > 0.

We set a = ε/2. Using the definition of πs , we have

πs([a,+∞[) ≥ Ps,2a(TXa ≥ s+ t2 | s+ t2 < TX0 )

≥ Ps,2a(TXa ≥ s+ t2).

Inequality (5.7) allows us to conclude that infs≥1 νs([a,+∞)) > 0.
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We also deduce from (5.8) that, setting t3 = ta,a, there exists ρ > 0 such that

inf
s≥0
Ps,a(Xs+t3 ≥ a) ≥ e−ρt3 .

From (5.6), one can choose b > a large enough so that

A := sup
s≥0,x≥b

Es,x
(
eρ(T

X
b −s)

)
<∞.

Then, defining TX[0,b] as the first hitting time of [0, b] by the process X and by θt the shift operator of time t,
Markov’s property entails

sup
s≥0,x≥b

Es,x
(
eρ(T

X
[0,b]◦θt−s−t)

)
≤ A, (5.12)

where, under Ps,x, TX[0,b] ◦ θt is the first hitting time of [0, b] after time s + t by the process X. Note that, in
particular, TX[0,b] ◦ θt = s+ t if TX0 ≤ s+ t.

Then, setting t4 = ta,b, for all u ≥ s + t4, defining k as the unique integer such that s + kt3 + t4 ≤ u <
s+ (k + 1)t3 + t4, we have by Markov’s property

Ps,a(Xu ≥ b) ≥ Ps,a(Xs+t3 ≥ a, Xs+2t3 ≥ a, . . . ,Xs+kt3 ≥ a, Xu ≥ b)
≥ e−ρkt3 inf

v≥0
Pv,a(Xv+u−s−kt3 ≥ b)

≥ ce−ρ(u−s)

where c > 0 by (5.8). Therefore, for all t ≥ u ≥ s+ t4, making use of the monotonicity of x 7→ Ps,x(t < TX0 ),

ce−ρ(u−s)Pu,b(t < TX0 ) ≤ Ps,a(Xu ≥ b)Pu,b(t < TX0 ) ≤ Ps,a(t < TX0 ). (5.13)

Then, for all x ≥ b and all t ≥ s + t4, using successively the strong Markov property, equation (5.12) with
t = t4, (5.13) with u = t, (5.13) with u ≥ s+ t4, and (5.12) again,

Ps,x(t < TX0 ) ≤ Ps,x(t < TX[0,b] ◦ θt4) +
∫ t

s+t4

sup
y∈[0,b]

Pu,y(t < TX0 )Ps,x(TX[0,b] ◦ θt4 ∈ du)

≤ Ae−ρ(t−s−t4) +
∫ t

s+t4

Pu,b(t < TX0 )Ps,x(TX[0,b] ◦ θt4 ∈ du)

≤ c−1Aeρt4Ps,a(t < TX0 ) + c−1Ps,a(t < TX0 )
∫ t

s+t4

eρ(u−s) Px(TX[0,b] ◦ θt4 ∈ du)

≤ 2c−1Aeρt4Ps,a(t < TX0 ).

In the case where t ∈ [s, s+ t4],

Ps,x(t < TX0 ) ≤ 1 ≤ Ps,a(s+ t4 < TX0 )
infs≥0 Ps,a(s+ t4 < TX0 )

≤ Ps,a(t < TX0 )
infs≥0 Ps,a(s+ t4 < TX0 )

.
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We deduce from inequality (5.4) of Lemma 5.2 that there exists a constant C > 0 such that, for all s ≥ 0 and
t ≥ s,

sup
x>0
Ps,x(t < TX0 ) = sup

x≥b
Ps,x(t < TX0 ) ≤ CPs,a(t < TX0 ).

Since infx≥a Ps,x(t < TX0 ) = Ps,a(t < TX0 ) and infs≥1 νs([a,+∞)) > 0, we obtain

inf
s≥1

d′s > 0.

This concludes the proof of Theorem 5.1.

Proof of Lemma 5.2. We assume in the whole proof that s = 0 and X0 = x. Since the statements of Lemma 5.2
are obtained from comparisons with time-homogeneous diffusions, the result will follow from the study of the
case s = 0 only. For all t ≥ 0, let

b(s) =
∫ s

0

σ2(u,Xu) du.

Note that b is continuous and increasing. The equality Xt = Wb(t) for all t < TX0 defines a Brownian motion
W started at W0 = x and stopped at its first hitting time of 0 denoted by TW0 = b(TX0 ). This is a classical
consequence of Levy’s characterization of the Brownian motion, see for instance [18]. Note that, since a one
dimensional Brownian motion hits 0 in finite time almost surely, there exists t ≥ 0 such that Wb(t) = 0 and
hence b(TX0 ) <∞ almost surely.

Let Y be the time-homogeneous diffusion process stopped at 0 defined as Yt = Wb∗(t), where

b∗(t) = inf{s ≥ 0, a∗(s) ≥ t}, with a∗(s) =
∫ s

0

du

σ∗(Wu)2
.

And similarly for Zt = Wb∗(t), replacing σ∗ by σ∗. In particular, Ya∗(t) = Wt, Za∗(t) = Wt, and hence TY0 =
a∗(TW0 ) and TZ0 = a∗(TW0 ). Note that Y and Z are solutions of the time-homogeneous SDEs

dYt = σ∗(Yt)dBYt and dZt = σ∗(Zt)dBZt , with Y0 = Z0 = x,

for some Brownian motions BY and BZ with Y0 = Z0 = x. The interest of this construction is that the processes
Y and Z are both obtained from a random time change of X: Y is obtained by a slowing down of X, and Z by
a speeding up of X. In particular, it is easy to check that

a∗(b(t)) ≥ t and a∗(b(t)) ≤ t, ∀t ≥ 0.

Hence TZ0 ≤ TX0 ≤ TY0 almost surely. Therefore, the first inequality of (5.4) follows from the same property for
Y , as assumed in (5.3). Similarly, the second inequality in (5.4) and (5.5) follow from the same property for Z and
Y , respectively, which are standard properties of time-homogeneous diffusion processes (see for instance [15]).

Using the previous argument, we also deduce that, TZa ≤ TXa ≤ TYa almost surely for all a ≤ x. Hence (5.6)
follows from the same property for Y , which is classical because infinity is an entrance boundary for Y (see for
instance [3, 4]). Inequality (5.7) also follows from the same comparison of hitting times and standard regularity
properties of the time-homogeneous diffusion Z.

Finally, if b ≤ a/2 (5.8) follows directly from (5.7), and if b > a/2, we use the comparison with Y and the
fact that Pa(TY2b < t0) > 0 for some t0 > 0 to see that X hits 2b before time t0 with probability under Ps,a
uniformly bounded from below with respect to s ≥ 0. Next we use the comparison with Z (as we did to prove
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the second inequality in (5.4)) to see that, under Ps,2b, for any t ≥ 0, there is a uniformly (with respect to
s) positive probability that X does not hit a < 2b before time t. Combining these two facts entails (5.8) with
ta,b = t0.

6. Penalized time-inhomogeneous birth and death processes

In the last section, we gave an example where the penalization rate is unbounded, using an assumption of
uniform domination by a process coming down from infinity. Our goal in this section is to provide examples
of applications to inhomogeneous Markov processes alternating periods of uniform domination and periods
without any domination. In particular, the penalization rate is bounded as in (4.1), and we shall assume
uniform irreducibility as in (4.7), but no uniform exponential moments for the return times in compact sets as
in (4.8) are required.

This situation is for example natural for a birth and death process in random environment, where the
environment alternates periods favorable to growth and periods where the population has a tendency to decrease.
The quasi-stationary behavior of such a population can be studied in two different ways: the convergence of
the distribution of the population conditional on non-extinction 1) when expectations are taken with respect to
the law of the environment and of the birth and death process (so-called annealed quasi-stationary behavior),
and 2) when expectations are taken only with respect to the law of the birth and death process, for any fixed
realization of the environment (so-called quenched quasi-stationary behavior). In the case of time-homogeneous
Markov environment dynamics, the joint dynamics of environment and population is time-homogeneous and
hence enters the scope of our general results for homogeneous Markov processes of [5]. The case of quenched
quasi-stationary behavior is more delicate since typical realizations of the environment will include periods of
growth and periods of decay of the populaton of arbitrary lengths. In particular, this requires more stringent
irreducibility assumptions (see (6.1) and (6.2) below) than what one would expect in the annealed case.

6.1. General result

Let (Xt)t∈R+ be a time inhomogeneous birth and death process reflected at 1, with measurable birth rates
bi(t) > 0 and death rates di(t) ≥ 0 at time t ≥ 0 from state i ≥ 1, such that d1(t) = 0 for all t ≥ 0 and di(t) > 0
for i ≥ 2. We also consider the penalization defined by

Zs,t = e
∫ t
s
κ(u,Xu)du,

where κ : R+ × {1, 2, . . .} → R is a bounded measurable function. Note that the study of the distribution of a
birth and death process Y on Z+ absorbed at 0 (with the same coefficients except d1(t) > 0) and conditioned
not to hit 0 (i.e. penalized by 1Yt 6=0) enters this setting since

Ex,s(f(Yt) | Yt 6= 0) =
Ex,s

(
f(Xt)e−

∫ t
s
d1(u)1Xu=1du

)
Ex,s

(
e−
∫ t
s
d1(u)1Xu=1du

) .

Similarly, the case of birth and death processes with catastrophe (i.e. with killing) occurring at bounded rate
depending on the position of the process (see Sect. 4.1, [5]) also enters this setting.

We will need irreducibility and stability assumptions:

γF := inf
s≥0, x,y∈F

Ps,x(Xs+1 = y) > 0, for all finite F ⊂ N (6.1)
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and

ρx := inf
s≥0, u∈[s,s+1]

Ps,x(Xu = x) > 0, ∀x ∈ N. (6.2)

These two conditions are satisfied for example if, for each n ∈ N, the functions bn(t) and dn(t) are uniformly
bounded and bounded away from 0.

Theorem 6.1. Assume that (6.1) and (6.2) hold true and that, for some λ > ‖κ‖∞ + log(γ−1
{1}), there exists a

finite F ⊂ N and an unbounded T ⊂ R+ such that

A := sup
t∈T

sup
x∈N

Et,x
(
eλ(TXF −t)

)
<∞, (6.3)

where TXF is the first hitting time of the set F by X. We also assume that there exists b ≥ 2 such that the set

Tb :=
{
s1 ∈ T , ∃s2 ∈ T s.t. t0 + 2 ≤ s2 − s1 ≤ t0 + b

}
(6.4)

is unbounded, where

t0 =

⌈
logA

log(γ−1
{1})

⌉
. (6.5)

Then, there exist γ > 0 such that, for all probability measures µ1, µ2 on N and for all s ∈ N and t ≥ s,∥∥µ1K
T
s,t − µ2K

T
s,t

∥∥
TV
≤ exp (−γ Nb,s,t) ‖µ1 − µ2‖TV

and

‖Φs,t(µ1)− Φs,t(µ2)‖TV ≤ 2 exp (−γ Nb,s,t) ,

where Nb,s,t := Card {k ∈ N ∩ [s, t− t0 − 2] : Tb ∩ [k, k + 1) 6= ∅}. Moreover, the conclusions of Proposition 3.1
and Theorem 3.4 are satisfied, except for (3.1) and (3.8), which have to be replaced respectively by∣∣∣∣Es,x(Zs,t)

Es,y(Zs,t)
− Es,x(Zs,u)
Es,y(Zs,u)

∣∣∣∣ ≤ Cs,y exp (−γ Nb,s,t) , ∀x, y ∈ E, ∀s ≤ t ≤ u,

for some constant Cs,y only depending on s and y, and

‖Qs,x(Xt ∈ ·)−Qs,y(Xt ∈ ·)‖TV ≤ 2 exp (−γ Nb,s,t) , ∀x, y ∈ N.

Since Tb is unbounded, we obtain in particular convergence in total variation in Theorem 6.1. Moreover, the
exponential speed of convergence is governed by the asymptotic density of the set Tb. In subsection 6.2, we
apply Theorem 6.1 to the case of a birth and death process evolving in a quenched random environment.

Proof. We first notice that replacing κ by κ− ‖κ‖∞ does not change the operators Φ and K in (2.2) and (2.7),
and hence the measures νs and the constants d′s are not modified. Therefore, we can assume without loss of
generality that κ is non-positive. As observed before Theorem 2.1, the penalized process can then be interpreted
as a time-inhomogeneous birth and death process Y with killing. More precisely, let Y be the time inhomogeneous
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birth and death process on Z+ with birth and death rates bn(t) and dn(t) at time t from state n ≥ 1, with
additional jump rate −κ(t, n) at time t from n ≥ 1 to 0, which is assumed to be an absorbing point. Then

Φs,t(µ)(f) = Eµ,s(f(Yt) | Yt 6= 0).

The process Y can be constructed from the paths of X with an additional killing rate, in which case TF ∧T0 ≤
TXF , where TF is the first hitting time of the set F by Y , and T0 = T{0}. Therefore, assumption (6.3) implies
that, for some constant A <∞, for all s ∈ T ,

sup
x∈N
Es,x

(
eλ(TF∧T0−s)

)
≤ A. (6.6)

Step 1: Preliminary computations.
Let s < s+ 1 ≤ t and u ∈ [s+ 1, t]. For all x ∈ F , by Markov’s property, (6.1) and (6.2),

(
e−‖κ‖∞γ{1}

)bu−sc−1

e−‖κ‖∞ρ1 e
−‖κ‖∞γF Pu,x(t < T0)

≤ Ps,1
(
Ys = Ys+1 = · · · = Ys+bu−sc−1 = Yu−1 = 1

)
Pu−1,1(Yu = x)Pu,x(t < T0)

≤ Ps,1(t < T0).

Thus, for C = e‖κ‖∞γ{1}/(ρ1γF ) and for all u ∈ [s+ 1, t],

e−λ(u−s) sup
x∈F
Pu,x(t < T0) ≤ CPs,1(t < T0). (6.7)

Now, for u ∈ [s, s+ 1], by (6.2),

e−‖κ‖∞ρx Pu,x(t < T0) ≤ Ps,x(t < T0),

and hence, increasing C if necessary, we obtain that for all u ∈ [s, t],

e−λ(u−s) sup
x∈F
Pu,x(t < T0) ≤ C sup

x∈F
Ps,x(t < T0). (6.8)

Step 2: Dobrushin coefficient.
For this step and the next one, we fix s1 ∈ Tb and let s2 ∈ T such that t0 + 2 ≤ s2 − s1 ≤ t0 + b. Using (6.6),

for all t ≥ s1 and x ∈ N,

Ps1,x(TF < t) = Ps1,x(TF < t ∧ T0) ≥ Ps1,x(t < T0)− Ps1,x(t < TF ∧ T0)

≥ e−‖κ‖∞(t−s1) −Ae−λ(t−s1).

Hence, it follows from the definition of t0 in (6.5) that there exists a constant c0 > 0 such that Ps1,x(TF < t) ≥
c0 > 0 for all t ≥ s1 + t0.

By assumption (6.1), infs≥0, y∈F Ps,y(Ys+1 = 1) ≥ γF > 0, thus the Markov property entails

Ps1,x(Ys1+t0+1 = 1) ≥ Es1,x
[
1TF<s1+t0 inf

u≥0, y∈F
Pu,y(Yu+1 = 1)ρdt0e1 e−‖κ‖∞t0

]
≥ c1,
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where the constant c1 does not depend on s1 ∈ Tb and x ∈ N. Since for all x ∈ N and f : N→ R+,

Φs1,s1+t0+1(δx)(f) ≥ Es1,x[f(Ys1+t0+1)1s1+t0+1<T0 ] ≥ f(1)Ps1,x(Ys1+t0+1 = 1),

we deduce that

νs1,s1+t0+1 := min
x∈N

Φs1,s1+t0+1(δx) ≥ c1δ1.

Step 3: Comparison of survival probabilities.
Given any s ∈ T , using (6.6), Markov’s property and inequality (6.8) twice (first with u = t and second for

all u ∈ [s, t]), we have for all t ≥ s and x ∈ N,

Ps,x(t < T0) ≤ Ps,x (t < TF ∧ T0) + Px (TF ∧ T0 ≤ t < T0)

≤ Ae−λ(t−s) +
∫ t

s

sup
y∈F∪{0}

Pu,y(t < T0)Ps,x(TF ∧ T0 ∈ du)

≤ AC sup
y∈F
Ps,y(t < T0) + C sup

y∈F
Ps,y(t < T0)

∫ t

s

eλ(u−s) Ps,x(TF ∧ T0 ∈ du)

≤ 2AC sup
y∈F
Ps,y(t < T0). (6.9)

Recall that we fixed s1 ∈ Tb and s2 ∈ T such that t0 + 2 ≤ s2 − s1 ≤ t0 + b. For all x ∈ N, if t ≥ s2, (6.9)
and (6.7) entail

Ps1+t0+1,x(t < T0) =
∑
y∈N

Ps1+t0+1,x(Ys2 = y)Ps2,y(t < T0)

≤ 2AC
∑
y∈N

Ps1+t0+1,x(Ys2 = y) sup
z∈F
Ps2,z(t < T0)

≤ 2AC sup
z∈F
Ps2,z(t < T0)

≤ 2AC2 eλ(s2−(s1+t0+1)) Ps1+t0+1,1(t < T0)

≤ 2AC2 eλ(b−1) Ps1+t0+1,1(t < T0).

Since we assumed that the catastrophe rate −κ is uniformly bounded, the last inequality extends to any
t ∈ [s1 + t0 + 1, s2] (increasing the constant if necessary).

Step 4: Conclusion
Combining Steps 2 and 3, there exists c′ > 0 such that, for all s1 ∈ Tb,

d′s1,s1+t0+1 := inf
t≥s1+t0+1

Ps1+t0+1,νs1,s1+t0+1(t < T0)
supx∈N Ps1+t0+1,x(t < T0)

≥ c1 inf
t≥s1+t0+1

Ps1+t0+1,1(t < T0)
supx∈N Ps1+t0+1,x(t < T0)

≥ c′.

Theorem 2.1 and Remark 2.3 then imply that there exists γ0 > 0 such that∥∥µ1K
T
s,t − µ2K

T
s,t

∥∥
TV
≤ exp (−γ0 Cb,s,t) ‖µ1 − µ2‖TV
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and

‖Φs,t(µ1)− Φs,t(µ2)‖TV ≤ 2 exp (−γ0 Cb,s,t) ,

where

Cb,s,t := sup
{
k ≥ 1 : ∃s ≤ t1 < t2 < . . . < tk ≤ t− t0 − 1, ti ∈ Tb, ∀i = 1, 2, . . . , k,

ti+1 − ti ≥ t0 + 1, ∀i = 1, 2, . . . , k − 1
}
.

Since Nb,s,t ≤ (t0 + 1)Cb,s,t, this concludes the proof of 6.1 with γ = γ0/(t0 + 1).

6.2. An example with alternating favorable and unfavorable periods in a quenched
random environment

To illustrate how the assumptions of Theorem 6.1 can be checked in practice, we consider the case of alter-
nating phases of favorable and unfavorable birth and death rates. By favorable, we mean a process which comes
down fast from infinity (see assumption (6.10) below), a criterion which is known to be related to uniform
convergence to quasi-stationary distributions for time-homogeneous birth and death processes [5, 16]. We study
the problem of quenched stationary behavior of the birth and death process: we assume that the time length
of the favorable and unfavorable periods are the realizations of a random environment and we study properties
that hold almost surely with respect to the environment.

More precisely, we consider two sequences (uj , j ≥ 0) and (vj , j ≥ 0) of positive real numbers and a family
of sequence of pairs of nonnegative real numbers {(bjn, djn)n≥1, j ≥ 0} such that, for all j ≥ 0, dj1 = 0, bjn > 0
for all n ≥ 1 and djn > 0 for all n ≥ 2. The sequence (uj , j ≥ 0) (resp. (vj , j ≥ 0)) represents the lengths of
successive unfavorable (resp. favorable) time intervals. Without loss of generality, we assume that the first phase
is unfavorable. Therefore, if we set s0 = 0

σj = sj + uj and sj+1 = σj + vj , ∀j ≥ 0,

then the unfavorable time intervals are [sj , σj), j ≥ 0 and the favorable time intervals are [σj , sj+1), j ≥ 0.
During each favorable time interval, we assume that the birth and death rates satisfy

bn(t) ≤ bjn and dn(t) ≥ djn, ∀t ∈ [σj , sj+1).

The fact that the process comes down from infinity during favorable time intervals is expressed in the following
condition, assumed throughout this section:

sup
j≥0

Sjn −−−−−→
n→+∞

0, (6.10)

where

Sjn :=
∑
m≥n

1
djmα

j
m

∑
`≥m

αj` <∞, (6.11)

with αj` =
(∏`−1

i=1 b
j
i

)
/
(∏`

i=1 d
j
i

)
. For example, easy computations allow to check that (6.10) is true if, for all

j ≥ 0, djn ≥ a1(n− 1)1+δ and bjn ≤ a2n for some a1, δ > 0 and a2 <∞.
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We recall that, if Sj1 is finite for some j, then the time-homogeneous birth and death process Y j with birth
rates bji and death rates dji from state i, comes down from infinity (see for instance [20]). In addition, the
distribution of Y j starting from ∞ is well-defined and, for all n ≥ 1,

Sjn = E∞(T jn) =
∑
`≥n

E`+1(T j` ), (6.12)

where T j` is the first hitting time of i by the process Y j .
In particular, assumption (6.10) means that on each time interval [σj , sj+1) with j ≥ 0, the process X comes

down from infinity. Note that we make no assumption on the unfavorable time intervals, except that the process
is not explosive.

If we think of the time lengths uj and vj as modeling the influence of a random environment on the previous
birth and death process, the next result shows that the conditions of Theorem 6.1 are almost surely true for
quenched random environments under very general conditions.

Theorem 6.2. Assume that the times (uj , vj) are drawn as i.i.d. realizations of a random couple (U, V ), where
U and V are positive and E(U) <∞. Then, for any λ > 0, there exists a finite F ⊂ N and an infinite J ⊂ N
such that, for almost all realization of the random variables (uj , vj)j≥0,

Aλ := sup
j∈J

sup
x∈N

Eσj ,x
(
eλ(TXF −σj)

)
<∞ (6.13)

and for all t0 > 0, there exists b ≥ 2 such that the set

Jb :=
{
j ∈ J, ∃k ∈ J s.t. t0 + 2 ≤ σk − σj ≤ t0 + b

}
(6.14)

is infinite. If in addition assumptions (6.1) and (6.2) are satisfied, then the conclusions of Theorem 6.1 hold
true for almost all realization of the random variables (uj , vj)j≥0.

Remark 6.3. Note that, since the random variables (uj , vj) are i.i.d. and because of the renewal argument of
the proof of Lemma 6.5 below, one can check that the set Jb has a positive asymptotic density, in the sense
that, for almost all realization of the random variables (uj , vj)j≥0,

lim inf
T→+∞

1
T

Card{σj ≤ T : j ∈ Jb} > 0.

Therefore, under the assumptions of the last theorem, all the convergences in Theorem 6.1 are exponential. More
precisely, exp(−γ Nb,s,t) can be replaced everywhere in Theorem 6.1 by C exp(−γ′(t− s)) for some constants
C, γ′ > 0 a priori dependent on the realization of (uj , vj)j≥0.

We now come to the proof of Theorem 6.2. This result actually holds true under the following more general
assumptions. We will divide the proof in two steps, first proving this more general result (Lem. 6.4) and second,
checking that its assumptions are implied by those of Theorem 6.2 (Lem. 6.5).

Given fixed positive numbers u0, u1, . . . and v0, v1, . . ., we set for all j ≥ 0 and λ > 0

Cλ,j = sup
n∈N

1
n

n∑
`=1

(
λuj+` −

log vj+`−1

2

)
. (6.15)

We will need the next two assumptions: there exists λ > 0 such that

∃Jλ ⊂ N infinite such that (Cλ,j , j ∈ Jλ) is bounded (6.16)
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and

∀t0 > 0, lim inf
j∈Jλ, j→+∞

inf {σk − σj : k ∈ Jλ, k > j, σk − σj > t0} <∞. (6.17)

Lemma 6.4. Assume that there exists λ > 0 such that (6.16) is satisfied. Then there exists a finite F ⊂ N such
that

sup
j∈Jλ

sup
x∈N

Eσj ,x
(
eλ(TF−σj)

)
<∞. (6.18)

If in addition (6.17) is satisfied for the same λ > 0, then conditions (6.3) and (6.4) of Theorem 6.1 are true for
this value of λ. In particular, if assumptions (6.1) and (6.2) are satisfied and λ > ‖κ‖∞ + log(γ−1

{1}), then the
conclusions of Theorem 6.1 hold true.

The next lemma shows that the conditions of Lemma 6.4 are satisfied almost surely under the conditions of
Theorem 6.2. In particular, Theorem 6.2 is a straightforward consequence of Lemmata 6.4 and 6.5.

Lemma 6.5. Assume that the times (uj , vj) are drawn as i.i.d. realizations of a random variable (U, V ), where
U and V are positive and E(U) <∞. Then, for all λ > 0, (6.16) and (6.17) are satisfied.

Remark 6.6. The conditions of Lemma 6.4 can be checked in different situations. For example, if for all j ≥ 0,
vj ≥ ε for some ε > 0, then

Cλ,j ≤ −
log ε

2
+ λ sup

n≥1

1
n

n∑
`=1

uj+`.

As a consequence (6.16) holds true for any sequence (uj , j ≥ 0) (not necessarily drawn as an independent
sequence) such that

lim inf
j→+∞

sup
n≥1

1
n

n∑
`=1

uj+` <∞.

Proof of Lemma 6.4. For all s, t ≥ 0, we define

α(s, t) = sup
x∈N

Es,x
(
eλ(TF−s)∧t

)
.

For all j ≥ 0, we have

α(sj , t) ≤ eλujα(σj , t) (6.19)

and, by Markov’s property,

α(σj , t) ≤ sup
x∈N

Eσj ,x
(
eλ(TF−σj)∧t1TF≤sj+1

)
+ sup
x∈N

Eσj ,x
(
eλvj1TF>sj+1

)
α(sj+1, t)

≤ sup
x∈N

Ex
(
eλT

j
F

)
+ sup
x∈N

Ex
(
eλT

j
F 1T jF>vj

)
α(sj+1, t),
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where T jF is the first hitting time of the set F by the time homogeneous process Y j defined above (6.12). Using
Cauchy–Schwartz and Markov’s inequalities,

α(σj , t) ≤ sup
x∈N

Ex
(
eλT

j
F

)
+ sup
x∈N

(
Ex
(
e2λT jF

)
Px(T jF > vj)

)1/2

α(sj+1, t)

≤ sup
x∈N

Ex
(
eλT

j
F

)
+ sup
x∈N

(
Ex
(
e2λT jF

)
Ex(T jF )

)1/2 α(sj+1, t)√
vj

It is standard (cf. e.g. [5]) to deduce from (6.10) that, given λ > 0, there exists a finite F0 = {1, 2, . . . ,maxF0} ⊂
N such that

AF0 := sup
j≥0, x∈N

Ex
(
e2λT jF0

)
<∞.

Since Ex
(
e2λT jF

)
is non-increasing in F , AF ≤ AF0 for all F ⊃ F0. Given F ⊃ F0 such that F =

{1, 2, . . . ,maxF}, we deduce from (6.12) that

α(σj , t) ≤ AF0 +
√
AF0 sup

k≥0
(SkmaxF )1/2α(sj+1, t)√

vj
.

We set ε = exp(−C∗ − 1) with C∗ = supj∈Jλ Cλ,j <∞. We then deduce from (6.10) that there exists a finite
F ⊂ N such that

α(σj , t) ≤ AF0 + ε
α(sj+1, t)√

vj
. (6.20)

Combining (6.19) and (6.20), for all j ≥ 0,

α(σj , t) ≤ AF0 +
ε
√
vj
eλuj+1α(σj+1, t).

A straightforward induction then implies that, for all n ≥ 0,

α(σj , t) ≤ AF0

[
1 +

n∑
k=1

eλ(uj+1+···+uj+k) εk
√
vj . . . vj+k−1

]
+ eλ(uj+1+···+uj+n+1) ε

n+1 α(σj+n+1, t)√
vj . . . vj+n

,

and hence, since α(s, t) ≤ eλt for all s ≥ 0,

α(σj , t) ≤AF0

[
1 +

+∞∑
k=1

εk exp

(
k∑
`=1

λuj+` −
log vj+`−1

2

)]

+ lim inf
n→+∞

εn+1 exp

(
λt+

n∑
`=1

λuj+` −
log vj+`−1

2

)
.

Assuming that j belongs to the set Jλ of assumption (6.16), by definition of ε and C∗, we deduce that

α(σj , t) ≤ AF0

+∞∑
k=0

e−k + lim inf
n→+∞

eλt−n−1 =
AF0

1− 1/e
.



UNIFORM CONVERGENCE OF PENALIZED TIME-INHOMOGENEOUS MARKOV PROCESSES 151

Letting t→ +∞, we finally obtain

sup
j∈Jλ

sup
x∈N
Eσj ,x

[
eλ(TF−σj)

]
≤ AF0

1− 1/e
.

Proof of Lemma 6.5. Given ε > 0 such that P(V ≥ ε) > 0, we can assume without loss of generality that
V ≥ ε > 0 almost surely since, otherwise, we may modify the sequences (uj , j ≥ 0) and (vj , j ≥ 0) by removing
all the favorable time intervals such that vj < ε and concatenating them with the surrounding unfavorable
intervals. It is easy to check that this modifies the sequence (uj , vj)j≥0 as an i.i.d. sample of a new random
couple (U ′, V ′) such that V ′ ≥ ε almost surely, and EU ′ = E(U | V ≥ ε) + E(U+V |V <ε)

P(V≥ε) <∞.
For all i < j, we introduce

Si,j =
1

j − i
(ui+1 + · · ·+ uj).

Since EU <∞, the strong law of large numbers implies that Si,j converges to EU when j → +∞ for all i ≥ 0
and hence supj>i Si,j <∞ almost surely. Therefore, there exists A > 0 such that

P
(

sup
j>i

Si,j ≤ A
)
>

1
2
, ∀i ≥ 0.

Then, for all k0 ≥ 1,

P

(
sup
j>i

Si,j ≤ A and sup
j>i+k0

Si+k0,j ≤ A

)
> 0, ∀i ≥ 0.

For any given t0 > 0, we choose k0 ∈ N such that k0ε ≥ t0. There exists a finite constant C such that

p := P

(
sup
j>i

Si,j ≤ A, sup
j>i+k0

Si+k0,j ≤ A and vi + · · ·+ vi+k0−1 ≤ C

)
> 0, ∀i ≥ 0.

Now, for all i ≥ 0 and n ≥ 1, define

Γi,n :=

{
{Si,i+n > A or vi + · · ·+ vi+n−1 > C} if n ≤ k0,

{Si,i+n > A or Si+k0,i+n > A or vi + · · ·+ vi+k0−1 > C} if n ≥ k0 + 1

and consider the following random sequence

I0 = 0 and Ik+1 =

{
Ik + inf{n ≥ 1 s.t. ΓIk,n is satisfied} if Ik <∞,
+∞ otherwise.

Since Γi,n is measurable with respect to σ(ui+1, . . . , ui+n, vi, . . . , vi+n−1), the sequence (Ik, k ≥ 0) is a Markov
chain in N ∪ {+∞} absorbed at +∞, with independent increments up to absorption. Moreover, at each step,
the probability of absorption is equal to p > 0. We deduce that

P

(
∀i ≥ 0, sup

j>i
Si,j > A or sup

j>i+k0

Si+k0,j > A or vi + · · ·+ vi+k0−1 > C

)
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≤ P((Ik, k ≥ 0) is never absorbed at +∞) = 0.

As a consequence, for any fixed i0 ≥ 0,

P

(
∀i ≥ i0, sup

j>i
Si,j > A or sup

j>i+k0

Si+k0,j > A or vi + · · ·+ vi+k0−1 > C

)
= 0,

from which we deduce that

P

(
sup
j>i

Si,j ≤ A, sup
j>i+k0

Si+k0,j ≤ A, vi + · · ·+ vi+k0−1 ≤ C for infinitely many i ≥ 0

)
= 1.

Since,

σi+k0 − σi = vi + ui+1 + vi+1 + · · ·+ vi+k0−1 + ui+k0 ,

since supj>i Si,j ≤ A implies that ui+1 + · · ·+ ui+k0 ≤ k0A and since V ≥ ε almost surely, we deduce that

P
(
Cλ,i ≤ λA−

log ε
2

, Cλ,i+k0 ≤ λA−
log ε

2
,

and k0ε ≤ σi+k0 − σi ≤ k0A+ C for infinitely many i ≥ 0

)
= 1.

In other words, we proved that there exists A > 0 such that

Jλ := {j ≥ 0 : Cλ,j ≤ A}

is infinite, and that, for all t0 > 0, setting k0 = dt0/εe,

lim inf
j∈Jλ, j→+∞

inf {σk − σj : k ∈ Jλ, k > j, σk − σj > t0} ≤ k0A+ C.

This concludes the proof of (6.16) and (6.17) and hence of Lemma 6.5.

7. Proof of Theorem 2.1

Step 1: Control of the normalized distribution after a time 1
Let us show that, for all s ≥ 0, T ≥ s+ 1 and x1, x2 ∈ E, there exists a measure νs,Tx1,x2

with mass greater than
ds+1 such that, for all non-negative measurable function f : E → R+,

δxiK
T
s,s+1f ≥ νs,Tx1,x2

(f), for i = 1, 2. (7.1)

Fix x1, x2 ∈ E, i ∈ {1, 2}, t ≥ 1 and a measurable non-negative function f : E → R+. Using the Markov
property, we have

Es,xi(f(Xs+1)Zs,T ) = Es,xi(f(Xs+1)Zs,s+1Es+1,Xs+1(Zs+1,T ))
≥ νs+1,x1,x2 (f(·)Es+1,·(Zs+1,T ))Es,xi(Zs,s+1),
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by definition of νs+1,x1,x2 . Dividing both sides by Es,xi(Zs,T ), we deduce that

δxiK
T
s,s+1 (f) ≥ νs+1,x1,x2 (f(·)Es+1,·(Zs+1,T ))

Es,xi(Zs,s+1)
Es,xi(Zs,T )

.

But we have

Es,xi(Zs,T ) ≤ Es,xi(Zs,s+1) sup
y∈E
Es+1,y(Zs+1,T ),

so that

δxiK
T
s,s+1f ≥

νs+1,x1,x2 (f(·)Es+1,·(Zs+1,T ))
supy∈E Es+1,y(Zs+1,T )

.

Now, by definition of ds+1, the non-negative measure

νs,Tx1,x2
: f 7→ νs,x1,x2 (f(·)Es+1,·(Zs+1,T ))

supy∈E Es+1,y(Zs+1,T )

has a total mass greater than ds+1. Therefore (7.1) holds.

Step 2: Exponential contraction for Dirac initial distributions and proof of (2.8)
We now prove that, for all x, y ∈ E and 0 ≤ s ≤ s+ 1 ≤ t ≤ T

∥∥δxKT
s,t − δyKT

s,t

∥∥
TV
≤ 2

bt−sc−1∏
k=0

(1− dt−k) . (7.2)

We deduce from (7.1) that, for all x1, x2 ∈ E,∥∥δx1K
T
s,s+1 − δx2K

T
s,s+1

∥∥
TV
≤
∥∥δx1K

T
s,s+1 − νs,Tx1,x2

∥∥
TV

+
∥∥δx2K

T
s,s+1 − νs,Tx1,x2

∥∥
TV

≤ 2(1− ds).

It is then standard (see e.g. [5]) to deduce that, for any probability measures µ1 and µ2 on E,

∥∥µ1K
T
s,s+1 − µ2K

T
s,s+1

∥∥
TV
≤ (1− ds)‖µ1 − µ2‖TV .

Using the semi-group property of (KT
s,t)s,t, we deduce that, for any x, y ∈ E,∥∥δxKT

s,t − δyKT
s,t

∥∥
TV

=
∥∥δxKT

s,t−1K
T
t−1,t − δyKT

0,t−1K
T
t−1,t

∥∥
TV

≤ (1− dt)
∥∥δxKT

s,t−1 − δyKT
s,t−1

∥∥
TV

≤ . . . ≤
bt−sc−1∏
k=0

(1− dt−k)
∥∥∥δxKT

s,t−bt−sc − δyK
T
s,t−bt−sc

∥∥∥
TV

≤ 2
bt−sc−1∏
k=0

(1− dt−k) .
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One deduces (2.8) with standard arguments as above.

Step 3: Exponential contraction for general initial distributions
We prove now that for any pair of initial probability measures µ1, µ2 on E, for all 0 ≤ s ≤ s+ 1 ≤ t ≤ T ≥ 0,

∥∥∥∥Es,µ1(1Xt∈·Zs,T )
Es,µ1(Zs,T )

− Es,µ2(1Xt∈·Zs,T )
Es,µ2(Zs,T )

∥∥∥∥
TV

≤ 2
bt−sc−1∏
k=0

(1− dt−k) . (7.3)

Taking t = T then entails (2.9) and ends the proof of Theorem 2.1.
Let µ1 be a probability measure on E and x ∈ E. We have∥∥∥∥Es,µ1(1Xt∈·Zs,T )

Es,µ1(Zs,T )
− Es,x(1Xt∈·Zs,T )

Es,x(Zs,T )

∥∥∥∥
TV

=
1

Es,µ1(Zs,T )

∥∥Es,µ1(1Xt∈·Zs,T )− Es,µ1(Zs,T )δxKT
s,t

∥∥
TV

≤ 1
Es,µ1(Zs,T )

∫
y∈E

∥∥Es,y(1Xt∈·Zs,T )− Es,y(Zs,T )δxKT
s,t

∥∥
TV

dµ1(y)

≤ 1
Es,µ1(Zs,T )

∫
y∈E
Es,y(Zs,T )

∥∥δyKT
s,t − δxKT

s,t

∥∥
TV

dµ1(y)

≤ 1
Es,µ1(Zs,T )

∫
y∈E
Es,y(Zs,T ) 2

bt−sc−1∏
k=0

(1− dt−k) dµ1(y)

≤ 2
bt−sc−1∏
k=0

(1− dt−k) .

The same computation, replacing δx by any probability measure, leads to (7.3).

8. Proof of Proposition 3.1 and Corollary 3.2

8.1. Proof of Proposition 3.1

Fix s ≥ 0. Let us first prove (3.1). Note that, if d′v = 0 for all v ≥ s+ 1, there is nothing to prove, so let us
assume the converse. Fix t ≥ s+ 1 such that d′t > 0. Then the measure νt is positive and we define for all x ∈ E
and u ≥ t

ηt,u(x) =
Et,x (Zt,u)
Et,νt(Zt,u)

.

For all u ≥ t and x, y ∈ E, we have

Es,x(Zs,u)
Es,y(Zs,u)

=
Es,x (Zs,tEt,Xt(Zt,u))
Es,y(Zs,tEt,Xt(Zt,u))

=
Φs,t(δx)(Et,·(Zt,u))
Φs,t(δy)(Et,·(Zt,u))

Es,x(Zs,t)
Es,y(Zs,t)

=
Φs,t(δx)(ηt,u)
Φs,t(δy)(ηt,u)

Es,x(Zs,t)
Es,y(Zs,t)

.
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Therefore ∣∣∣∣Es,x(Zs,u)
Es,y(Zs,u)

− Es,x(Zs,t)
Es,y(Zs,t)

∣∣∣∣ =
Es,x(Zs,t)
Es,y(Zs,t)

|Φs,t(δx)(ηt,u)− Φs,t(δy)(ηt,u)|
Φs,t(δy)(ηt,u)

≤ Es,x(Zs,t)
Es,y(Zs,t)

‖ηt,u‖∞
Φs,t(δy)(ηt,u)

bt−sc−1∏
k=0

(1− dt−k) , (8.1)

where we used the bound (2.9) of Theorem 2.1 in the last inequality.
Let us first prove that ηt,u is uniformly bounded and that we have Φs,t(µ)(ηt,u) ≥ 1 for all positive measure

µ on E. First, by definition of d′t, we have

ηt,u(x) =
Et,x (Zt,u)
Et,νt(Zt,u)

≤ 1/d′t. (8.2)

Second, by Markov’s property,

Φs,t(µ)(ηt,u) =
Es,µ(Zs,tηt,u(Xt))
Es,µ(Zs,t)

=
Es,µ(Zs,u)

Es,µ(Zs,t)Et,νt(Zt,u)
,

where, using the definition of νt,

Es,µ(Zs,u) = Es,µ
[
Zs,t−1Et−1,Xt−1(Zt−1,tEt,Xt(Zt,u))

]
= Es,µ

{
Zs,t−1Φt−1,t(δXt−1) [Et,·(Zt,u)]Et−1,Xt−1(Zt−1,t)

}
≥ Es,µ

[
Zs,t−1Et,νt(Zt,u)Et−1,Xt−1(Zt−1,t)

]
= Es,µ(Zs,t)Et,νt(Zt,u).

Hence,

Φs,t(µ)(ηt,u) ≥ 1. (8.3)

Now, let t1 be the smallest v ≥ s+ 1 such that d′v1 > 0. Using a similar computation as in the proof of (8.3)
above, we have

Es,x(Zs,u)
Es,y(Zs,u)

=
Es,x[Zs,t1−1Φt1−1,t1(δXt1−1)(Et1,·(Zt1,u))Et1−1,Xt1−1(Zt1−1,t1)]

Es,y[Zs,t1Et1,Xt1 (Zt1,u)]

≥
Et1,νt1 (Zt1,u))

supz∈E Et1,z(Zt1,u)
Es,x(Zs,t1)
Es,y(Zs,t1)

≥ d′t1
Es,x(Zs,t1)

supz∈E Es,z(Zs,t1)
, (8.4)

where we used the definition of d′t1 in the last inequality. Note that the right-hand side of (8.4) does not depend
on u and y and is positive by (2.1).
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Inserting the inequalities (8.2), (8.3) and (8.4) in (8.1), we obtain

∣∣∣∣Es,x(Zs,u)
Es,y(Zs,u)

− Es,x(Zs,t)
Es,y(Zs,t)

∣∣∣∣ ≤ supz∈E Es,z(Zs,t1)
d′t1Es,y(Zs,t1)

1
d′t

bt−sc−1∏
k=0

(1− dt−k)

= Cs,y
1
d′t

bt−sc−1∏
k=0

(1− dt−k)

where Cs,y only depends on s and y.
To complete the proof of (3.1), it remains to observe that, for any u ≥ t ≥ s+ 1 (not necessarily such that

d′t > 0) and for all v ∈ [s+ 1, t] such that d′v > 0, we have t1 ≤ v and hence we can apply the last inequality to
obtain ∣∣∣∣Es,x(Zs,u)

Es,y(Zs,u)
− Es,x(Zs,t)
Es,y(Zs,t)

∣∣∣∣ ≤ ∣∣∣∣Es,x(Zs,v)
Es,y(Zs,v)

− Es,x(Zs,t)
Es,y(Zs,t)

∣∣∣∣+
∣∣∣∣Es,x(Zs,v)
Es,y(Zs,v)

− Es,x(Zs,u)
Es,y(Zs,u)

∣∣∣∣
≤ 2Cs,y

1
d′v

bv−sc−1∏
k=0

(1− dv−k) .

Now, we assume that (3.2) holds true. We fix x0 ∈ E. It follows from (3.1) that x 7→ Es,x(Zs,t)
Es,x0 (Zs,t)

converges
uniformly when t→ +∞ to some function ηs, which is positive because of (8.4).

Moreover, for all s ≤ t ≤ u,

Es,x
(
Zs,t
Et,Xt(Zt,u)
Et,x0(Zt,u)

)
=
Es,x(Zs,u)
Et,x0(Zt,u)

=
Es,x(Zs,u)
Es,x0(Zs,u)

Es,x0

(
Zs,t
Et,Xt(Zt,u)
Et,x0(Zt,u)

)
. (8.5)

For all probability measure µ on E, integrating both sides of the equation with respect to µ, letting u→∞ and
using Lebesgue’s theorem, we deduce that, for all s ≤ t ∈ I, there exists a positive constant cs,t which does not
depend on µ such that

cs,t =
Es,µ(Zs,tηt(Xt))

µ(ηs)
.

In addition, for all s ≤ t ≤ u ∈ I,

cs,tct,u =
Es,x(Zs,tηt(Xt))

ηs(x)
Et,µ(Zt,uηu(Xu))

µ(ηt)
.

Choosing the probability measure µ defined by µ(f) = Es,x(Zs,tf(Xt))
Es,x(Zs,t)

for all bounded measurable f and using
Markov’s property, we obtain

cs,tct,u =
Es,x(Zs,t)Et,µ(Zt,uηu(Xu))

ηs(x)
=
Es,x(Zs,uηu(Xu))

ηs(x)
= cs,u.

Because of the last equality, replacing for all s ≥ 0 the function ηs(x) by ηs(x)/c0,s entails (3.4).
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8.2. Proof of Corollary 3.2

Let (fs)s≥0 be a solution of (3.5) satisfying (3.6). Fix x0 ∈ E and for all s ≥ 0, let νs = Es,x0(Z0,s). Using (3.6)
and applying (2.9) with µ1 = δx and µ2 = νs, we have for all s ≥ 0, x ∈ E and for t→ +∞,

fs(x) = Es,x(Zs,tft(Xt)) ∼ Es,x(Zs,t)
E0,x0(Z0,tft(Xt))
Es,νs(Zs,t)

.

Using (3.3) (integrated with respect to νs(dx)), we deduce

fs(x) ∼ ηs(x)
νs(ηs)

Es,νs(Zs,t)
f0(x0)
Es,νs(Zs,t)

∼ ηs(x)
η0(x0)

f0(x0).

Since both sides are independent of t, we obtain

fs = ηs
f0(x0)
η0(x0)

.

9. Proof of Theorem 3.4

Let us define the probability measure Qts,x by

dQts,x =
Zs,t

Es,x(Zs,t)
dPs,x, on Fs,t

We have, for all 0 ≤ s ≤ u ≤ t,

Es,x(Zs,t | Fs,u)
Es,x(Zs,t)

=
Zs,uEu,Xu(Zu,t)

Es,x[Zs,uEu,Xu(Zu,t)]
=

Zs,uηu,t(Xu)
Es,x[Zs,uηu,t(Xu)]

.

By Proposition 3.1, this converges almost surely when t→∞ to

Ms,u :=
Zs,uηu(Xu)

Es,x[Zs,uηu(Xu)]
,

where Es,x(Ms,u) = 1.
By the penalization’s theorem of Roynette, Vallois and Yor ([19], Thm. 2.1), these two conditions (almost

sure convergence and Es,x(Ms,u) = 1) imply that (Ms,t, t ≥ s) is a martingale under Ps,x and that Qts,x(Λs,u)
converges to Es,x

(
Ms,u1Λs,u

)
for all Λs,u ∈ Fs,u when t→∞. This means that Qs,x is well defined and

dQs,x
dPs,x Fs,u

= Ms,u.

Let us now prove that the family (Qs,x)s∈I,x∈E defines a time inhomogeneous Markov process, that is for all
s ≤ u ≤ t, all x ∈ E and all positive measurable function f ,

EQs,x(f(Xt) | Fs,u) = EQu,Xu (f(Xt)).
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We easily check from the definition of the conditional expectation that

Ms,uEQs,x(f(Xt) | Fs,u) = Es,x (Ms,tf(Xt) | Fs,u)

=
Es,x[Zs,tηt(Xt)f(Xt) | Fs,u]

Es,x(Zs,tηt(Xt))

=
Zs,uEu,Xu(Zu,tηt(Xt))
Es,x(Zs,tηt(Xt))

Eu,Xu
(

Zu,tηt(Xt)
Eu,Xu(Zu,tηt(Xt))

f(Xt)
)

=
Zs,uEu,Xu(Zu,tηt(Xt))
Es,x(Zs,tηt(Xt))

EQu,Xu (f(Xt)) ,

where we used the Markov property of X under Ps,x, the fact that Zs,t = Zs,uZu,t and the definition of Qu,Xu .
Using the above equality with f = 1, we conclude that

Zs,uEu,Xu(Zu,tηt(Xt))
Es,x(Zs,tηt(Xt))

= Ms,u

(we could also use (8.5)). Hence, the Markov property holds for (Qs,x)s∈I,x∈E .
The inequality (3.8) is a direct consequence of (2.8) in Theorem 2.1.

10. Proof of Theorem 4.1

We define for all 0 ≤ s ≤ t

A(s, t) :=
supx∈E Es,x(Zs,t)
infy∈E Es,y(Zs,t)

.

Our first goal is to prove that A(s, t) is uniformly bounded. For all s ≤ t ≤ T and all x ∈ E, it follows from
the definition (4.2) of εs,t that, for all y ∈ E,

Es,x(Zs,T ) = Es,x(Zs,t)Φs,t(δx) (Et,·(Zt,T ))

≤ Es,x(Zs,t)
[
Φs,t(δy) (Et,·(Zt,T )) + εs,t sup

z∈E
Et,z(Zt,T )

]
≤ Es,x(Zs,t)

Es,y(Zs,T )
Es,y(Zs,t)

[
1 + εs,t sup

z∈E

Et,z(Zt,T )
Et,Φs,t(δy)(Zt,T )

]
≤ A(s, t)Es,y(Zs,T ) [1 + εs,tA(t, T )] .

Therefore,

A(s, T ) ≤ A(s, t) (1 + εs,tA(t, T )) .

We deduce that, for all k ∈ N,

A(s, s+ k) ≤ A(s, s+ 1)
k−1∏
`=1

(1 + εs,s+`A(s+ `, s+ `+ 1))

≤ e2‖κ‖∞ exp

(
e2‖κ‖∞

k−1∑
`=1

εs,s+`

)
.
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It follows from (4.4) that A(s, s+ k) is uniformly bounded for s ≥ 0 and k ∈ N. Since κ is bounded, we deduce
that A(s, t) is bounded by some constant Ā for all 0 ≤ s ≤ t.

Next, we compute a lower bound for the measure ν̄s. We define for some fixed x0 ∈ E and all s ≥ 0

αs :=
E0,x0(Z0,s1Xs∈·)
E0,x0(Z0,s)

= φ0,s(δx0).

Note that it follows from the semigroup property (2.3) that, for all 0 ≤ s ≤ t, Φs,t(αs) = αt. Fix a Borel subset
B of E, a probability measure µ on E and an integer k ≥ 1. Then,

Φs,s+2k(µ)(B) = Φs+k,s+2k(Φs,s+k(µ))(B)

=
Es+k,Φs,s+k(µ) [Zs+k,s+2k1Xs+2k∈B ]

Es+k,Φs,s+k(µ) [Zs+k,s+2k]

≥ 1
Ā

Es+k,Φs,s+k(µ) [Zs+k,s+2k1Xs+2k∈B ]
Es+k,αs+k(Zs+k,s+2k)

.

Now, Φs,s+k(µ) ≥ αs+k − ν+
s,µ where ν+

s,µ = [αs+k − Φs,s+k(µ)]+, where [·]+ (resp. [·]−) denotes the positive
(resp. negative) part in the sense of measures. Hence,

Φs,s+2k(µ)(B) ≥ αs+2k(B)
Ā

−
∫
E
Es+k,y [Zs+k,s+2k1Xs+2k∈B ] ν+

s,µ(dy)
ĀEs+k,αs+k(Zs+k,s+2k)

≥ αs+2k(B)
Ā

−
∫
E
Φs+k,s+2k(δy)(B)Es+k,y(Zs+k,s+2k)ν+

s,µ(dy)
ĀEs+k,αs+k(Zs+k,s+2k)

≥ αs+2k(B)
Ā

−
∫
E

Φs+k,s+2k(δy)(B)ν+
s,µ(dy)

= αs+2k(B)
(

1
Ā
− ν+

s,µ(E)
)
−
∫
E

[Φs+k,s+2k(δy)(B)− αs+2k(B)] ν+
s,µ(dy)

≥ αs+2k(B)
(

1
Ā
− ν+

s,µ(E)
)
−
∫
E

(Φs+k,s+2k(δy)(B)− αs+2k(B))+ ν
+
s,µ(dy),

where (·)+ is the positive part (in the sense of real numbers). Since ν+
s,µ ≤ αs+k in the sense of measures we

obtain

Φs,s+2k(µ)(B) ≥ αs+2k(B)
(

1
Ā
− ν+

s,µ(E)
)
−
∫
E

(Φs+k,s+2k(δy)(B)− αs+2k(B))+ αs+k(dy).

Now, using the fact that αs+k = Φs,s+k(αs), we deduce from the definition (4.2) of εs,t that

Φs,s+2k(µ)(B) ≥ αs+2k(B)
(

1
Ā
− εs,s+k

)
−
∫
E

(Φs+k,s+2k(δy)(B)− αs+2k(B))+ αs+k(dy).

Hence, for all B1, . . . , Bn measurable partition of E and all µ1, . . . , µn probability measures on E,

n∑
i=1

Φs,s+2k(µi)(Bi) ≥ αs+2k(E)
(

1
Ā
− εs,s+k

)
−
∫
E

n∑
i=1

(Φs+k,s+2k(δy)(Bi)− αs+2k(Bi))+ αs+k(dy)

≥ 1
Ā
− εs,s+k −

∫
E

‖Φs+k,s+2k(δy)− αs+2k‖TV αs+k(dy).
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Since αs+2k = Φs+k,s+2k(αs+k), we finally obtain

n∑
i=1

Φs,s+2k(µi)(Bi) ≥
1
Ā
− εs,s+k − εs+k,s+2k.

Since this inequality is true for any partition (Bi) of E and any choices of (µi), we deduce that the infimum
measure ν̄ks+2k := minx∈E Φs,s+2k(δx) satisfies

ν̄ks+2k(E) ≥ 1
Ā
− εs,s+k − εs+k,s+2k.

In particular, by (4.3), this is a larger than 1/(2Ā) if k is large enough. Given such an integer k, we set n0 = 2k
and hence ν̄s = ν̄ks for all s ≥ n0. Combining the last estimate with the fact that A(s, t) is bounded, we deduce
that, for all s ≥ n0, d̄′s ≥ 1

2Ā2 . This concludes the proof of Theorem 4.1.

11. Proof of Theorem 4.4

Fix x0 ∈ E and set c0 := infs≥0, u∈[1,2] Ps,x0(Xs+u = x0) > 0. We define λ = supκ− inf κ− ln c0 and consider
the finite set K ⊂ E (obtained from assumption (4.8)) such that

A := sup
s≥0, x∈E

Ex
(
eλ(TK−s)

)
<∞.

Setting t0 = 2 + (ln 2 + lnA)/λ, we immediately obtain by Markov inequality that

inf
s≥0, x∈E

Ps,x(TK < s+ t0) ≥ 1/2.

In particular, using Markov property, the irreducibility assumption (4.7) and the finiteness of K,

c1 := inf
s≥0, x∈E

Ps,x(Xs+2t0 = x0) ≥ inf
s≥0, x∈E

Ps,x(TK < s+ t0) inf
u∈[0,t0], y∈K

Ps+u,y(Xs+2t0−u = x0) > 0.

We deduce that, for all s ≥ 2t0,

Φs−2t0,s(δx) ≥ e−2t0(supκ−inf κ)c1δx0 ,

hence

ϕ(2t0)
s := inf

x∈E
Φs−2t0,s(δx) ≥ e−2t0(supκ−inf κ)c1δx0 . (11.1)

Now, for all 0 ≤ s ≤ s+ 1 ≤ u ≤ t, we have for all x ∈ K,

Es,x0 (Zs,t) ≥ Es,x0(Zu,t)e−(u−s) supκ

≥ Es,x0

(
1Xdse+1=x0,...,Xbu−1c−1=x0,Xu−1=x0,Xu=x Zu,t

)
e−(u−s) supκ

≥ cbu−s−1c
0 inf

u≥1,y∈K
Pu−1,x0(Xu = y)Eu,x(Zu,t)e−(u−s) supκ,

where infu≥1,y∈K Pu−1,x0(Xu = y) > 0 by finiteness of K and by (4.7). Applying this inequality to the argmax of
Eu,x(Zu,t) over x ∈ K, we deduce that there exists a constant c2 > 0 such that, for all s ≤ u ≤ t (the inequality
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is immediate for u ∈ [s, s+ 1)),

Es,x0 (Zs,t) ≥ c2 e−(u−s)(supκ−ln c0) max
x∈K
Eu,x(Zu,t). (11.2)

For all x ∈ E, we deduce, using Markov inequality and the strong Markov property at time TK and (11.2),
that

Es,x(Zs,t) = Es,x(Zs,t1t≤TK ) + Es,x(Zs,t1TK<t)

≤ e−(t−s) inf κAe−λ(t−s) + Es,x
(
Zs,TKETK ,XTK (ZTK ,t)1TK<t

)
≤ Ae−(t−s)(supκ−ln c0) +

Es,x0(Zs,t)
c2

Es,x
(
Zs,TKe

(TK−s)(supκ−ln c0)
)

≤ Es,x0(Zs,t)
c2

(
A+ Es,x

(
e(TK−s)(supκ−inf κ−ln c0)

))
≤ 2A

c2
Es,x0(Zs,t).

We finally obtain using (11.2)

inf
t≥s

E
s,ν

(2t0)
s

(Zs,t)

supx∈E Es,x (Zs,t)
≥ c1 e−2t0(supκ−inf κ) 2A

c2
.

This is a uniform lower bound for d′s (with a time increment of −2t0 instead of −1, see Rem. 2.3), hence
Theorem 2.1 allows us to conclude the proof.
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