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THE DYNAMIC BERTH ALLOCATION PROBLEM:
A LINEARIZED FORMULATION

AHMED SIMRIN! AND ALI DiaBAT!

Abstract. International shipping is a multi-billion dollar business
which has undergone significant growth during the last decade. Consid-
erable benefits could be gained by improving and optimizing container
terminal operations. One specific challenge facing container terminals
is the berth allocation problem, referred to as (BAP). In this paper, a
new formulation is proposed for the dynamic berth allocation problem
(DBAP). Initially the problem was formulated as a non-linear mixed
integer program, followed by incorporating techniques to present an
equivalent mixed integer program (MIP). A genetic algorithm (GA)
heuristic was developed and applied to different instances of the prob-
lems, and through computational experiments the best, average, and
worst case performances were analyzed to determine the efficiency of
the algorithms.

Keywords. Container terminal, linear program, non-linear program,
dynamic berth allocation.

Mathematics Subject Classification. 90Bxx.

1. INTRODUCTION

An important challenge to optimizing container terminal transshipment opera-
tions is the berth allocation problem (BAP), which is the process of assigning quay
space to vessels in a container terminal for loading or unloading of containers [4].
Optimizing the assignment of quay space to vessels can increase the productivity of
terminals without additional costs caused by other approaches such as constructing
new berths.
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Most of the BAP formulations in the literature aim to minimize the total time a
container terminal spends in servicing a certain number of vessels. Data like arrival
times and handling times of vessels are used in a model to produce an optimized
schedule. Other data like draft, length, and width of vessels may also be used in
the model.

The BAP can be classified into two types based on the arrival of vessels to the
terminal: static arrival and dynamic arrival. Static arrival of vessels means that all
vessels arrive before scheduling starts, and this guarantees that any schedule will
be feasible. Conversely, dynamic arrival means that vessels may arrive before or
after the schedule is constructed, and this puts more constraints on the schedule,
as not any schedule will be feasible. However, dynamic arrival is more realistic
than static.

Several styles of BAP models exist based on the layout of the berth [2]:

i. Discrete layout: the quay is divided into a number of berths, and only one
vessel can be moored at each berth at a time.

ii. Continuous layout: a vessel can be moored at any location along the quay
with the condition of not exceeding the boundaries of the quay.

iii. Hybrid layout: the quay in this layout is partitioned into a set of berths.
However, unlike in the normal discrete layout, small vessels in this layout can
share one berth simultaneously, and large vessels can take more than one berth
too.

Models of the BAP also differ in the vessels” handling time parameter; some models
consider handling time as a fixed parameter known for each vessel in advance, while
other approaches deal with handling time as a berth-dependent parameter. There
are different, yet fixed handling times for vessels at different berths. Handling time
could also depend on the number of cranes assigned to vessels, work schedules of
cranes, or a combination of all of the previous factors.

In this paper, a new realistic model for the DBAP that imitates real life is
proposed. The DBAP is believed to be more realistic than the SBAP, because
it, as mentioned previously, considers the dynamic arrival of vessels, instead of
assuming that all vessels are already at the terminal waiting for service, which is
the case in the SBAP. In the model, a discrete quay layout which imitates the
ones usually used in newly built terminals such as Mina Zayed in Abu Dhabi,
United Arab Emirates (UAE) and handling time is considered as constant berth-
dependent parameters.

Words vessel and ship are used interchangeably in this paper.

2. LITERATURE REVIEW

Some research has been done in the past fifteen years on the berth allocation
problem. Some addressed the static ones, while others addressed the dynamic. In
this section, we conduct a literature review of the research done in the field of
berth allocation, and we explain what considerations the model took into account,
besides the techniques that were used to solve it.



THE DYNAMIC BERTH ALLOCATION PROBLEM 475

Imai et al. [11] proposed a static berth allocation model with respect to mini-
mum waiting and handling time of the vessels in addition to the deviation between
the arrival order of vessels and the service order. It was also assumed that the han-
dling time of a vessel depends on the berth; in other words, a vessel has different
handling times on different berths. The problem is then reduced to a classical
assignment problem.

Another formulation of discrete SBAP for the public berth system was presented
by Imai et al. [12], in which they did planning only with respect to waiting and
handling time of vessels. They presented a Lagrangian relaxation-based heuristic to
solve the problem. Lee et al. [16] presented a model for a discrete SBAP considering
the minimization of waiting and handling time of vessels only. They assumed
that the handling time of a vessel depends on its berthing position. Moreover,
they assumed that the handling time depends on the Quay Crane (QC) operation
schedule.

Imai et al. [14] used genetic algorithms (GA) to solve their model of SBAP
that considers the minimization of the weighted number of vessel rejections as an
objective function. A vessel is rejected if it cannot be serviced without exceeding
the due date, represented by the maximum acceptable waiting time.

In addition to the static model that Imai et al. [12] proposed, they presented
another model for the DBAP, and they developed a Lagrangian-based heuristic
to solve the problem. They showed via a large number of experiments that their
algorithm is adaptable to real world applications.

Hansen and Oguz [8] also provided compact reformulations of the dynamic prob-
lem as well as the static one. Similar to Imai’s models, their objective in the two
models was to minimize the total waiting and handling time of vessels. The same
objective was also considered by Monaco and Sammarra [18]; they proposed an-
other formulation of the discrete DBAP minimizing waiting and handling time,
which was believed to be a stronger and a more compact formulation than other
formulations in literature. They developed a Lagrangian relaxation to solve the
problem. Lagrangian relaxation has also been implemented in other problems per-
taining to quayside operations, such as the works of [1,4,23].

For multi-user container terminals (MUT’s), Imai et al. [13] proposed a modified
formulation of the DBAP taking into consideration different service priorities of
the vessels. They developed a heuristic based on genetic algorithms (GA) for the
solution of their non-linear formulation.

Theofanis et al. [19] have also formulated a linear mixed integer program for
the dynamic and discrete berth allocation problem with the objective being mini-
mizing the total weighted service time of vessels. They developed an optimization
based genetic algorithm to solve the problem. Hansen and Oguz [9] also considered
the earliness or tardiness of completion besides the minimization of waiting and
handling time of vessels in their model as an objective function. Berthing of a ves-
sel apart from the desired berth was also taken into consideration in their model.
Moreover, they proposed a variable neighborhood search (VNS), and compared
it with the results of multi-start (MS), genetic algorithms (GA) and mimetic
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algorithms (MA). The VNS was found to outperform the other algorithms on
large-scale instances.

A two-objective BAP was considered by Imai et al. [15] - vessel service quality
expressed by the vessels’ delays, and berth utilization expressed by the total service
time of all vessels in a certain period of time. Sub-gradient Lagrangian relaxation
and genetic algorithm based heuristics were used to solve the problem, and the
genetic algorithm outperformed the Sub-gradient in most of the cases.

Cordeau [3] also proposed two formulations for the discrete DBAP with the min-
imization of the weighted service time of the vessels considered as the objective
function, and he developed a tabu search heuristic to solve them. Mauri [17] pro-
posed an improved hybrid column generation approach for their berth allocation
problem model, which was modeled as a vehicle routing problem. The approach
combines the population training algorithm with linear programming, denoted
PTA/LP.

In the model that Imai et al. [16] developed, they considered the dynamic case
in which some vessels are assigned to external terminals when their waiting time
exceeds the limit. Their objective was to minimize the service time of the vessels
in external terminals. A genetic algorithm was used to solve the model, and it
showed good performance in reducing the usage of external terminals.

Han et al. [7] proposed a new hybrid optimization strategy, which they called
GASA. They introduced a non-linear model that aims to reduce the turnaround
time as well as operation costs of vessels. They applied both GASA and GA on the
model and they found that GASA accelerated the evolution process, and avoided
getting stuck in a local optimal solution early.

In order to simulate the real decision-making processes, Zhou et al. [24] proposed
a new dynamic and stochastic BAP model, where quay crane handling times are
stochastic. They aimed at decreasing the vessel waiting time. Therefore, the model
ignored the “first come, first served” rule. A heuristic based on GA was developed
to solve the problem and they got satisfactory and efficient results.

Imai et al. [10] considered berth allocation and crane assignment at multi-user
container terminals simultaneously in their model. They solved their models by a
genetic algorithm based-heuristic and results showed that it is applicable to solve
the problem. Liang et al. [20] presented a simultaneous and integrated formulation
of berth allocation with quay crane assignment problems, and their objective was
to minimize the sum of handling time, waiting time and also the tardiness of each
vessel against the given due date. They used a genetic algorithm heuristic to solve
the problems.

Finally, Giallombardo et al. [21] presented two formulations for the integrated
problem of berth allocation and quay crane assignment. The first one was a mixed
integer quadratic problem, while the second reduces to a mixed integer linear
problem. The objective function was to maximize the total value of chosen quay
crane profiles from one hand, and to minimize the housekeeping costs generated
by transshipment between vessels.
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In this paper, we propose a new model for the dynamic berth allocation prob-
lem. We assume the handling time of vessels to be dependent on the berth to which
they are assigned, because different berths may vary in the number of cranes at-
tached to them or the specifications of the cranes. Berths also demonstrate different
productivity levels, especially when berths are located in different corners. In our
model, we minimize the total waiting and handling time of vessels, which results
in increasing productivity of the terminal and reducing operational costs.

3. PROBLEM FORMULATION

Our model has different assumptions that were set before starting with the pro-
cess of formulation. We consider dynamic arrival of vessels which, as mentioned
previously, allows vessels to arrive before or after the berthing plan is determined.
The model, therefore, takes into consideration the constraint that a vessel can-
not be serviced before its arrival. Moreover, all vessels in our problem must be
completely serviced at one berth only without interruption from other vessels.

It was also assumed that a vessel has different, yet deterministic, handling times
on different berths. Berths in the problem are assumed to be discrete, which results
in the assumption that one berth can service only one vessel at a time.

The objective of our model is to minimize the total time of the whole service
process for all vessels, which is the total duration of time vessels spend at a terminal
between their arrival to the terminal and their departure. The duration of time to
minimize has been divided into two types in our model: handling time and waiting
time of vessels. Handling time of a vessel is the time a vessel spends at the terminal
between the point servicing a vessel starts until it finishes, where waiting time for
a vessel is the time a vessel spends at the container terminal waiting before service
starts.

Having all this information, the model will accordingly make decisions regarding
berth-to-vessel assignments as well as the order in which each vessel is serviced
at the berth assigned to it. These factors must be determined so as to minimize
the sum of handling and waiting time of all vessels while satisfying the constraints
and the conditions in the problem.

3.1. MODEL CONSTRAINTS

In order to maintain the solution’s feasibility, the model must satisfy the fol-
lowing constraints:

1. Each vessel must be serviced exactly once and with no interruption from other
vessels.

2. A vessel must be serviced at one berth only.

A berth cannot handle more than one vessel at a time.

4. A vessel cannot be berthed before its arrival.

w
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3.2. MODEL DEVELOPMENT

To formulate the problem, the following notation is used:

Sets:
B
vV =
[0) =
P, =
Wi

Parameters:

set of berths, indexed by 4

set of vessels, indexed by j

set of service orders, indexed by k

subset of O such that P, = {p|p <k € O}
subset of vessels with A; > §;

time when berth i becomes idle for allocation planning
arrival time of vessel j at the terminal
handling time spent by vessel j on berth ¢

big number used for linearization

Decision variables:

Tijk =

Yijk =

1 if vessel j is serviced at
berth ¢ in the kthorder
0 otherwise
integer equal to the number of vessels to service at

berth 4

number of vessels waiting to be serviced at berth ¢

when the kth vessel is being serviced at that berth
summation of the handling time of vessel j at berth ¢

in the order k and the total waiting time resulted for

all vessels waiting to be serviced at that berth

time of berth ¢ between the departure of the kth vessel and

arrival of the kth vessel when vessel j is serviced as the kth
vessel.

Our objective function is as follows:

Min { Y3 {win + (S, — A agrt + Y > > (i - v

i€B jeV keO i€B jEWi k€O

(3.1)

The first part of the objective function considers the handling time of vessels as
well as the waiting time that results for vessels from servicing others. The variable
wijk is equal to the summation of the handling time of vessel j serviced at berth ¢
in the order k, and the waiting time resulted from that service on all vessels that
will be moored at berth i after vessel j. The variable w;ji, however, doesn’t take
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into consideration the fact that some vessels may not be already in the terminal
waiting when service of vessel j starts, and hence the waiting time that is added
to those vessels is not valid. We will see in the constraints how w;j is forced to
be 0 if x;; is equal to 0.

The (S, —A;) zi;; term solves the problem of the invalid waiting time; if a vessel
arrives late at the terminal then the term ((S; — A;) z4j1) will be negative, and it
will cancel any extra waiting time that is added by w;;y..

The second part is the time during which the terminal remains idle, and
that too adds waiting time to any vessel that is to be serviced after that idle
time (hix - y;), where y;;; is the idle time of the terminal before vessel j is ser-
viced at berth 7 in the order k and h;; is the number of vessels that may be affected
by that delay (idle time). Similar to wj;, some vessels may not be at the terminal
at that time, and hence it’s not affected by the time delay although it’s counted in
the term (A - yijk). That is also treated by (S, — A;) xi;, which will be negative
if vessel j arrives after planning starts. A detailed graphical example that shows
how the objective function sums all handling, waiting, and idle times together is
discussed later on.

Our model is subject to the following constraints:

S i =1 Viev, (3.2)

i€B keO
D i <1 Vie BkeO (3.3)
jev
by = Z Z Tijk Vie B (3.4)
JEV k€O

hig 2t —k+1 Vie B, keO (3.5)
hie >0 VieB, VkeO  (3.)
wijk = hig - Cij + (@ijr — )M Vi, V3, Vk (3.7)
Wijk < hig - Cij + (1 —x456) M Vi, Vi, Vk (3.8)
Z Z (Cazitm + Yitm)
JEV mePk

+ yije — (A — Si)zij = 0 Vi e B,Vj € Wi, Vk € O (3.9)
zik € {0,1} Vie B,VjeV,Vke O (3.10)

ti, wi, = 0 VieBVYjeV,YkeO  (3.11)
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i(=1,...,1) € B Set of berths
j(=1,...,T) eV Set of vessels
kE(=1,...,7)€ O Set of service orders

S; Time when berth i becomes idle for berth allocation
planning

A; Arrival time of vessel j at the terminal

Cij Handling time spent by vessel j at berth i

Tijk 1 if vessel j is serviced as the kth vessel at berth 4, and
0 otherwise

t; Total number of vessels to service at berth ¢

hik The number of vessels that are waiting to be serviced
at berth 4, at order k

Wijk Total waiting time caused by servicing vessel j at berth ¢
at the order k, added to it is the handling time of vessel
j itself.

M A big number used for linearization, and has to be at
least equal to biggest possible value of w;j

Yijk Idle time of berth i between the departure of the k— 1th

vessel and the arrival of the kth vessel when vessel j is
serviced as the kth vessel.

Py Subset of O such that P, = {p|p < k € O}
W; Subset of vessels with A; > S;.

Constraint (3.2) ensures that every vessel in the problem will receive service
exactly once and at one berth only, while constraint (3.3) guarantees that no two
vessels are serviced at the same berth simultaneously.

In our formulation, we use a variable that represents the number of vessels
berth 4 is assigned to, defined as ¢;, and constraint (3.4) is responsible for that.

Constraints (3.5) and (3.6) are used to find the value of h;,for every berth 4 in
every order k, which represents the number of vessels that are waiting to be serviced
at berth 7, when schedule reaches the order k. Although it’s a ‘>’ sign, the solution
will always consider the value (¢; — k + 1) and not any greater value because it’s a
minimization problem and because h;j has a positive sign in the objective function.
A ‘>’ sign was used, not ‘=" because after all vessels are serviced i.e. large values
of k (t; — k+ 1) becomes negative, and that should not happen, so we use ‘>’ with
another constraint that forces variable h;; not to go below 0 (constraint (3.5)).

The variable w;j;, represents the handling time of vessel j on berth i in the
order k added to it the waiting time of all vessels waiting to be serviced after it.
The value of w;j must be equal to the handling time of that vessel multiplied by
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the number of vessels that are not serviced at that berth yet, which is (hi . Cij).
That should be the case only if z;;; is equal to 1 and it must be 0 otherwise.

Constraints (3.7), (3.8) and (3.11) guarantee that if x;;, =1, constraints (3.7)
and (3.8) both force wj; to be exactly equal to (hi . Cyj;), while if z;, = 0, wijk
takes the lowest value possible since our problem is a minimization problem, and
in this case constraints (3.7) and (3.11) both set a lower bound for the value,
but constraint (3.11) dominates because its lower bound is higher than that of
constraint (3.7); therefore w;j;, takes the value 0.

Finally in constraint (3.9), we make sure that a vessel is serviced after its arrival,

not before. The constraint can be written as > >~ (C,;Zum~+ Yipm) + Vijk =
i€V mePk
(Aj = S,) xijr. The left-hand side of the constraint represents the time, with re-

spect to S;, at which vessel j is serviced at berth i in the order k, while the
right-hand side represents the arrival time of vessel j with respect to the planning
time .S;. Therefore by having the time of service greater than or equal to the arrival
time, we make sure that a vessel is not serviced before its arrival.

4. GENETIC ALGORITHMS

Different approaches are followed to solve optimization problems; some “easy”
problems can be solved using exact methods, while in “hard” problems some al-
gorithms may be used to give optimal or nearly optimal solutions to the problem.
One of these approaches is the genetic algorithm (GA), which mimics the natural
evolution principles; they process a group of solutions, called population, into a
fitter population. The process is repeated until termination criteria are met [5, 6].

4.1. INTRODUCTION TO GENETIC ALGORITHMS

The basic concept of GAs is designed to mimic the processes of evolution in
natural systems, specifically Charles Darwin’s principles of survival of the fittest
individuals.

A genetic algorithm first generates a population of solutions, which is usually
feasible and generated by the programmer. Then evaluation of all solutions is
done by calculating the so-called fitness value to every solution in the generation,
which reflects the level of goodness of the solution. A set of “couples” is then
selected from the current generation to mate and produce a subsequent “fitter”
generation. Fitter solutions from the older generation will have better chances to
mate and to produce offspring. Production of offspring is done through a process
called crossover, in which a child will have one portion of its characteristics from
one parent and the other portion from the second parent [22].

A random mutation, usually with low probability, may be applied to some parts
of the solutions in the new generation to help prevent getting stuck in a local
optimal point, and it also guarantees that the probability of any solution is never
zero. The new generation’s fitness value is calculated again and the same processes
are repeated until one or all of the termination criteria are met. The solution with
the best objective value throughout all the generations is eventually selected as
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Generate initial generation

l

Calculate Objective Function Value No
VL <€
Transfer Obj. value to proportional Fitness
Value

* No

New Generation Production

Final Generation or

Time Exceeded?

Cum. change less than
Function Tolerance?

Yes

e Roulette Wheel Percentages Production
o Individuals for next generation selected

« Apply Crossover I Algorithm Termination |ﬂ!ﬂm

e Apply Probabilistic Mutation ¢

FI1GURE 1. Genetic Algorithms process.

the final output of the algorithm. In this study, a genetic algorithm heuristic for
the DBAP was built from scratch on MATLAB, and the heuristic was tested on
several instances of the problems.

The flowchart in Figure 1 explains the process a genetic algorithm follows to
solve a model.

4.2. THE GENETIC ALGORITHM USED IN THE DYNAMIC BERTH ALLOCATION
PROBLEM

4.2.1. Chromosome representation

A chromosome (sometimes called genome) that includes the decision variables
of the problem is used to represent a solution in terms of an individual. Chromo-
some representations are normally fixed-length bit strings. Every position in the
chromosome, so-called gene, represents a part of the solution. The value of a gene
represents the decision made for one part of the solution.

In our problem, for each solution it is important to decide the values of the
decision variables x;;;. If that is known, we can calculate the total handling and
waiting time of all vessels of that solution. In order to calculate that by coding,
we need to take into consideration the time berths become ready for service, the
arrival times of vessels, as well as the handling times of vessels on different berths.

Among several possible chromosome representations, we used the shortest rep-
resentation we could determine, which consisted of two rows of integer values. Each
chromosome is implemented as two rows, and both of them are of length equal
to the number of vessels in the problem. Each value in the first row represents
the berth assigned to the corresponding vessel, while the second row is a number
that is used to decide the order in which the corresponding vessel will be serviced
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according to that solution. Therefore, normally the range of integer values for the
first row will be {1, 2,..., number of berths}, while in the second row, it takes a
value in the range {1, 2,..., number of vessels}. In our implementation, the values
in the second row do not represent the actual order of service, but they are used
for comparison to decide the order of service at berths.

For example if we have a problem of five berths and ten vessels, the two rows
in the chromosome will have a length of 10 genes. Below is an example of a chro-
mosome to depict the problem:

V1 Vz V3 V4 V5 Ve V7 Vs V9 VIO
4 2 4 5 1 3 3 1 5 2
2 1 3 8 1 5 10 2 7 6

Looking at the first row, we know that the chromosome (solution) above suggests
that vessel 1 is serviced at berth 4, vessel 2 is serviced at berth 2, vessel 3 at berth 4,
and so on. The second row decides the order of service, we see that vessels 1 and 3,
which are both serviced at berth 4, have the values 2 and 3 in the second row
respectively, and since 2 is less than 3 we conclude that vessel 1 will be serviced
before vessel 3. The same applies for vessels 2 and 10, they both are serviced at
berth 2, but vessel 2 is serviced before vessel 10, because it has the value 1 in
the second row while vessel 10 has the value 6. In the case when two vessels are
serviced at the same berth and having the same value in the 2" row, a random
selection of which vessel will be serviced before the other is done.

4.2.2. Population initiation and constraints satisfaction

Our chromosome representation of the problem guarantees that any combina-
tion of values of the variables is always feasible, because any vessel can physically
go to any berth and be serviced in any order between first and last. Besides that,
by feasible we mean that all of the constraints are satisfied. The four constraints
that we want to satisfy are listed in Section 3 under model constraints.

The first constraint forces each vessel to be serviced exactly once with no in-
terruption from other vessels., and that is satisfied by coding; for a vessel to be
serviced we make sure by coding that the berth has finished servicing all the pre-
vious vessels assigned to it, and that the vessel itself will be arriving at the port
at or before that time. If any of those two conditions are not satisfied for a period
of time, we add waiting time to any vessels that are already in port waiting for
service at that berth during that time until both conditions are satisfied, we then
proceed with the next vessel on schedule.

The second constraint allows a vessel to be serviced on one berth only. That is
satisfied by assigning one berth to each of the vessels in the problem, as mentioned
previously.

The third constraint, which prevents a berth from servicing more than a vessel
at a time, is also satisfied by sorting the vessels assigned to each of the berths in
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the problem on a shortest first basis. Doing this, we make sure that the vessels are
serviced one after another on each berth without any conflict.

Finally, the fourth constraint states that a vessel cannot be berthed before its
arrival. That is satisfied by adding idle time in case the berth is free and the next
vessel to be serviced based on the chromosome has not arrived yet.

4.2.3. Fitness and relative fitness evaluation

There exist three important terms that are used in the selection step: objective
value, fitness value, and relative fitness value. The objective value of a chromosome
is simply the value of the objective function for that solution. A fitness value of a
chromosome is a transformed value of the objective function, while a relative fitness
value is the value assigned to a chromosome that shows how good it is compared to
other chromosomes. In our implementation a relative fitness value lies in the range
0-1 and it is used in the roulette selection. After we find the objective value of the
proposed solutions, we find what’s called the fitness value of that chromosome,
which, as mentioned above, is a transformed value of the objective function value.

In this work, we implement three different fitness functions and test them.
Fitness functions differ in the weight they give to solutions. The three different
fitness functions that we studied are as follows:

1. Fitness (z) = (worstObj — ObjVal (x))*> + m

. __ bestObj _ bestObj
2. Fitness (x) = ObjVal(x) worstOb] +m

3. Fitness (x) = (Gdtly — 208 )+ m

where ObjVal(x) is the objective value of the individual . The value bestObj
represents the best objective value among the objective values of all chromosomes
in the current generation. Similarly, worstObj represents the worst objective value
among all chromosomes, and finally m is a very small number used to prevent
having all fitness values equal to 0, when they all have the same optimal value.

In the second and third fitness functions, we subtract :ﬁ%%& from the first
term, so that we ensure the chromosome with the worst objective value will have
a very low chance (equal to the negligible value m) of being selected for the next
generation. In what follows (and for simplicity), we will use the following represen-
tative names: subtraction?, division, and division® for the three fitness functions,
respectively, described above. In previous work, it was found that a subtraction fit-
ness function raised to the power of 2 gives better results than a subtraction fitness
function without a power of 2. Therefore, it was not included in our experiments
in this work.

In Table 1, we show an example of 5 chromosomes with 5 different objective
values. We apply the three fitness functions on the chromosomes and then find
the corresponding relative fitness values for better understanding of the selection
process.

From the table above, we can see that fitness values can take any real posi-
tive value depending on the problem. However, relative fitness values only can be
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TABLE 1. Relative Fitness Values of different Fitness Functions.

Subtraction?® Division Division?
function function function
Obj. Fitness Relative Fit.  Fitness Relative Fit. Fitness Relative Fit.
value value value value value value value
10 0 0/30 = 0% 0 0/0.8 = 0% 0.00 0.0/0.26 = 0.0%

1 1/30 = 3% 0.07  0.07/0.8 = 8% 0.01 0.005/0.26 = 2%
4 4/30 = 13% 0.15 0.15/0.8 = 17% 0.02  0.02/0.26 = 8.5%
9 9/30 = 30% 0.26  0.26/0.8 = 29% 0.07  0.07/0.26 = 26%
16 16/30 = 54% 0.4 0.4/0.8 = 46% 0.16 0.16/0.26 = 61.5%
30 100% 0.88 100% 0.26 100%

| & 00 ©

represented in a percentage form and the summation of all relative values in any
population normally equals 100%.

We conclude from the table above that raising a fitness function to the power
of 2, as in the first and third functions, makes it more biased to the fitter chro-
mosomes, and more aggressive with the weak ones. For example, chromosome 5,
which has the best objective value, has a relative fitness value of only 46%. Using
the second function, it has a chance of 46% to be selected for the next generation,
while it has relative fitness values equal to 54% and 61.5% using the first and
third fitness functions respectively. On the other hand chromosome 2, which is the
second weakest chromosome in the population, has a relative fitness value of 8%
using the second fitness function, and the values 3% and 2% using the first and
third fitness functions respectively. Another point that can be concluded from the
table above is that the division®fitness function gives the fittest chromosome a
higher relative fitness value than subtraction? does.

We test the three functions on different instances of the problem, and the results
are shown thereafter.

4.2.4. Roulette selection

After relative fitness values are calculated, next we pursue a roulette wheel
selection. As the name says, a number of chromosomes are selected randomly as
needed for the next generation, one after another; each chromosome has a chance
of being selected equal to its relative fitness value. Therefore, the chromosomes
with higher fitness values have a better chance to appear more than once in the
pairs for crossover. We perform this random selection a number of times equal to
the required number of chromosomes for crossover.

4.2.5. Crossover (recombination)

When individuals are selected using roulette wheel selection, couples are selected
randomly for recombination, commonly referred to as crossover. Crossover can be
done in different ways; in our experiments, we tested three different functions:
single-point, double-point, and uniform crossover. Below, we explain how each
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of these functions works. It is important to remember that in our chromosome
representation, a chromosome consists of two rows, and in crossover whatever
happens to the upper gene happens to the lower.

e Single-point Crossover:

In single crossover, a point, that splits the two chromosomes in each couple into
two segments, is selected randomly; the two lines of each chromosome are split on
the same point. Recombination is then applied by having the first segment from the
first chromosome combined with the second segment of the second chromosome,
and similarly the second segment from the first chromosome is combined with the
first segment from the second chromosome. That results in two new children born
from the two parents.

The figure below shows how single crossover works with the chromosomes in
our implementation. Single-point crossover is applied for two parents on a point
between the fourth and fifth cells of each chromosome. Two children were produced
as shown below.

2 5 1 3 3 1 5 2
Parent #1 1 8 1 5 10 2 7 6
Parent #2 % A?I 3 J(' g g é 1% % é
Vi Voo Vo Vyp Vs Vg Vi Ve Vy Vi

. 4 2 4 5 3 5 4 2 2 1
Child #1 2 1 3 8 8 5 9 10 2 6
. 4 2 5 1 1 3 3 1 5 2
Child 7#2 3 4 2 7 1 5 10 2 7 6

In our solution, for each couple in each generation the crossover point is selected
randomly, and it takes a value between 1 and length of the chromosome-1.

e Two-point Crossover:

As the name says, in two-point crossover, two points on the chromosome are
chosen to apply the crossover. Those two points split both chromosomes in each
couple into three segments; the two lines in each chromosome are split at the same
point. In our implementation of the problem, recombination is done by exchanging
the middle segments in the two chromosomes, and that produces two new children
from the two parents.

An example of double-point crossover is shown below; crossover is applied on
two parents at two points, and two children with characteristics from both parents
are produced.

In our implementation, for each couple in each generation, the two crossover
points are selected randomly, where the first point (P1) takes a value between 1



THE DYNAMIC BERTH ALLOCATION PROBLEM 487

i Voo Vo Vyu Vs Vg Vi Ve Vo Vig
i 2 4 5 1 3 3 1 5 2
Parent #1913 g 1 5 10 2 7 6
5 5 1 3 5 4 2 32 1
Parent #2 5 4 9 7 8 5 9 10 2 6
i Voo Vo Vi Vs Vg Vi Ve Vy Vig
) i 2 4 5 3 5 4 2 5 2
Child #1 2 1 3 8 8 5 9 10 7 6
) i 2 5 1 1 3 3 1 2 1
Child #2 3 4 2 7 1 5 10 2 2 6

and length of the chromosome-2,; and the second point (P2) takes a value between
the value of (P1)+1 and length of the chromosome-1.

e Uniform Crossover:

Unlike one-point and two-point crossover, uniform crossover deals with individual
genes instead of chromosome segments. For every couple selected for crossover, a
binary vector of length equal to the length of chromosomes is generated and then
genes in location i along the parent chromosomes are switched if the value of cell
¢ along the binary vector is 1, and no switch happens otherwise.

Below is an example of a uniform crossover:

Vi Voo Vo Vi Vs Vg Vi Vg Vy Vi

i 2 4 5 1 3 3 1 5 2

Parent #1513 g | 5 10 2 7 6
i 2 5 1 3 5 4 2 2 1

Parent #2 5 4 9 7 8§ 5 9 10 2 6
i 1 0 1 0 0 1 1 0

i Voo Vo Vi Vs Vg Vi Ve Vy Vig

, i 2 5 5 3 3 3 2 2 2
Child #1 29 4 2 8 8 5 10 10 2 6
, i 2 4 1 1 5 4 1 5 1
Child #2 31 3 7 1 5 9 2 7 6

4.2.6. Mutation

Before we reinsert the newly produced population as the next generation, we
apply mutation to it. Mutation, in binary representation, means flipping a bit from
0 to 1 or the opposite, and it is done with a low probability. In our algorithm, we
have an integer representation of chromosomes; we implemented mutation by doing
a shuffle for a gene value to produce a new value in the allowed range of the specific
problem.
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In our experiments, we tested more than a mutation rate in order to find the
optimal mutation probability and then adopted it for a final algorithm implemen-
tation. In each generation, if a chromosome is selected for mutation, only one bit,
along with the bit beneath it, is flipped, and that bit is selected randomly.

Mutation helps guarantee that the probability of searching for a specific string
will never be zero, and it can also help recover good chromosomes that may be
lost during selection or crossover.

4.2.7. Reinsertion

After doing selection, crossover, and mutation, a new population is now ready to
be inserted to the next iteration (generation). The average fitness value of individ-
uals in each generation is expected to go higher as we produce more generations.
That is expected because of the fact that least-fit individuals are likely to disap-
pear in newer generations while most-fit ones are likely to survive and to reproduce
more individuals of similar kind in the next generations.

The same steps are applied all over again to the newly inserted generation until
the algorithm terminates.

4.2.8. Algorithm termination

We consider three criteria for algorithm termination. The first one is setting
a maximum number of generations; once that number is reached the algorithm
terminates. The second criterion is function tolerance, which forces the algorithm
to terminate if the cumulative change in fitness function values found over a spe-
cific number of generations is less than a specific number. Finally, we specify a
maximum duration of time for the algorithm to run, after which the algorithm is
terminated. If one of the previous three criteria is satisfied, our GA terminates,
and the individual that had the best objective value in all the previous generations
is taken as the final solution of the problem.

5. EXPERIMENTAL RESULTS

We tested our genetic algorithm on 6 different instances of the DBAP problem
considering different numbers of vessels and berths every time (Tab. 2).

We used the CPLEX solver on a powerful Dell XPS 8300 with 16GB of installed
RAM and a 3.4 GHz i7 CPU to solve the instances, but we found that it was able
to solve only the two smallest problems, while it failed to find any good solution
for the last four instances. Table 2 shows the solvability of the instances using
CPLEX and genetic algorithms.

In our experiments we compared the results on running the algorithm on differ-
ent values for the following parameters: relative fitness function, crossover function,
mutation rate, population size, and number of iterations.

In our analysis we considered the two largest instances in the table above: 20
Berths x 60 Vessels and 30 Berths x 80 Vessels, as the effect of changing param-
eters can be seen more clearly in large problems than in small ones. The default
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TABLE 2. Solvability of the DBAP using the CPLEX solver and
our developed GA.

Number Solvability Solvability
Instance of Integer Decision using CPLEX using GA
Variables solver on MATLAB
1 3 Berths x 5 Vessels 243 Yes Yes
2 5 Berths x 10 Vessels 1,555 Yes Yes
3 8 Berths x 15 Vessels 5,028 No Yes
4 10 Berths x 30 Vessels 27,310 No Yes
5 20 Berths x 60 Vessels 217,220 No Yes
6 30 Berths x 80 Vessels 578,430 No Yes
Fitness Function vs. ¥ Subtraction”2 Fitness Function vs. ¥ Subtraction2
Objective Value : 3::::3:,\2 Objective Value : g:::::z:,\z
$ 100 $ 120
S s
-§ 90 E 110
5 80 £ 100
-g 70 -§ 90
g w0 8 =0
Best Case Average  Worst Case Best Case Average  Worst Case
a Case b Case

FI1GURE 2. Best, Average, and Worst cases for the fitness functions
on 2 instances of the DBAP (a) 20 Berths x 60 Vessels; (b) 30
Berths x 80 Vessels.

values that we used for genetic algorithm parameters are: 3000 iterations, pop-
ulation size of 50, mutation rate of 50%, uniform crossover and division? fitness
function.

5.1. EFFECT OF FITNESS FUNCTIONS ON THE ACCURACY

As mentioned previously, we proposed three different fitness functions. The three
fitness functions are:

a. Fitness (z) = (worstObj — ObjVal(z))> + m

. __bestObj _ bestObj
b. Fitness (x) = ObjVal(x) WworstObj +m
2
. _ [ _bestObj  bestObj
c. Fitness ()= (Oijal(I) worstObj) + m.

We applied each of the three fitness functions 50 times on each of the two DBAP
instances. We then took the best, mean, and worst objective values of each func-
tion. Figure 2 above shows the results.

As we can see in the graphs, the first and third fitness functions, which are
raised to the power of 2, gave better results: i.e., smaller objective values than the
second. The reason is believed to be that in such problems, the range of values of
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Crossover functions vs. W 1-pt Crossover Crossover functions vs. H 1-pt Crossover
Objective Value = 2-pt Crossover Objective Value W 2-pt Crossover

= Uniform Crossover = Uniform Crossover
95
90

85

115
110
105
100
95
90
85
80

Objective Function Value
o]
o
T Objective Function Value

Best Case Average Case Worst Case

a Best Case Average Case Worst Case

FI1GURE 3. Best, Average, and Worst cases for the crossover func-
tions on two instances of the DBAP (a) 20 Berths x 60 Vessels;
(b) 30 Berths x 80 Vessels.

the objective function is small, and hence subtraction or division to the first power
does not give the fit individuals significant weights (high relative fitness values)
compared to others, but raising it to a power higher than 1 does.

We can also see that the performance of Division? and Subtraction? is close to
each other; the difference between the two is not significant in best, average, and
worst cases.

5.2. EFFECT OF CROSSOVER FUNCTION ON THE ACCURACY

As we did in the fitness functions tests, we applied the three proposed forms of
crossover functions 50 times on both instances, and the best, average, and worst
results are plotted in Figure 3 below.

It is clear that uniform crossover outperforms both single-point and double-point
crossover in all cases (best, average, and worst). We also see that 2-point crossover
gives better results than 1-point in best and average cases. We can therefore verify
that the smaller we go in partitioning chromosomes for crossover, the children
produced are more fit.

5.3. EFFECT OF MUTATION RATE ON THE ACCURACY

Three different mutation rates were tested on the two instances. The mutation
rates were 25%, 50%, and 75%, respectively. The following graphs (Fig. 4) resulted.

From the graphs below, we conclude that 50% mutation, which means that one
out of every two chromosomes in average will have one of its genes shuffled, gives
the best results. A mutation rate of 25% seems to be too low to give best results
while 75% seems to be too high. That can be seen in the valley-shaped graph for
the three mutation rates.

5.4. EFFECT OF POPULATION SIZE ON THE ACCURACY

We tested the effect of population size on the accuracy of the algorithm. We
considered the population sizes: 30, 50, and 70, and recorded the mean value
of the objective function of 50 runs of the algorithm for three instances of the
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FIGURE 4. Best, Average and Worst cases for ratios of mutation
on three instances of the DBAP (a) 20 Berths x 60 Vessels; (b)
30 Berths x 80 Vessels.
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F1cUure 5. Effect of population size on the accuracy of the algo-
rithm in 3 instances.

DBAP: 10 Berths x 30 Vessels, 20 Berths x 60 Vessels, and 30 Berths x 80
Vessels. The results are plotted in Figure 5.

Usually increasing the population size is better for the accuracy of the problem
as we will consider more solutions of the problem during the execution. However,
there are points for any problem after which the best solution doesn’t get any
better even if the population size is increased. For example in a 10 Berths x 30
Vessels problem — the smallest among the problems tested here — a population size
of 30 gives almost the same objective function value as do the population sizes
of 50 and 70. In problems 20 Berths x 60 Vessels and 30 Berths x 80 Vessels,
population sizes 50 and 70 proved to have better results than smaller population
sizes in the problems respectively.

Moreover, we see that the amount of improvement in the objective function
decreases as we increase the population size. For example, in the 30 Berths x 80
Vessels problem, the objective function improved by about 15 units of handling
and waiting time when the population size was increased from 30 to 50, while
the improvement was only 5 units of time when the size of population increased
from 50 to 70.
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. ) PopSize-70
Processing Tlm_e vs. H PopSize-50
Population Size W PopSize-30
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FIGURE 6. Effect of number of iterations on the accuracy of the
algorithm in three instances.

5.5. EFFECT OF NUMBER OF ITERATIONS ON THE ACCURACY

By default, 3000 iterations were used in our experiments, but we did some
experiments to test the effect of the number of iterations on the accuracy of the
algorithm. We tried 50 runs of 1000, 2000 and 3000 iterations on each of our
largest problems (10 Berths x 30 Vessels, 20 Berths x 60 Vessels, and 30 Berths x
80 Vessels). The mean value of the 50 runs was recorded for each number of
iterations on each problem and the results were plotted in Figure 6 below.

Increasing the number of iterations may sometimes result in better solutions of
the problem as it is the case in problems 20 Berths x 60 Vessels and 30 Berths x
80 Vessels. The effect of number of iterations on the goodness of solutions depends
mainly on the number of variables in the problem. For example, no improvement
in the objective function occurred in the 10 Berths x 30 Vessels problem when
the number of iterations went above 1000 iterations. In other words, one thousand
iterations were enough to find a very good solution, and no better solutions are
usually found after that number.

However, in the two larger problems, results improved when the number of
iterations increased from 1000 to 2000 and then to 3000. It is also possible that
completing more iterations for those two problems can lead to better solutions.
It is also important to notice that results can never get worse as we increase the
number of iterations; if it doesn’t improve, it will not get worse.

5.6. POPULATION SIZE VS. PROCESSING TIME

We also studied the effect of increasing population size on the time of execution
of the algorithm. We see in Figure 7 below that increasing the population size,
as expected, increases the execution time of the algorithm. We can also see that
the execution time increases linearly with increasing the population size, which can
be considered a good advantage for our algorithm. Therefore, although increasing
population size results in a longer execution time, it is sometimes worth doing so,
as that may lead to better solutions.
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FicURE 7. Effect of population size on processing time of the
algorithm in three instances.

6. CONCLUSION

In this paper, we developed a new model for the dynamic berth allocation prob-
lem. Our objective was to minimize the total handling and waiting time of vessels
at the container terminal. The problem, as the name says, considers dynamic ar-
rival of vessels to the port and also assumes different handling times of vessels on
different berths. The DBAP is a nondeterministic polynomial time (NP) problem;
therefore we developed a genetic algorithm-based heuristic to solve it.

In our experiments, we tested different values for the different parameters of the
algorithm; we tested three different fitness functions, and found out that raising a
fitness function to the power of 2 in this specific problem can improve the results.
We also tested three types of crossover functions: single point, two-point, and
uniform crossover. Uniform crossover was noticeably more powerful than the other
two. In addition, we tried different mutation rates and determined that mutation
rate must not be too low or too high, as they both hurt the quality of the solution.

Our genetic algorithms showed very good results; for the instances that CPLEX
was able to solve, our genetic algorithms could reach 0% in most of the cases as
a best case, while in the average case the gap was around 1%. Moreover, the
developed algorithms are very fast: for example it takes less than a minute to
reach the optimal solution for a 576 000-variable problem.

Finally, we tried different population sizes and different numbers for iterations
and concluded that depending on the size of the problem, a certain population
size and a certain number of algorithm iterations are sufficient to reach the best
answer. Figures and tables were provided listing all the results that we obtained,
along with the discussion in the previous section.
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