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Abstract. This paper deals with the production planning and con-
trol problem of a single product involving combined manufacturing and
remanufacturing operations. We investigate here a lot-sizing problem
in which the demand for items can be satisfied by both the new and
the remanufactured products. We assume that produced and recovered
items are of the same quality. Two types of inventories are involved
in this problem. The produced items are stored in the first inventory.
The returned products are collected in the second inventory and then
remanufactured. The objective of this study is to propose a manufac-
turing/remanufacturing policy that would minimize the holding, the set
up and preparation costs. The decision variables are the manufacturing
and the remanufacturing rates. The paper proposes an extension of the
reverse Wagner/Whitin dynamic production planning and inventory
control model, a Memetic Algorithm (MA) and a Hybrid Algorithm
(HA). The HA was improved with a post-optimization procedure using
Path Relinking. Numerical experiments were conducted on a set of 300
instances with up to 48 periods. The results show that both methods
give high-quality solutions in moderate computational time.
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1. Introduction

Reverse logistics is the process of planning, implementing, and controlling the
efficient, cost effective flow of raw materials, in-process inventory, finished goods
and related information from the point of consumption to the point of origin for
the purpose of recapturing value or proper disposal (as defined by Rogers and
Tibben-Lembke [29]). Reverse logistics has interested many researchers in the last
decade due to legislative, environmental, and economic considerations. Indeed,
many countries impose strict measures to protect the environment. This context
generates favorable conditions to technological advancement in processes such as
remanufacturing, recycling, refurbishing, and repair and more generally in reverse
logistics and green supply chain management. Furthermore, nowadays, customers
are more attracted by environment friendly products (Krikke et al. [17]).

Fleischmann et al. [9] and De Brito et al. [7] discussed four main steps in a
reverse logistic process. The first step refers to the collect of the used products
from secondary market. The second step is reserved to the inspection and the
sorting of the products according to their quality characteristics. These steps are
followed by a third step of re-processing or “direct recovery” of used items. The
fourth and the final step close the cycle with the redistribution of recovered items to
markets (customers). The recovery of products may take any of the following ways:
repair, refurbishing, remanufacturing, cannibalization and recycling (see Fig. 1).
Repair refers to the fact of bringing the defective products to a working status.
The refurbishing restores the quality of used products and extends their service-life.
Remanufacturing restores a used product to as-good-as new state. Cannibalization
recovers a limited set of reusable parts from a used product, while recycling extracts
materials and components from used products for reuse. This paper focuses on
used products, which are either remanufactured or refurbished. Figure 2 shows
the reverse logistics system considered [33].

The paper is organized as follows. In Section 2 a literature review is presented.
The problem definition is detailed in Section 3. The mathematical model is given
in Section 4. Then, the developed heuristics and metaheuristics are explained re-
spectively in Sections 5, 6 and 7. Finally results are discussed in Section 8 and
some conclusions and perspectives are presented in the last section.

2. Literature review

Production planning and control activities in remanufacturing differ greatly
from those in traditional manufacturing according to Guide [12]. Junior et al. [15]
review the literature on production planning and control for remanufacturing until
2008. This review determines the gaps identified by Guide [12] and proposes a
classification for different problems related to production planning and control.

Lot sizing problems received recently particular attention from researchers,
Brahimi et al. [6] present a state-of-the-art of the single item lot sizing prob-
lem, in its uncapacitated and capacitated versions. Suwondo et al. [32] review the
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Figure 1. Reverse logistics strategies for end-of-life products [13].

Figure 2. Inventory system with remanufacturing [33].

models and the proposed algorithms for the dynamic lot-sizing problems. Boissière
et al. [5] focus on an N-stage serial production-distribution system with limited
production capacity at the first stage. The objective in such system is to find
inventory management policies that minimize the global logistic cost, including
transportation and holding costs.

The lot sizing problem is extensively studied in the literature under several
constraints. Massonnet et al. [22] propose a review of approximation algorithms
for deterministic lot sizing problems with time-varying demand constraint. Absi
et al. [2] studied mixed integer programming based heuristics for the lot sizing
problem with multi item products. In [3], the authors propose a model with more
constraints, like production time windows, early productions, backlogs and lost
sales. In a recent contribution, Absi et al. [1] investigated also the lot sizing problem
with carbon emission constraints. These environmental constraints aim at limiting
the carbon emission per unit of product supplied with different modes.
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Dynamic lot sizing planning for manufacturing/production orders over a fi-
nite number of future periods in which demand is dynamic and deterministic, is
one of the most extensively studied problem in production and inventory control.
Lu et al. [19] discussed the joint replenishment problem with multiple items and
propose a state-of-the-art of the dynamic models.

Teunter et al. [33] suggest two models for production systems with returns. In
their first model, they assume that on a production line, both operations manufac-
turing and remanufacturing, own one common setup cost (line preparation cost),
while in the second model, they consider that each operation has its own setup
cost. The authors propose an adaptation of the well-known heuristics Silver Meal
and Part period balancing. Schulz [30] proposes a generalization of the adaptation
of the Silver and Meal heuristic introduced by Teunter et al. [33] for the sepa-
rate setup cost setting. Furthermore, a simple improvement heuristic is applied to
the solution obtained to enhance the heuristic performance. In [31], Schulz et al.
propose a flexibly structured heuristic that allows for differently sized remanufac-
turing batches, and shows that the proposed approach outperforms other existing
ones.

The quality of returns and remanufactured products is one of the main problems
in these types of systems that integrate the remanufacturing options. Many studies
about the remanufacturing systems try to show the importance of the disposal
option, when a rate of returns could not be remanufactured. Pineyro et al. [25]
provide a model with a disposal option and one way substitution constraint. The
model considers two types of demand, a demand for new and remanufactured
products where the demand of the remanufactured products could be satisfied with
the new products (substitution). Hasanov et al. [14] consider a model where the
remanufactured products are incompatible. They are not perceived by customers
to have the same quality characteristics. This leads to the conclusion that the
remanufacturing products do not have the same quality, and should be oriented
to the secondary market.

Furthermore, many proposed models try to involve procurement cycle, which
means that instead of producing, the firm prefers to purchase the rest of the
needs to meet the client demand or to combine the purchasing and production.
These models involve a procurement cost. Wang et al. [34] study a model with
an outsourcing option. The model presented shows that the client’s needs are
satisfied by new items manufacturing, remanufactured items, or outsourcing, which
explains the introduction of the outsourcing costs (transport, handling) to the
problem. Also, Konstantaras et al. [16] consider a remanufacturing model in which
the demand is satisfied by remanufacturing and outside procurement. The model
considers an inspection phase in which some recovered items do not qualify to be
classified as “remanufactured” and are perceived by customers to be of secondary
quality.

Many approaches were used to solve dynamic lot sizing problems, Raf and
Zeger [27] review the literature on the meta-heuristics used to solve the lot sizing
problem and provide a comparison between the solution approaches, when Goren
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et al. [11] present a literature review on the use of the Genetic Algorithm to solve
the dynamic lot sizing problem.

Hybrid Algorithms are used by many researchers to solve lot sizing problems.
Fernandes and Lourenço [8] furnish a literature review on Hybrid Algorithms com-
bining local search heuristics with exact algorithms. Christian Almeder [4] use
the hybrid optimization approach for the multi multi-level capacitated lot-sizing
problems, and Flindt et al. [10] use a hybrid adaptive large neighborhood search
heuristic for lot-sizing with setup times.

3. Problem definition

The objective of this study is to propose a manufacturing/remanufacturing pol-
icy such that minimizes the holding, set up and preparation costs for manufactured
and remanufactured products.

Lot-Sizing is one of the most important research topics in production and in-
ventory management. Since we are dealing with reverse logistics, we focus on a
lot-sizing problem in a system that supports and remanufacture returns to be as
good as new products.

The system studied is a single production line on which we can accomplish both
the classical production and remanufacturing, which means that two different set
up costs are considered. However, when the production or the remanufacturing is
started we will need to prepare the production chain, which also leads to a common
cost of preparation.

This realistic configuration gives a more generic model compared to the one of
Teunter et al. [33]. Furthermore, we consider that demands and returns rates are
deterministic on a finite planning horizon and returns cannot be eliminated since
they are all remanufactured. They will be of the same quality as new products.
We also assume that the initial stocks are equal to zero.

The objective is to find a production planning along the finite horizon which
minimizes the sum of preparation, setup cost, and holding cost, when the demand
of these periods is assumed to be deterministic.

4. The mathematical model

Many researchers propose mathematical models for the lot sizing problem, Wu
et al. [35] review mathematical models for capacitated multi-level production plan-
ning problems with linked lot sizes.

In this section, the model of Teunter et al. [33] proposed in 2006 is extended to
the case with the preparation cost. A generic model is proposed considering three
costs, one setup cost for each operation and a common preparation cost for both
operations.
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4.1. Notations

T : Planning horizon.
Rt: Number of returns received at the beginning of period t.
D: The sum of demands for the remaining periods.
Dt: Number of products demanded in period t.
K: (Joint Set-up cost) Preparation Cost.
Kr: (separate) Setup cost for remanufacturing.
Km: (separate) Setup cost for manufacturing.
hr: Unit holding cost for returns per period.
hs: Unit holding cost of end-products (serviceable) per period.
Xrt: Number of products remanufactured in period t.
Xmt: Number of products manufactured in period t.
Irt: Inventory level of returns at the end of period t.
Ist: Inventory level of serviceable at the end of period t.
δrt: 0-1 Indicator variable for remanufacturing set-up in period t.
δmt: 0-1 Indicator variable for manufacturing set-up in period t.
δt: 0-1 Indicator variable for preparation cost in period t.
M : Large integer.

4.2. The mathematical model

Minimize:

FO =
∑ T

(t=1)
(Kδt + Kr δrt + Km δmt + hr Irt + hs Ist) (4.1)

Subject to:
For t = 1, 2, 3, . . . T .

Irt + Rt −Xrt = Ir(t+1) (4.2)
Ist + Xrt + Xmt −Dt = Is(t+1) (4.3)

Xmt≤M × δmt (4.4)
Xrt≤M × δrt (4.5)

δt≥ δmt (4.6)
δt≥ δrt (4.7)
δt≤ δrt + δmt (4.8)

δt, δrt, δmt∈ {0, 1} (4.9)
M = D (4.10)

Irt ≥ 0, Ist ≥ 0. (4.11)

The objective function (4.1) including set up, preparation and inventory costs
computes the solution fitness. Constraints (4.2) and (4.3) are the inventory flow
conservation equations for returned products and serviceable products, respec-
tively. Constraints (4.4) and (4.5) ensure the cancellation of production quantities
for the periods without setup cost. Constraints (4.6), (4.7) and (4.8) guarantee the
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adding of the preparation cost when one of the two operations manufacturing or
remanufacturing occurs. This model was used to find solutions with CPLEX. The
results are given in Section 6.

5. Heuristics

Two of the most known heuristics for lot sizing are the Silver Meal heuristic
(SM) and the Part Period Balancing (PPB). The logic followed by both heuristics
satisfies the well known zero-inventory property, which means that on each period
with a manufacturing/remanufacturing decision any solution that satisfies the fol-
lowing property should have zero returns at the end of this period. This leads to
conclude that the logic followed by these heuristics favors to remanufacture first.

The inconvenience of these heuristics is that they are shortsighted, which means
that they are unmindful of future period cost consequences.

In the sequel, we propose an adaptation of both heuristics to the case of sepa-
rate costs and the joint preparation cost. As mentioned before, they favor returns
production first, which means that when we decide to produce on the period t,
we start by remanufacturing all the returns and if the demand is greater than the
quantity of returns, we complete by manufacturing new items.

5.1. Part period balancing (PPB)

If we produce in period s to meet the demand of periods s, s + 1, s + 2 . . . , s + t
the total cost incurred has the following form:

Cost(s, s + t) = preparation cost + setup costs + holding cost(s, s + t).

Since the goal is to achieve a compromise between the setup cost and the holding
cost, it seems reasonable to choose t (for a given value of s) so that the setup cost
is approximately equal to the holding cost. The total cost CT associated to the
heuristic in the interval [l,k ] is given by the following expression:

CT(l,k) = K + Km + Kr +
∑ k

(t=l)
((hs×Ist) + (hr×Irt)). (5.1)

5.2. Silver meal heuristic (SM)

To introduce this approach, we consider again the cost C (s, s + t) defined
above.

Typically, when t increases, the average cost per period C(s, s + t)/(s + t) is
first decreasing (since the fixed set up costs are amortized over several periods)
and then it starts to increase since the holding costs become more important.

The Silver Meal heuristic strategy is to produce in order to meet the demands
of periods s to s + t, where s + t is the last period for which the average cost per
period is decreasing. When the period t is identified, the cost is calculated as it
was described in the PPB heuristic.
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Table 1. Example of returns rate and demand.

Period 1 2 3 4 5 6 7 8
Returns 5 5 5 5 5 5 5 5
Demand 15 15 15 15 15 15 15 15

6. Memetic Algorithm (MA)

Genetic Algorithms are population-based metaheuristics. They have been suc-
cessfully applied to many optimization problems [24]. Many researches use the
Genetic Algorithms to solve lot-sizing problems. However, the premature conver-
gence is an inherent characteristic of such classical Genetic Algorithms that makes
them unable of searching numerous solutions of the problem domain.

The Memetic Algorithm is an extension of the traditional Genetic Algorithm
(Labadi et al. [18]). It uses a local search technique to reduce the likelihood of the
premature convergence. Guner et al. [11] review the literature on the use of the
Memetic Algorithm to solve the dynamic lot sizing problem.

Memetic Algorithms therefore rely on three features:
The selection allows to foster individuals who have a better fitness. For our

problem, the fitness is the sum of the preparation cost, the setup cost, and the
holding cost.

The crossover combines two parents to form one or two children (offspring)
while trying to keep the good features of parents.

A local search allows making moves from solution to another one in the space
of candidate solutions by applying local changes, until a solution deemed the best
is found or a time bound is elapsed.

6.1. Solution representation

The representation of solutions (encoding) is a critical point for the efficiency
of a Memetic Algorithm as it must be adapted to the problem and to the solution
evaluation process.

The zero-inventory property [33] requires that in each period with a production
decision, the stock of returns at the beginning of the period should be equal to
zero and the returned products should be all used.

Teunter et al. [33] show that any optimal solution in the case of joint setup
cost should satisfy this property, but in the case of separate set up costs, they
demonstrate that the property is no longer verified which prevents the use of a
binary coding. For this reason, we proposed a presentation of the solution as a set of
quantities. For this reason, the chromosome is presented as a list of quantities which
need to be produced in each period for both manufacturing and remanufacturing.

In the example of Table 1, each period has a demand of fifteen products and
five products are returned. Based on this data, Figure 3 shows the coding of a
feasible solution.
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Figure 3. Presentation of a solution.

In the first period, we manufactured 30 items to meet the client’s needs in
the first and in the second period. The need of the third period is satisfied by
remanufacturing 15 items. The demands of the period 4, 5 and 6 are satisfied by
manufacturing 45 items and 30 items are remanufactured to meet the demands of
the last periods 7 and 8.

6.2. Generating initial population

The random generation of solutions can lead to infeasible solutions, or solutions
that do not meet customer needs or which lead to stock outs. To avoid generating
such solutions, we have developed a population generation procedure.

Algorithm 6.1 Population generating procedure
for each period:

if Im
t + Ir

t ≤ Dt then
xr

t ← Generator(0, Ir
t ) and xm

t ← Generator(Dt − xr
t , D)

Update the parameters:
D ← D − xr

t − xm
t

Im
(t+1) ← Im

t + xm
t + xr

t −Dt

Ir
(t+1) ← Ir

t + R(t+1) − xr
t

endif
if Im

t + Ir
t ≥ Dt then

if Im
t ≥ Dt then

xm
t ← 0, xr

t ← 0 and D ← D −Dt

endif
if Im

t < Dt then
xr

t ←MAX(Generator(0, Ir
t ), Dt − Im

t ) and xm
t ← 0

Update the parameters:
D ← D − xr

t − xm
t

Im
(t+1) ← Im

t + xm
t + xr

t −Dt

Ir
(t+1) ← Ir

t + R(t+1) − xr
t

endif
endif

endfor

We consider a function called generator (a, b) that returns a random value
between a and b. where a and b are two numerical values.
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Figure 4. Crossover example.

This procedure detailed in Algorithm 6.1 consists of launching a random pro-
duction quantity when we have a lack of products to meet the client demand. For
each period the algorithm determine the stock quantity of produced and returned
products, when the stock of new products and returns is less than the demand
of the current period (Ist + Irt ≤ Dt), we launch a random quantity of returns
to be remanufactured ( Xrt ← Generator(0, Irt)) and we complete the demand
with a random quantity of new products (Xmt ← Generator(Dt−Xrt, D)). If the
returns quantity is enough to satisfy the clients’ needs (Ist + Irt ≥ Dt & Ist <
Dt), then we only launch a random quantity of returns to be remanufactured
(Xrt ← MAX(Generator(0, Irt), Dt − Ist) and Xmt ← 0). But if the quantity
of the new products is greater than the current demand and sufficient to meet
the clients’ needs (Ist + Irt ≥ Dt & Ist ≥ Dt), we do not launch production
(Xmt ← 0, Xrt ← 0).At each iteration the algorithm update respectively the de-
mand rate, stock quantity of the produced items and the quantity of returns (D ←
D−Xrt−Xmt, Is(t+1) ← Ist +Xmt +Xrt−Dt & Ir(t+1) ← Irt +R(t+1)−Xrt).

6.3. Crossover

The crossover operator used in this Memetic Algorithm is based on one cutting
point (LOX). LOX principle is to copy the beginning of the first parent P1 until a
position P1(a) then the parent P2 is swept completely from left to right and the
solution is completed with periods not already present in the offspring. Since the
first half of the chromosome is feasible, we have only to coordinate data of the
first half with the second. Coordination between the first and the second half of
the offspring consists of adding in the beginning of the second half a quantity of
products when the sum of the quantities is unable to meet the client needs and
to subtract a quantity from the end when there is a product excess in the second
half of the offspring.

The second offspring solution is generated in the same way while considering
parent P2 before parent P1, as illustrated by the example described at Figure 4.
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Figure 5. Local search example.

In this example, in order to make the offspring solutions feasible, the production
rate of some periods was changed. For the first offspring, on the second half of the
chromosome, there is 60 items that should be produced, while the need is just of
30 items, to meet the customer’s demand. For this reason, we subtract the surplus
from the end (period 7). For the second offspring, the produced quantity is not
enough to satisfy the needs, so the remaining quantity is produced in the first
period of the second half of the offspring (period 5).

6.4. Local search

The Memetic Algorithm uses two neighborhood structures (local searches).
They are based on a first improvement strategy and use respectively the two
following moves illustrated at Figure 5:

Move1: it consists of moving manufactured quantities to remanufacturing over
the same period. Then we test whether the solution is feasible and if it is improved.
The purpose is to avoid the set up cost and use returns.

Move2: it is the contrary of Move 1. The quantity to remanufacture is moved
to manufacturing on the same period, and then we test if the solution is feasible
and improved. The objective is to avoid setup and holding costs.

Algorithm 6.2 Local search
S ← Initial Solution
S∗ ← S
S1← Local search 1(S)
if (Cost(S1)<Cost(S∗))

S∗ ← S1
S2← Local search 2(S∗)
if (Cost(S2)<Cost(S∗))

S∗ ← S2

Algorithm 6.2 summarizes the structure of this improvement strategy. The ob-
jective of this implementation is to change the neighborhood during the search.
The first local search (Local search 1()) is called and when it converges to local
optima, the best solution found (S1) is used as a starting solution for the second



134 T. ZOUADI ET AL.

local search (Local search 2()). The improvement procedure stops when the second
local search converges to local optima. S is the selected solution, S* the starting
solution, S1 is the best solution found by the first local search.

S2 is the best solution found by the second local search, Local search 1() is
the first local search using move1, Local search 2() is the first local search using
move2.

In the local search procedure, the chromosome is scanned from left to right to
test for each period if the move gives improvement or not. When an improvement
is performed, the local search restarts from the first period.

7. Hybrid Algorithm

Hybrid Algorithms are used by many researchers to solve Lot-Sizing problems.
Puchinger et al. [26] review the literature on the algorithms combining metaheuris-
tics and exact algorithms in combinatorial optimization.

In this section, we propose a resolution approach based on a Hybrid Algorithm
inspired by the Greedy Randomized Adaptive Search Procedure (GRASP).

The GRASP [28] is a multi-start or iterative process, in which an iteration
consists of two phases: a construction phase, in which a feasible solution is produced
with a randomized heuristic, and a local search phase, in which a local optimum in
the neighborhood of the constructed solution is sought. The best overall solution
is kept as the result.

The proposed implementation consists on a Hybrid Algorithm with one restart.
A randomized version of SM heuristic is used in the initial run. PPB heuristic was
randomized and used in the restart. Each solution resulting from a randomized
heuristic is used to set the values of decision variables δrt, δmt, and δt in the
model. These variables indicate if manufacturing or remanufacturing is launched.
Then, CPLEX is called to seek the best quantities to produce. This second step
replaces the local search phase of the GRASP in the implemented hybrid method.

7.1. Greedy randomized heuristics

As introduced in Section 4 , the SM heuristic logic is to produce in a period s to
cover the client’s needs until the period s+t where the period s+t is the last period
for which the average cost per period is decreasing. The randomization consists
of choosing a random period in the neighborhood of the period s+t determined
by the SM heurisitic. The choice of production type to launch on this period is
also randomized. For each period with a production, a real number r is generated
randomly between 0 and 1 and the type of production to launch is chosen as
follows:

• If r < 0.33 : manufacturing;
• If 0.33 < r < 0.66 : remanufacturing;
• If 0.66 < r : manufacturing and remanufacturing.
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The same strategy is followed for the Part Period Balancing heuristic (PPB).
A random period in the nieghberhood of the period s + t is selected.

7.2. Exact method to determine the produced quantities

At each iteration of the Hybrid Algorithm, the randomized heuristic proposes
the set of periods on which the manufacturing and/or the remanufacturing could
be launched. The production propositions generated by the randomized heuristic
as a binary coding are integrated in the mathematical model as decision variables
which is then solved by CPLEX.

The solution returned by CPLEX defines the optimal quantities according to
the production periods proposed by the randomized heuristics.

7.3. Path Relinking

Path Relinking is a local search procedure proposed as an intensification and
diversification approach [21]. Nascimento et al. [23] propose an implementation of
the GRASP heuristic with path-relinking for the multi-plant capacitated lot sizing
problem.

This procedure is based on generating new solutions by exploring new trajec-
tories which link high quality solutions. This is done by starting from an initial
solution and by generating a trajectory in the neighborhood which guide the so-
lutions search. Marti et al. [20] used a Path Relinking combines with a GRASP
as an intensification procedure. The relinking in this context consists in finding a
path between a solution found with the GRASP and a chosen elite solution. There-
fore, the relinking concept has a different interpretation within the GRASP since
the solutions found in different GRASP iterations are not linked by a sequence
of moves. Numerous examples of GRASP with Path Relinking were presented by
Marti et al. [21].

The Path Relinking procedure was combined with the Hybrid Algorithm. For
the lot-sizing problem the Path Relinking works on the binary encoding of the
solutions which shows when the production can be launched.

Each move of the Path Relinking procedure consists of removing or adding a
production decision in a special periode. A maximum of two moves is needed at
each period to change the production decision for manufacturing or remanufac-
turing. In the worst case, the number of moves is equal to (2× T ) when the two
solutions are completely different.

8. Numerical experiments

We summarize in this section the numerical experiments performed with the
developed algorithms. The obtained results by the Memetic Algorithm (MA), the
Hybrid Algorithm (HA), and the Hybrid Algorithm combined with Path Relink-
ing (HAPR) were compared with those of the Silver Meal heuristic and the ones
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Table 2. Parameters of the memetic Algorithm.

β : the number of crossing;
μ : number of individuals in the initial population;
α : the probability of crossover;
ξ : the maximum number of non-improving iterations;
σ : local search order.

obtained by CPLEX. Then, we prove the performance of the MA, HA, and HAPR
by testing on the Teunter et al. [33] instances and comparing with their results.

Many tests have been done to tune the parameters required by the methods.
The best configuration of each algorithm was found by varying the following
parameters:

• number of iterations;
• population size;
• the maximum number of non-improving iterations;
• local search type ( first improvement/best improvement);
• number of restarts.

The Memetic Algorithm employs a set of parameters that requires fine tuning. In
Table 2, these parameters are listed and explained. Based on a large number of
runs, the following set of parameters was finally selected (β; μ; α; ξ; σ) = (2000; 40;
0,7; 50; 1-2).

For the HA, the number of iterations of the first phase is the only parameter
that requires tuning. After a large number of runs, the number of iterations that
gives the best tradeoff between computational time and solution quality is 150
for each restart (which gives a total of 300 iterations). The decision related to
the choice of the next period on which the production will be launched is based
on a random picking of one period in an interval defined around the period found
following the SM strategy. The size of this interval is dynamic and chosen according
to the planification horizon length. The Silver Meal and part period balancing
solutions were injected in the population of the Memetic Algorithm to add some
chromosomes of good quality to the initial population. The obtained results of all
the algorithms are compared following two different instances classifications:

– Grouped according to the number of periods of the planning horizon.

– Grouped according to the type of demand.

The instances are derived from the article of Teunter et al. [33]. Five different
types of demand and return patterns are considered: stationary, linearly increas-
ing, linearly decreasing, seasonal with peak in the middel, seasonal with valley
in the middel. Tests are performed on 300 instances grouped in 12 sets, each set
containing 25 instances.
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Table 3. The Memetic Algorithm results.

Period
CPLEX SM MA

AS AT (s) AS AS GMC AT (s)
4 3732.8 0.21 3810 3740 0.22% 0.71
8 7189.4 0.96 8040 7231 0.52% 1.17
12 10 463.5 5 10 970 10 723 2.38% 1.62
16 13 823.2 26 14 669 14 376 3.84% 1.73
20 17 385 43 19 036 18 254 4.74% 1.75
24 21 715.3 181 24 205 22 654 3.96% 1.91
28 26 557.6 412 30 467 27 930 4.59% 2.11
32 32 034 623 37 065 33 664 6.57% 2.17
36 − − 44 376 40 278 − 2.34
40 − − 52 909 47 681 − 2.93
44 − − 62 311 56 603 − 3.07
48 − − 72 929 66 682 − 3.61

Average − − 31 732.2 29 151.3 3.35% 2.09

8.1. Grouped according to the number of periods of the planning

horizon

The instances have a planification horizon up to 48 periods. The obtained results
are given in Tables 3–5. The notations used are listed below:

• AS: average solution;
• AT (s): average time;
• GMC: gap between MA and CPLEX;
• GHAC: gap between Hybrid Algorithm and CPLEX;
• GHAPRC: gap between Hybrid Algorithm with PR and CPLEX;
• GSC: gap between Silver Meal heuristic and CPLEX.

For all the instances, the proposed approches are compared with the optimal value
returned by CPLEX, but when CPLEX can’t prove optimality, we compare with
the lower bound.

For each Table (3, 4, and 5) the first column shows the number of periods in
each set. Columns 2, 3 and 4 present respectively the average solution found by
CPLEX, its average computational time and the average solution cost of SM for
the instances of each set. The next three columns give respectively the average
solution cost obtained by the method for each set, the percentage gap between the
results of the method and CPLEX and the average computational time.

As far as the results obtained by CPLEX are concerned, the optimality is no
more achieved when the number of periods exceeds 32.

Compared to CPLEX solutions, when the optimum is achieved, the HA (2.89%)
gives near optimal solutions while the MA (3.35%) is less efficient. On the other
hand, the computational time of the HA is greater than the MA.
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Table 4. The Hybrid Algorithm results.

Period
CPLEX SM HA

AS AT (s) AS AS GHAC AT (s)
4 37 32.8 0.21 3810 3732.8 0% 14
8 7189.4 0.96 8040 7189.4 0% 14
12 10 463.5 5 10 970 10 648 1.73% 16
16 13 823.2 26 14 669 14 348 3.78% 17
20 17 385 43 19 036 18 142 4.16% 17
24 21 715.3 181 24 205 22 577 3.98% 18
28 26 557.6 412 30 467 27 614 3.83% 18
32 32 034 623 37 065 33 165 5.66% 19
36 − − 44 376 39 776 − 20
40 − − 52 909 46 986 − 20
44 − − 62 311 55 049 − 23
48 − − 72 929 63 851 − 24

Average − − 31 732.2 28 589.7 2.89% 18.33

Table 5. The Hybrid Algorithm with Path Relinking results.

Period
CPLEX SM HAPR

AS AT (s) AS AS GHAPRC AT (s)
4 3732.8 0.21 3810 3732.8 0% 24
8 7189.4 0.96 8040 7189.4 0% 29
12 10 463.5 5 10 970 10 550 0.83% 35
16 13 823.2 26 14 669 14 178 2.57% 39
20 17 385 43 19 036 17 856 2.71% 51
24 21 715.3 181 24 205 22 367 2.54% 63
28 26 557.6 412 30 467 27 125 2.14% 74
32 32 034 623 37 065 32 965 2.78% 92
36 − − 44 376 39 486 − 94
40 − − 52 909 43 970 − 120
44 − − 62 311 53 005 − 133
48 − − 72 929 61 001 − 144

Average − − 31 732.2 27 764.93 1.70% 74.833

For the HA with Path Relinking, Table 5 shows that this later gives better
results than the simple HA mainly thanks to the intensification by the Path Re-
linking. However the computational time increases significantly.

The quality of solutions depends on the length of the planning horizon. For
small horizons (4 to 12), both methods give near optimal solutions, while for long
horizons the solution is pretty far from being close to optimal.

Regarding the computational time, CPLEX is rather efficient to prove optimal-
ity for small size instances, but on larger ones the computational time becomes
more important and exceeds half an hour on many instances without finding an
optimal solution.
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Table 6. Average Gap between (MA), the HA and HA with Path
Relinking and CPLEX.

Type of demand
MA HA HAPR

GMAC GHAC GHAPRC
Stationnaire 1.89% 2.21% 1.21%

Positive Trend 2.65% 3.09% 1.89%
Negative Trend 4.21% 2.84% 1.54%

Seasonal (Peak in middle) 4.14% 2.58% 1.92%
Seasonal (Valley in middle) 3.72% 3.23% 1.93%

8.2. Grouped according to the type of demand

In this part, the results are grouped according to the type of demand: stationary,
positive trend, negative trend, seasonal (peak in middle and valley in middle).
Table 6 shows the average gap between the MA, the Hybrid Algorithm, the Hybrid
Algorithm with Path Relinking , and the optimal solutions (when they are reached)
for each set.

This analysis shows that the MA performs better when the demand is constant,
seasonal peak in middle and seasonal valley in middle, however when the demand
is positive or negative trend, the MA is less efficient.

For the HA and the HAPR, the variation is less important, but we can notice
a little improvement on the stationary demand.

8.3. Numerical experiment on Teunter models

In Tables 7 and 8, the first column shows the number of periods in each set.
Column 2 presents the percentage gap between the results of CPLEX (mathemat-
ical model) and columns 3 and 4 give respectively the percentage gap between
the results of the MA and CPLEX, and the average computational time. The last
four columns present the same information for the Hybrid Algorithm and Hybrid
Algorithm with Path Relinking.

Teunter et al. [33] show in their contribution that the average gap found by the
SM heuristic for the case with a commun set up is 3% and 8.4% for the second
case with separate set up costs.

Table 7 shows the obtained results on Teunter et al. [33] instances. For the first
model with a commun setup cost the gap of the MA is 0.83%, 0.67% for the HA,
and 0.38% for the HAPR.

For the model with separate setup costs, Table 8 shows the results found with
the proposed methods, the average gap in this case is 3.06% for the MA, 2.44%
for the HA, and 1.54% for the HAPR.

The results show clearly that the proposed algorithm instances gives better
solutions in moderate computational time in comparison with Tuenter et al. [33].
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Table 7. Results for instances with common set up cost.

Period
SM MA HA HAPR
GSC GMAC AT (s) GHAC AT (s) GHAPRC AT (s)

4 1.20% 0% 0.24 0% 0.19 0% 1
8 4.72% 0% 0.92 0% 0.81 0% 2.4
12 3.82% 0% 1.32 0% 1.4 0% 3.4
16 2.76% 0% 2 0% 2.2 0% 5
20 4% 0.06% 3 1.30% 2.9 0.29% 7
24 2.43% 0.48% 5 0.93% 4 0.62% 8
28 2.71% 0.85% 9 1.09% 6 0.68% 9
32 2.90% 1.76% 14 1.08% 9 0.83% 15
36 2.23% 1.59% 16 0.89% 13 0.61% 21
40 2.15% 1.41% 19 0.89% 15 0.33% 25
44 2.34% 1.97% 22 0.87% 17 0.45% 29
48 2.32% 1.78% 24 0.98% 21 0.73% 31

Average 2.80% 0.83% 9.7 0.67% 7.7 0.38% 13.1

Table 8. Results for instances model with separate set up cost.

Period
SM MA HA HAPR (PR)
GSC GMAC AT (s) GHAC AT (s) GHAPRC AT (s)

4 9.31% 0% 1 0% 1 0% 1
8 7.90% 3.11% 2 0% 3 0% 3
12 11.38% 3.64% 4 1.34% 9 0% 11
16 12.41% 3.86% 10 2.48% 10 3.21% 15
20 8.08% 4,48% 11 2.79% 16 2.68% 23
24 9.29% 4.77% 13 2.94% 21 2.10% 41
28 10.31% 3.44% 17 3.24% 29 2.66% 56
32 8.19% 3.45% 19 3.26% 37 1.90% 68
36 9.26% 3.42% 24 3.46% 46 1.94% 79
40 12.04% 2.06% 31 3.44% 57 1.37% 95
44 11.26% 2.20% 39 3.36% 63 1.52% 121
48 9.11% 1.80% 58 2.93% 87 1.12% 144

Average 9.93% 3.03% 19 2.44% 32.58 1.54% 54.75

9. Conclusion and perspectives

In this paper, a new formulation for a multi-stage lot-sizing problem for flow
lines with returns is presented. The advantage of this new formulation is that it
considers both setup and preparation costs. Two methods were developed to solve
the problem, a memetic algorithm and a Hybrid Algorithm (HA). This later uses
an exact resolution based on the proposed mathematical model to enhance solu-
tions obtained by randomized heuristics. A second implementation of the Hybrid
Algorithm uses a post-optimization based on a Path Relinking procedure. Nu-
merical results have shown that both solution approaches generate high-quality
solutions, especially the HAPR.



LOT-SIZING IN A RECOVERY SYSTEM 141

The proposed approches were adapted to the cases proposed by Tuenter
et al. [33], and the results show clearly that both methods perform perfectly and
give better solutions in a moderate computational time.

This work can provide a basis for initiating several researches by considering
constraints such as the remanufactured products are not of the same quality as
the new ones or a variable capacity in each period.
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