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AN INTERIOR POINT ALGORITHM FOR CONVEX
QUADRATIC PROGRAMMING WITH STRICT

EQUILIBRIUM CONSTRAINTS
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1

and Abdelatif Mansouri
1

Abstract. We describe an interior point algorithm for convex qua-
dratic problem with a strict complementarity constraints. We show
that under some assumptions the approach requires a total of O(

√
nL)

number of iterations, where L is the input size of the problem. The
algorithm generates a sequence of problems, each of which is approxi-
mately solved by Newton’s method.

Keywords. Convex quadratic programming with a strict equilibrium
constraints, interior point algorithm, Newton’s method.

1. Introduction

A mathematical programming with equilibrium constraints (MPEC) is a con-
strained optimization problem in which the essential constraints are defined by a
complementarity system or variational inequality. This field of mathematical pro-
gramming has been of much interest in the recent years. This is mainly because
of its practical usage in many engineering design [3,10], economic equilibrium [6],
multi-level game-theoretic and machine learning problems [4, 9]. The monograph
[12] presents a comprehensive study of this important mathematical programming
problem.

Definition 1. Let M be a (n × n) real matrix. We say that a matrix M is co-
positive if for all x ≥ 0, Mx ≥ 0.
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It is easily seen that if M is co-positive, then for x ≥ 0, we have ‖XMX‖ ≤
xT Mx, and ‖XMx‖ ≤ xT Mx, where X = diag(x1, ..., xn).

In this paper, we consider the following convex quadratic program with a strict
linear complementarity constraint:

(CQPEC)






Minimize 1
2xT Gx + dT x

s.t.
Ax = b,
xT Qx = 0,
x ≥ 0,

where x and d are n-vectors, b is an m-vectors, A is an m × n matrix with
rank(A) = m < n, G is a symmetric positive semidefinite n × n matrix, Q is
a symmetric co-positive n × n matrix and the superscript T denotes transposi-
tion. Our purpose is to construct an interior point algorithm to solve the problem
(CQPEC). Using Newton’s direction the algorithm generates a sequence of inte-
rior points which under some conditions converges to a solution (stationary point)
of (CQPEC) in a polynomial time. The algorithm has a complexity of O(n3.5L)
where L is the input length for the problem.

The paper is organized as follows. In Section 2, we give some applications of
the problem (CQPEC) in mathematical programming. In Section 3, we present
some theoretical background. In Section 4, we present the algorithm and we prove
some results related to the convergence properties of the algorithm. Finally, in
Section 6 we discuss the initialization of the algorithm. To illustrate our approach
we conclude the paper with some numerical results in Section 7.

2. Some applications of (CQPEC) in mathematical

programming

The problem (CQPEC) have a wide range of applications for example in eco-
nomic equilibrium, multi-level game and machine learning problems. In this sec-
tion, we show some applications in mathematical programming. The problems
that we consider in this section, are generally NP-Complete. Nevertheless, the
approach presented in this paper solves a particular cases of these problems in
polynomial times.

2.1. Optimization over the efficient set

Consider the multiobjective linear program

Minimize
{
C̃x̃ s.t. x̃ ∈ χ =

{
Ãx̃ = b̃, x̃ ≥ 0

}}
(1)

where C̃ is an k×n matrix. Recall that a point x ∈ χ is an efficient solution of (1)
if and only if there exists no x ∈ χ such that Cx ≤ Cx and Cx �= Cx. Let E
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denote the set of the efficient solutions. Consider the problem

Minimise

{
1
2
x̃T G̃x̃ + d̃T x̃ s.t x̃ ∈ E

}

(2)

where G̃ is a symmetric positive semidefinite n×n matrix and d̃ is an n-vector. In
the linear case this problem has several applications in multiobjective programming
(see [1, 2]). (2) can be written in the following form






Minimize 1
2 x̃T G̃x̃ + d̃T x̃

s.t

Ãx̃ = b̃,

eT λ̃ = 1,

ÃT ỹ + z̃ − C̃T λ̃ = 0,
x̃T z̃ = 0,

x̃ ≥ 0, z̃ ≥ 0, λ̃ ≥ 0.

(3)

By taking ỹ = ỹ1 − ỹ2 , with ỹ1 ≥ 0, and ỹ2 ≥ 0,

x =









x̃
z̃
ỹ1

ỹ2

λ̃









, A =

(
Ã 0 0 0 0
0 In ÃT −ÃT −C̃T

)

,

Q =









0 In 0 0 0
In 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0









and b =




b̃
1
0





(3) is equivalent to (CQPEC).

2.2. Goal programming

Consider the multiobjective problem (1). To solve this problem, several ap-
proaches have been developed. One class of a very used methods is the Distance-
Based Methods. These methods assume that the decision-maker can select a point,
at each iteration, which can be considered as an “ideally best” point from his view-
point. If the ideal point is not feasible, the process gives the closer efficient solution
to the ideal point as possible. The research of such a solution can be summarized
by the mathematical programming problem:

Minimize
{
d(f∗, C̃x̃) s.t. x̃ ∈ χ

}
(4)
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where f∗ is the ideal point and d(., .) is a distance of point in R
k. In the case of

the L1-distance and by introducing the following notation

d+
i =

{
f∗

i − c̃T
i x̃, if f∗

i ≥ cT
i x̃

0 otherwise

d−i =
{

c̃T
i x̃ − f∗

i , if f∗
i < c̃T

i x̃
0 otherwise

the problem (4) can be written as follows:






Minimize
k∑

i=1

wi(d+
i + d−i )

s.t.

Ãx̃ = b̃

C̃x̃ − d− + d+ = f∗,
(d+)T

d− = 0,
d+ ≥ 0, d− ≥ 0, x̃ ≥ 0

(5)

where w is a vector of weights. This problem is often called goal programming. In
many applications, a mixture of the above process and the method of sequential
optimization is referred as a goal programming approach or model.

Obviously the problem (5) is equivalent to (CQPEC).

3. Preliminaries

The algorithm that we consider in this paper is motivated by the application of
the mixed penalty technique to problem (CQPEC). The mixed penalty consists
of examining the family of problems

(Pµ) Minimize

{

fµ(x) =
1
2
xT Gx + dT x +

(
xT Qx

)2

4µ
−µ

n∑

i=1

log(xi) : s.t x ∈ S

}

where S = {x : Ax = b, x > 0} , all x ∈ S is called an interior point of the problem
(CQPEC), and µ > 0 is the penalty parameter. This technique is well-known in
the context of general constrained optimization problems. One solves the penalized
problem for several values of the parameter µ, with µ decreasing to zero, and the
result is a sequence of interior points, called centers, converging to a stationary
solution of the original problem [5].

Our aim is to construct a polynomial algorithm. Since, generally, it is impossible
to solve (Pµ) exactly in a finite time, we must renounce to the determination of cen-
ters, and work in their neighborhood. In other words, we can generate a sequence
of interior points

{
xk
}

close to the path of centers such that
(
xk
)T

Qxk −→ 0 and
converges to a stationary solution of the problem (CQPEC).
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The KKT conditions applied to (CQPEC) implies that if x is a stationary,
then there exist y ∈ R

m, β ∈ R and z ∈ R
n, such that:






AT y − Gx − βQx + z = d,
Ax = b,
xT Qx = 0,
xT z = 0,
x ≥ 0, z ≥ 0.

Let T =
{
(x, y, z, β) : Ax = b, AT y − Gx − βQx + z = d, x ≥ 0, z ≥ 0, β ≥ 0

}
,

and consider the merit function defined for all (x, y, z, β) ∈ T , by

∆ (x, y, z, β) = xT Qx + xT z.

With this merit function, the above stationary condition system becomes
{

(x, y, z, β) ∈ T,
∆ (x, y, z, β) = 0.

For the time being, our objective is to construct a sequence
{
(xk, yk, zk, βk)

} ⊂ T

such that xk is an interior point for all k. with an upper bound for the merit
function ∆(xk, yk, zk, βk) =

(
xk
)T

Qxk + (xk)T zk, is driven to zero at a fixed rate
of 1− σ√

n
, where σ is a given constant. For this, we make the following assumptions.

Assumptions.
(a) There exists w ∈ R

m such that AT w > 0 and bT w > 0.
(b) If x is feasible for (CQPEC), then we have for all i ∈ {1, ..., n},

xi > 0 if and only if [Qx]i = 0.

(c) For all (x, y, z, β) ∈ T, we have β ≤ ρ, where ρ is a given constant.

Remark 1.
(i) The assumption (a) is used, in section 6, to transform the problem

(CQPEC) on an equivalent problem for which an initial interior point
x0 ∈ S is known in advance. As in [7], we show that there exists y0 such
that: X0A

T y0 = e.

(ii) The assumption (b) implies that the condition of Constraint Qualification
holds for the problem (CQPEC) (see [12]). Remark also that this as-
sumption is satisfied for the problems described in Section 2.

(iii) We give an upper bound for ρ in the next section.

Throughout this paper, we use the following notation.
When x is a lower case letter denotes a vector x = (x1, ..., xn)T

, then a capital
letter will denote the diagonal matrix with the components of the vector on the
diagonal, i.e., X = diag (x1, ..., xn) , and ‖.‖ denotes the Euclidean norm.
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4. The algorithm

Given an (CQPEC) problem in standard form, in the Section 6, we discuss how
to transform this problem into a form for which an initial interior point x0 ∈ S
such that there exists y0 ∈ R

m satisfying

X0A
T y0 = e, (6)

is given. For the moment we can suppose that a such initial point is known in
advance.

For a current iterate x ∈ S , let x̂ denote the next iterate. The direction
dx, chosen to generate x̂ is defined as the Newton direction associated with the
penalized problem (Pµ). The Newton direction at the point x is the optimal
solution of the quadratic problem:

(QPµ)






Minimize 1
2dT

x ∇2fµ(x)dx + ∇fµ(x)T dx

s.t.
Adx = 0.

Let M denote the Hessian of the penalty function fµ at the point x. The following
lemma show that if xT Qx < µ, then the matrix M is positive definite and by
consequence the problem (QPµ) has an unique solution.

Lemma 1. If xT Qx < µ, then the matrix M = G+
(

xT Qx
µ

)
Q+ 1

µQxxT Q+µX−2

is positive definite.

Proof. We have M = µX−1
(
XGX +

(
xT Qx

µ2

)
XQX + 1

µ2 XQxxT QX + I
)

X−1.

On the other hand we have
∥
∥
∥

(
xT Qx

µ2

)
XQX

∥
∥
∥ ≤

(
xT Qx

µ

)2

< 1, and so

I +
(

xT Qx
µ2

)
XQX is positive definite. Thus M is also positive definite. �

By the KKT condition, dx is determined by the following system of linear
equations:






[
G +

(
xT Qx

µ

)
Q + 1

µQxxT Q + µX−2
]
dx + Gx + d+

(
xT Qx

µ

)
Qx − µX−1e = AT ŷ,

Adx = 0.

(7)



AN INTERIOR POINT METHOD FOR CONVEX QUADRATIC PROBLEM 19

Via a simple calculation, we obtain for dx, x̂, ŷ, ẑ and β̂ :

dx =
[
M−1 − M−1AT

(
AM−1AT

)−1
AM−1

]
ϑ

x̂ = x + dx

ŷ = − (AM−1AT
)−1

AM−1ϑ (8)

β̂ =
xT Qx

µ

ẑ = Gx̂ + d + β̂Qx̂ − AT ŷ

where ϑ = µX−1e − Gx − d −
(

xT Qx
µ

)
Qx.

We are now ready to describe the algorithm. Let δ, η, ρ and σ be constants
satisfying:

η < δ

(
1 − δ

1 + δ

)

, ρ < Min






δ
(

1−δ
1+δ

)
− η

δθ2 + θ1
,

√
η√

δθ1θ2





(9)

σ√
n

< Min





θ1



ρ2 − ρ

(
θ1

θ2
+ δ

)

+
δ
(

1−δ
1+δ

)
− η

θ2



 , 1 − ρ
√

δθ1θ2√
η





(10)

where θ1 = 1+δ and θ2 = δ+
√

n. The following lemma gives some results, related
to theses constants, that will be useful to prove Lemma 6.

Lemma 2. Let δ, η, ρ and σ be constants satisfying (9) and (10). Then:

(i)
(ρθ1θ2)

2

1 − σ√
n

< ρθ1θ2.

(ii) α = 1 − σ√
n
− ρθ1θ2 > 0.

(iii) ηθ1 + δ2 + ρ2θ1θ2

[
θ1
ρθ2

− 1
]

+ σ ≤ δα.

(iv)

(
ρθ1θ2

1 − σ√
n

)2

δ ≤ η.

Proof.

(i) From (10) we obtain: σ√
n

< 1 − ρ
√

δ
η θ1θ2 < 1 − ρθ1θ2, which implies

(ρθ1θ2)
2

1 − σ√
n

≤ ρθ1θ2. (11)

(ii) From (11) it follows that 1− σ√
n

> ρθ1θ2. Thus α = 1− σ√
n
−ρθ1θ2 > 0.
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(iii) By (10) we have
σ√
n
≤ θ1

[

ρ2 − ρ
(

θ1
θ2

+ δ
)

+
δ( 1−δ

1+δ )−η

θ2

]

σ√
n
θ2 ≤ −ρ2θ1θ2

[
θ1
ρθ2

− 1
]
− ρθ1θ2δ + θ1

[
δ
(

1−δ
1+δ

)
− η

]

σ√
n

(δ +
√

n) ≤ −ρ2θ1θ2

[
θ1
ρθ2

− 1
]

+ δ − δ2 − ηθ1 − ρθ1θ2δ

σ√
n
δ + σ + δ2 + ηθ1 + ρ2θ1θ2

[
θ1
ρθ2

− 1
]
≤ δ − ρθ1θ2δ

δ2 + ηθ1 + ρ2θ1θ2

[
θ1
ρθ2

− 1
]

+ σ ≤ δ
(
1 − σ√

n
− ρθ1θ2

)

δ2 + ηθ1 + ρ2θ1θ2

[
θ1
ρθ2

− 1
]

+ σ ≤ δα.

The third inequality follows from the fact that θ1 = 1+δ and θ2 = δ+
√

n.

(iv) By (10) we have σ√
n

≤ 1 − ρ
√

δθ1θ2√
η

, then we obtain
ρθ1θ2

1 − σ√
n

≤
√

η

δ
·

Hence

(
ρθ1θ2

1 − σ√
n

)2

δ ≤ η. �

We now state the algorithm.

ALGORITHM

• Step.0: let x0 ∈ S be a given interior point which satisfies (6), for an initial
penalty parameter µ0 > 0, and ρ, δ, η and σ a given positive constants
satisfying (9) and (10). Let ε > 0 be a tolerance for the merit function ∆.

Set k := 0.
• Step.1: compute dk

x, yk+1, βk+1 and zk+1 by using (8).
• Step.2: set xp+1 := xp + dk

x and µk+1 := µk

(
1 − σ√

n

)
.

Set k := k + 1.
• Step.3: compute the merit function:

∆(xk, yk, zk, βk) :=
(
xk
)T

Qxk + (xk)T zk.

If ∆(xk, yk, zk, βk) ≤ ε, stop.

In the next section, we prove that all points generated by the algorithm lie in the
set T and that they remain close to the central path Tc. We also show that the
algorithm terminates in at most O(

√
nL) iterations. This fact will enable us to

show that the algorithm performs no more than O(n3.5L) arithmetic operations
until its termination.
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5. Convergence

We begin this section by stating the following main results.

Theorem 3. Let ρ, δ, η and σ be positive constants satisfying relations (9)
and (10). Assume that x and dx satisfy

∥
∥X−1dx

∥
∥ ≤ δ and

∥
∥XQxxT Qdx

∥
∥ ≤ ηµ2.

Let µ̂ = µ (1 − σ/
√

n) and consider the point
(
x̂, ŷ, ẑ, β̂

)
∈ R

n × R
m × R

n × R

given by (8). Then, we have:

(a)
(
x̂, ŷ, ẑ, β̂

)
∈ T ;

(b) x̂T ẑ ≤ µθ2 (δ + η +
√

n) and
x̂T Qx̂

µ̂
≤ ρ

θ2
2

1 − σ/
√

n
< 1;

(c)
∥
∥
∥X̂−1dx̂

∥
∥
∥ ≤ δ and

∥
∥
∥X̂Qx̂x̂T dx̂

∥
∥
∥ ≤ ηµ̂2.

This theorem show that if, the current iterate is close to the central path, so it is
for the next iterate.

Proof. To prove this theorem, we use the following Lemmas 4, 5 and 6 (see the
annex for the proofs of those lemmas). �

Lemma 4. Under the assumptions of the above theorem, we have

(i)
(
x̂, ŷ, ẑ, β̂

)
∈ T and xT Qx ≤ µρ;

(ii) x̂T ẑ ≤ µθ2 (δ + η +
√

n) and
x̂T Qx̂

µ̂
≤ ρ

θ2
2

1 − σ/
√

n
·

The following lemma will be used in the proof of Lemma 6.

Lemma 5. Let x, dx, and µ̂ be as above. If
∥
∥XQxxT Qdx

∥
∥ ≤ ηµ2 and

∥
∥X−1dx

∥
∥ ≤

δ, then, we have

(i)
∥
∥
∥X̂X−1 − I

∥
∥
∥ ≤ δ,and

∥
∥
∥X̂Qx̂

∥
∥
∥ ≤ µρθ1θ2;

(ii)
∣
∣
∣
x̂T Qx̂

µ̂ − xT Qx
µ

∣
∣
∣ ≤ ρ

[
θ2
1

1−σ/
√

n
− 1

]
;

(iii)
∣
∣
∣
x̂T Qx̂

µ̂ dx̂
T Qdx̂

∣
∣
∣ ≤ µρθ1θ2

∥
∥
∥X̂−1dx̂

∥
∥
∥

2

;

(iv)
∥
∥
∥ 1

µ2 X̂QxxT Qdx

∥
∥
∥ ≤ ηθ1.

Now, we prove that if
∥
∥X−1dx

∥
∥ ≤ δ and

∥
∥XQxxT dx

∥
∥ ≤ ηµ2 are small, then they

are also for the next iteration.

Lemma 6. Let δ, η and σ be as above. If
∥
∥X−1dx

∥
∥ ≤ δ, and

∥
∥XQxxT dx

∥
∥ ≤

ηµ2, then we have
∥
∥
∥X̂−1dx̂

∥
∥
∥ ≤ δ and

∥
∥
∥X̂Qx̂x̂T dx̂

∥
∥
∥ ≤ ηµ̂2.
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Let x0 ∈ S be an initial interior point which satisfies (6). The following lemma
shows how to choose µ0 > 0, such that the Newton step d0

x, at x0, satisfies∥
∥X0Qx0(x0)T Qd0

x

∥
∥ ≤ ηµ2

0 and
∥
∥X−1

0 d0
x

∥
∥ ≤ δ.

Lemma 7. Let δ, η, µ0 and ρ satisfy (9), (10):

∥
∥X0(Gx0 + d)

∥
∥ ≤ µ0

[
δ − ρ2 (1 + δ)

]
(12)

and

(x0)T Qx0 ≤ µ0ρ. (13)

Then
∥
∥X−1

0 d0
x

∥
∥ ≤ δ and

∥
∥X0Qx0(x0)T Qd0

x

∥
∥ ≤ ηµ2

0.

Proof. From (22)we have

µ0

∥
∥X−1

0 d0
x

∥
∥2 ≤ −(d0

x)T
(
Gx0 + d

)− (x0)T Qx0

µ0
(d0

x)T Qx0

− (x0)T Qx0

µ0
(d0

x)T Qd0
x − µ0(d0

x)T X−1
0 e. (14)

On the other hand, we have

∣
∣
∣
∣
(x0)T Qx0

µ0
(d0

x)T Qd0
x

∣
∣
∣
∣ ≤

(x0)T Qx0

µ0
‖X0QX0‖

∥
∥X−1

0 d0
x

∥
∥2

≤
(
(x0)T Qx0

)2

µ0

∥
∥X−1

0 d0
x

∥
∥2

≤ µ0ρ
2
∥
∥X−1

0 d0
x

∥
∥2

.

Then (14) becomes

µ0

(
1 − ρ2

) ∥
∥X−1

0 d0
x

∥
∥2 ≤ −(d0

x)T
(
Gx0 + d

)− (x0)T Qx0

µ0
(d0

x)T Qx0−µ0(d0
x)T X−1

0 e.

From Ad0
x = 0, we have

(
d0

x

)T
AT y0 = 0, then

µ0

(
1 − ρ2

) ∥
∥X−1

0 d0
x

∥
∥2 ≤ −(d0

x)T
(
Gx0 + d

)− (x0)T Qx0

µ0
(d0

x)T QX0

− (d0
x)T X−1

0

[
e − X0A

T y0
]
.
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Using (6), we conclude that

µ0

(
1 − ρ2

) ∥
∥X−1

0 d0
x

∥
∥2 ≤ (d0

x)T X−1
0

[

X0

(
Gx0 + d

)
+

(x0)T Qx0

µ0
X0Qx0

]

≤ ∥
∥X−1

0 d0
x

∥
∥

[
∥
∥X0

(
Gx0 + d

)∥
∥+

(x0)T Qx0

µ0

∥
∥X0Qx0

∥
∥

]

≤ ∥
∥X−1

0 d0
x

∥
∥

[
∥
∥X0

(
Gx0 + d

)∥
∥+

(
(x0)T Qx0

)

µ0

2
]

≤ µ0

∥
∥X−1

0 d0
x

∥
∥
[[

δ − ρ2 (1 + δ)
]
+ ρ2

]

≤ µ0

∥
∥X−1

0 d0
x

∥
∥
(
1 − ρ2

)
δ.

Hence
µ0

(
1 − ρ2

) ∥
∥X−1

0 d0
x

∥
∥2 ≤ µ0

∥
∥X−1

0 d0
x

∥
∥
(
1 − ρ2

)
δ

which implies ∥
∥X−1

0 d0
x

∥
∥ ≤ δ.

For the last inequality of the lemma, we have

∥
∥X0Qx0(x0)T Qd0

x

∥
∥ ≤ 1

µ2
0

∥
∥X0Qx0

∥
∥2 ∥∥X−1

0 d0
x

∥
∥

≤
(

(x0)T Qx0

µ0

)2 ∥
∥X−1

0 d0
x

∥
∥

≤ ρ2δ.

By (10) we have ρ2 ≤ η

δ
and hence

∥
∥X0Qx0(x0)T Qd0

x

∥
∥ ≤ µ2

0

η

δ
δ = ηµ2

0. �

As a consequence of Theorem 1, we have the following result:

Corollary 8. Let x0 ∈ S be an initial point which satisfies (6), µ0 be an ini-
tial penalty parameter, and δ, η, σ and ρ constants satisfying the conditions of
Lemmas 2 and 5. Then the sequence

{(
xk, yk, zk, βk

)}
generated by the algorithm

satisfies for all k ≥ 1

(i)
∥
∥XkQxk(xk)T Qdk

x

∥
∥ ≤ ηµ2

k and
∥
∥X−1

k dk
x

∥
∥ ≤ δ;

(ii)
(
xk, yk, zk, βk

) ∈ T with (xk)T zk ≤ µk−1 (δ +
√

n) (δ + η +
√

n);

(iii) (xk)T Qxk ≤ µkρ;

where µk = (1 − σ/
√

n)k
µ0.

Proof. This result follows trivially from Theorem 1. �

We now derive an upper bound for the total number of iterations performed by
the algorithm.



24 R. BENOUAHBOUN AND A. MANSOURI

Proposition 9. The total number of iterations performed by the algorithm is no
greater than k̂ =

√
n

σ log
[

µ0
ε [(1 − σ/

√
n) ρ + (δ +

√
n)(δ + η +

√
n)]
]
, where ε > 0

denotes the tolerance for the merit ∆ and µ0 is the initial penalty parameter.

Proof. The algorithm terminates whenever

µk

[(
δ +

√
n
) (

δ + η +
√

n
)

+
(
1 − σ/

√
n
)
ρ
] ≤ ε.

Thus, it is enough to show that k̂ satisfies this inequality. By the definition of k̂,
we have

log ε = − k̂σ√
n

+ log
[
µ0

[(
1 − σ/

√
n
)
ρ + (δ +

√
n)(δ + η +

√
n)
]]

≥ k̂ log
(
1 − σ/

√
n
)

+ log
[
µ0

[(
1 − σ/

√
n
)
ρ + (δ +

√
n)(δ + η +

√
n)
]]

≥ log
[

µ0

(
1 − σ/

√
n
)k̂ [(1 − σ/

√
n
)
ρ + (δ +

√
n)(δ + η +

√
n)
]
]

≥ log
[
µk̂

[(
1 − σ/

√
n
)
ρ + (δ +

√
n)(δ + η +

√
n)
]]

.

The second inequality is due the fact that log(1 − x) ≤ −x, for all x < 1. There-
fore k̂ satisfies µk̂ [(δ +

√
n) (δ + η +

√
n) + (1 − σ/

√
n) ρ] ≤ ε. �

If we define L to be the number of bits necessary to encode the data of problem
(CQPEC), then the following corollary clearly holds.

Corollary 10. If log2(µ0) = O(L), log2(ε) = −O(L) and the hypothesis of the
last theorem holds, then the algorithm terminates in at most O(

√
nL) iterations

and with O(n3.5L) arithmetic operations.

Proof. From log2(µ0) = O(L) and log2(ε) = −O(L), it is clear that we have
k̂ = O(

√
nL). Since for each iteration we have to solve one linear system, which re-

quires O(n3) arithmetic operations, the algorithm converges in at
most O(n3.5L). �

6. Initialization of the algorithm

Consider the convex quadratic problem with a strict equilibrium constraint

( ˜CQPEC)






Minimize 1
2 x̃T G̃x̃ + d̃T x̃

Ãx̃ = b,

x̃T Q̃x̃ = 0,
x̃ ≥ 0,
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where x̃ and d̃ are vectors of length ñ, b̃ is a vector of length m̃, Ã is an m̃ × ñ

matrix, G̃ is a symmetric positive semidefinite ñ × ñ matrix, Q̃ is a symmetric
co-positive ñ × ñ matrix. We assume that

Assumption.
(A1) There exists w0 ∈ R

m̃ such that: ÃT w0 > 0 and b̃T w0 > 0.
(A2) For all feasible point x̃, we have: x̃i > 0 if and only if

[
Q̃x̃
]

i
= 0.

(A3) For all (x̃, v, w, β) ∈ � we have β ≤ ρ, where

� =
{
(u, w, v, β) : ÃT w − G̃x̃ − βQ̃x̃ + v = d̃, x̃ ≥ 0, v ≥ 0, β ≥ 0

}

with ρ satisfies (9).

The aim of this section is to transform this problem into a convex quadratic
problem with equilibrium constraints that satisfies assumptions (a), (b) and (c)
and has an interior point x0 which satisfies (6). The approach that we propose
is one that has been suggested by numerous authors for transforming linear and
convex quadratic programs into a form suitable for interior point algorithms.

Let N be a large positive constant. For all i we tack

x̃0
i =

1
[
ÃT w0

]

i

and λ =

(
x̃0
)T

ÃT w0

b̃T w0
=

ñ

b̃T w0
· (15)

As in [8,11] it is clear that the following convex quadratic problem with equilibrium
constraint

( ̂CQPEC)






Minimize 1
2λ x̂T G̃x̂ + d̃T x̂ + α1N

Ãx̂ + (λb̃ − Ãx̃0)α1 = λb̃,

α1 + α2 = 2
α1α2 = 0
1
λ x̂T Q̃x̂ = 0,

x̂ ≥ 0, α1 ≥ 0, α2 ≥ 0,

where x̂ = λx̃, can be written in the form of (CQPE) with

x̂ =




λx̃
α1

α2



 , A =
[

Ã λb̃ − Ãx̃0 0
0 1 1

]

, b =
[

λb̃
2

]

,

G =





1
λG̃ 0 0

0 0 0
0 0 0



 , Q =





1
λQ̃ 0 0

0 0 1
0 1 0



 , d =




d̃
N
0



 .
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Let x0 =




x̃0

1
1



 and y0 =
[

w0

1

]

. It is clear that x0 is a feasible point for the

problem ( ̂CQPEC).
Using (15) we obtain

X0A
T y0 = X0




ÃT w0

λbT w0 − (x̃0
)T

ÃT w0 + 1
1





= X0




ÃT w0

1
1





=




X̃0Ã

T w0

1
1





=




ẽ
1
1





= e.

Then x0 is an initial interior point for the problem ( ̂CQPEC) which satisfies (6).
On the other hand, we have AT y0 > 0 and bT y0 > 0. Thus assumption (a) is

verified for ( ̂CQPEC).
The augmented set T is of the form

T =
{

(x̂, y, z, β, τ1, τ2) : Ãx̂ + (λb̃ − Ãx̃0)α1 = λb̃, α1 + α2 = 2,

ÃT y − 1
λ

G̃x̂ − β
1
λ

Q̃x̂ + z = d̃,
(
λb̃ − Ãx̃0

)T

y + u − τα2 + v1 = N,

u − τα1 + v2 = 0, x̂ ≥ 0, α1 ≥ 0, α2 ≥ 0, z ≥ 0,

v1 ≥ 0, v2 ≥ 0, β ≥ 0, τ ≥ 0
}

.

It is easily seen that if (x̂, α1, α2, y, u, z, v1, v2, β, τ) ∈ T, then we have(
x̂

λ
, y, z, β

)

∈ � and by the assumption (A3) we obtain β ≤ ρ. Thus the aug-

mented problem ( ̂CQPEC) satisfies assumption (c) and by (A2) this problem
satisfies also the assumption (b).

Then we can apply the algorithm to ( ̂CQPEC) for a large enough N .
If x = (x̂, α1, α2) is an optimal solution of ( ̂CQPEC), then we have:

• If α1 = 0, then x̃ =
x̂

λ
is an optimal solution of ( ˜CQPEC).

• Else, ( ˜CQPEC) has no solution.
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7. Numerical example

To illustrate the result of the paper, the progress of the algorithm is presented
on a numerical example. The example is a 0-1 convex quadratic problem.






Minimize x2
1 + 2x2

2 − 3x1 − x2

s.t.
−0.25x1 + 0.25x2 ≤ 0.1875
−0.125x1 + 0.375x2 ≤ 0.34375
0.125x1 + 0.5x2 ≤ 0.640625
0.25x1 + 0.125x2 ≤ 0.40625
0.5x1 + 0.125x2 ≤ 0.71875
0.25x1 − 0.25x2 ≤ 0.28125
0.25x1 + 0.75x2 ≥ 0.21875
0.5x1 + 0.125x2 ≥ 0.09375

xi ∈ {0, 1} .

Adding the necessary surplus variables, this problem becomes





Minimize 1
2xT Gx + dT x

s.t
Ax + z = b
xi ∈ {0, 1}
z ≥ 0.

Converting this system of constraints to the form required by our proposed ap-
proach, results in augmented system given by






Minimize 1
2 x̃T G̃x̃ + d̃T x̃

s.t

Ãx̃ = b̃
x̃T Qx̃ = 0
x̃ ≥ 0,

where

x̃ =




x
z

e − x



 ∈ R
12, Ã =

(
A I 0
I 0 I

)

, G̃ =
(

G 0
0 0

)

Q =




0 0 I
0 0 0
I 0 0



 , b̃ =
(

b
e

)

.

The augmented system shown above has the initial interior point:

x̃0 = (0.875 0.875 0.1875 0.125 0.09375 0.078125 0.171875

0.28125 0.65625 0.453125)T .
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Table 1.

iteration x1 x2 merit dT x
0 0.87500 0.87500 −−− −−−
1 0.81523 0.70744 4.60204 −1.20179
5 0.99510 0.10504 1.68374 −212514
10 0.99495 0.01498 0.21609 −2.00987
15 0.99954 0.00109 0.03836 −2.00130
20 0.99989 0.00030 0.00479 −2.00017
25 0.99999 0.00002 0.00084 −2.00003
30 1.00000 0.00000 0.00008 −2.00000

   

  

  

Figure 1.

By starting the algorithm with this initial solution (with σ = 1.1 and
µ0 = 0.5), the process terminates at the solution:

x = (1 0 0.43750 0.51562 0.15625 0.21875 0.03125 0.03125

0.40625 0 1)T .

A summary of the first 30 iterations is given in Table 1.
The trace of the interior solution trajectory is shown in Figure 1.

8. Conclusion

We have established polynomial method for convex quadratic programming with
strict equilibrium constraints. To our knowledge this is the first time an interior
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point algorithm solves the (MPEC) in the convex quadratic case at polynomial
time. The complexity obtained here coincides with the bound obtained for linear
programming by the most of interior point methods.

Annex

Proof of Lemma 4.
(i) By the definition of x̂ and ẑ we have:

x̂ = x + dx = X
(
e + X−1dx

)
> 0 (16)

and

ẑ = µX−1e − 1
µ

QxxT Qdx − µX−2dx (17)

= µX−1

(

e − 1
µ2

XQxxT Qdx − X−1dx

)

> 0.

This means that
(
x̂, ŷ, ẑ, β̂

)
∈ T. On the other hand, we have β̂ =

xT Qx

µ
and from assumption (c) we obtain xT Qx ≤ µρ.

(ii) From (16) and (17) we have,

x̂T ẑ ≤ µ
∥
∥e + X−1dx

∥
∥
∥
∥
∥e − 1

µ2 XQxxT Qdx − X−1dx

∥
∥
∥

≤ µθ2 (δ + η +
√

n) .
(18)

Thus, using the fact that ‖XQX‖ ≤ xT Qx ≤ µρ we obtain

x̂T Qx̂ ≤ ∥
∥X−1x̂

∥
∥2 ‖XQX‖ ≤ xT Qxθ2

2 ≤ µρθ2
2.

So we have
x̂T Qx̂

µ̂
≤ ρ

θ2
2

1−σ/
√

n
· �

Proof of Lemma 5.

(i) We have
∥
∥
∥X̂X−1 − I

∥
∥
∥ = max

1≤i≤n

{
x̂i

xi
− 1

}

= max
1≤i≤n

{
hi

x

xi

}

≤ δ. To prove

the last inequality of (i), we have
∥
∥
∥X̂Qx̂

∥
∥
∥ ≤

∥
∥
∥X̂X−1

∥
∥
∥ ‖XQX‖∥∥X−1x̂

∥
∥

≤ ρµ (1 + δ)
(
δ +

√
n
)

= µρθ1θ2.

The second inequality follows from the fact that ‖XQX‖ ≤ xT Qx ≤ µρ
and

∥
∥X−1x̂

∥
∥ =

∥
∥e + X−1hx

∥
∥ ≤ δ +

√
n.
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(ii) Form (i) of the last lemma, it follows that

∣
∣
∣
∣
x̂T Qx̂

µ̂
− xT Qx

µ

∣
∣
∣
∣ =

∣
∣
∣
∣

(
1
µ̂
− 1

µ

)
xT Qx

µ
+ 2

xT Qdx

µ̂
+

dT
x Qdx

µ̂

∣
∣
∣
∣

≤ µρ

(
1
µ̂
− 1

µ

)

+ 2ρδ
µ

µ̂
+ ρδ2 µ

µ̂

≤ ρ

[
µ

µ̂
(1 + δ)2 − 1

]

.

Thus ∣
∣
∣
∣
x̂T Qx̂

µ̂
− xT Qx

µ

∣
∣
∣
∣ ≤ ρ

[
θ2
1

1 − σ/
√

n
− 1

]

. (19)

(iii) From (ii) of the above Lemma, we conclude

∣
∣
∣
∣
x̂T Qx̂

µ̂
dx̂

T Qdx̂

∣
∣
∣
∣ ≤ ρ

θ2
2

1 − σ/
√

n

∥
∥
∥X̂−1dx̂

∥
∥
∥

2 ∥∥
∥X̂X−1

∥
∥
∥

2

‖XQX‖

≤ µρ2 θ2
2θ

2
1

1 − σ/
√

n

∥
∥
∥X̂−1dx̂

∥
∥
∥

2

≤ µρθ2θ1

∥
∥
∥X̂−1dx̂

∥
∥
∥

2

.

The last inequality is obtained by (i) of Lemma 2.
(iv) We have

∥
∥
∥
∥

1
µ2

X̂QxxT Qdx

∥
∥
∥
∥ ≤

∥
∥
∥X̂X−1

∥
∥
∥

∥
∥
∥
∥

1
µ2

XQxxT Qdx

∥
∥
∥
∥

≤ ηθ1.

The last inequality follows from the fact that
∥
∥
∥ 1

µ2 XQxxT Qdx

∥
∥
∥ ≤ η. �

Proof of Lemma 6. From (7) dx and dx̂ satisfy:

[

G +
(

xT Qx

µ

)

Q +
1
µ

QxxT Q + µX−2

]

dx + Gx + d

+
(

xT Qx

µ

)

Qx − µX−1e = AT ŷ (20)

and

[

G +
(

x̂T Qx̂

µ̂

)

Q +
1
µ̂

Qx̂x̂T Q + µ̂X̂−2

]

dx̂ + Gx̂ + d +
(

x̂T Qx̂

µ̂

)

Qx̂

− µ̂X̂−1e = AT ỹ. (21)
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Using the fact that Adx̂ = 0 and x̂ = x + dx, and multiplying (20) and (21) by dT
x̂

we conclude that:

dT
x̂

[
1
µ

QxxT Q + µX−2

]

dx + dT
x̂ Gx̂ + dT

x̂ d +
(

xT Qx

µ

)

dT
x̂ Qx̂ − µdT

x̂ X−1e = 0

and

dT
x̂

[

G +
(

x̂T Qx̂

µ̂

)

Q +
1
µ̂

Qx̂x̂T Q + µ̂X̂−2

]

dx̂ + dT
x̂ Gx̂ + dT

x̂ d +
(

x̂T Qx̂

µ̂

)

dT
x̂ Qx̂

− µ̂dT
x̂ X̂−1e = 0. (22)

So, this implies that

dT
x̂

[

G +
1
µ̂

Qx̂x̂T Q + µ̂X̂−2

]

dx̂ = dT
x̂

[
1
µ

QxxT Q + µX−2

]

dx

+
(

xT Qx

µ
− x̂T Qx̂

µ̂

)

dT
x̂ Qx̂ −

(
x̂T Qx̂

µ̂

)

dT
x̂ Qdx̂ + µ̂dT

x̂ X̂−1e − µdT
x̂ X−1e.

We know that dT
x̂ Qx̂x̂T Qdx̂ =

(
x̂T Qdx̂

)2 ≥ 0 and dT
x̂ Gdx̂ ≥ 0, then we have

µ̂
∥
∥
∥X̂−1dx̂

∥
∥
∥

2

+
(

x̂T Qx̂

µ̂

)

dT
x̂ Qdx̂ ≤ µdT

x̂ X̂−1

[(
1
µ2

X̂QxxT Q + X̂X−2

)

dx

+
1
µ

(
xT Qx

µ
− x̂T Qx̂

µ̂

)

X̂Qx +
µ̂

µ
e − X̂X−1e

]

.

Using µ̂
µe = e − σ√

n
e and the identity e − X̂X−1e = −X−1dx, we can write the

above expression as:

µ̂
∥
∥
∥X̂−1dx̂

∥
∥
∥

2

+
(

x̂T Qx̂

µ̂

)

dT
x̂ Qdx̂ ≤ µdT

x̂ X̂−1

[
1
µ2

X̂QxxT Qdx

+
(
X̂X−1 − I

)
X−1dx +

1
µ

(
xT Qx

µ
− x̂T Qx̂

µ̂

)

X̂Qx − σ√
n

e

]

.

Now by (ii) of Lemma 5 we have:

∣
∣
∣
∣
x̂T Qx̂

µ̂
dx̂

T Qdx̂

∣
∣
∣
∣ ≤ µρθ1θ2

∥
∥
∥X̂−1dx̂

∥
∥
∥

2

.
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Thus

µ̂
∥
∥
∥X̂−1dx̂

∥
∥
∥

2

− µρθ1θ2

∥
∥
∥X̂−1dx̂

∥
∥
∥

2

≤ µ
∥
∥
∥X̂−1dx̂

∥
∥
∥

[
1
µ2

∥
∥
∥X̂QxxT Qdx

∥
∥
∥

+
∥
∥
∥X̂X−1 − I

∥
∥
∥
∥
∥X−1dx

∥
∥+

1
µ

∣
∣
∣
∣
xT Qx

µ
− x̂T Qx̂

µ̂

∣
∣
∣
∣

∥
∥
∥X̂Qx

∥
∥
∥+ σ

]

.

Hence

α
∥
∥
∥X̂−1dx̂

∥
∥
∥ ≤ 1

µ2

∥
∥
∥X̂QxxT Qdx

∥
∥
∥+

∥
∥
∥X̂X−1 − I

∥
∥
∥
∥
∥X−1dx

∥
∥

+
1
µ

∣
∣
∣
∣
xT Qx

µ
− x̂T Qx̂

µ̂

∣
∣
∣
∣

∥
∥
∥X̂Qx

∥
∥
∥+ σ,

with α = µ̂
µ − ρθ1θ2.

By using (19), (i) and (iii) of the above lemma, we obtain:

α
∥
∥
∥X̂−1dx̂

∥
∥
∥ ≤ ηθ1 + δ2 + ρ2θ1θ2

[
θ2
1

1 − σ/
√

n
− 1

]

+ σ.

From (i) of Lemma 2, it follows that

1
1 − σ/

√
n
≤ 1

ρ (1 + δ) (δ +
√

n)
· (23)

This implies

∥
∥
∥X̂−1dx̂

∥
∥
∥ ≤ 1

α

[

ηθ1 + δ2 + ρ2θ1θ2

[
θ1

ρθ2
− 1

]

+ σ

]

. (24)

On the other hand, from (iii) of Lemma 2 we conclude

∥
∥
∥X̂−1dx̂

∥
∥
∥ ≤ δ.

Now we prove that
∥
∥
∥X̂Qx̂x̂T Qdx̂

∥
∥
∥ ≤ µ̂2η. We have

∥
∥
∥X̂Qx̂x̂T Qdx̂

∥
∥
∥ ≤

∥
∥
∥X̂Qx̂

∥
∥
∥

2 ∥∥
∥X̂−1dx̂

∥
∥
∥ ,
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Using (i) of Lemma 5, and
∥
∥
∥X̂−1dx̂

∥
∥
∥ ≤ δ, we obtain

∥
∥
∥X̂Qx̂x̂T Qdx̂

∥
∥
∥ ≤ µ̂2

(
µ

µ̂

)2

(ρθ1θ2)
2 δ.

By (iv) of Lemma 2, we conclude
(

µ
µ̂

)2

(ρθ1θ2)
2 δ ≤ η.

Therefore
∥
∥
∥X̂Qx̂x̂T Qdx̂

∥
∥
∥ ≤ µ̂2η. �
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