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PARITY SHEAVES AND TILTING MODULES

 D JUTEAU, C MAUTNER
 G WILLIAMSON

A. – We show that tilting modules and parity sheaves on the affine Grassmannian are
related through the geometric Satake correspondence, when the characteristic is bigger than an explicit
bound.

R. – Nous montrons que la correspondance de Satake géométrique fait correspondre les
modules basculants aux faisceaux à parité sur la grassmannienne affine, lorsque la caractéristique est
plus grande qu’une borne explicite.

1. Introduction

1.1. Tilting modules for reductive groups

Let G be a split reductive group over a field k of characteristic p with a chosen maximal
torus and Borel subgroup T ⊂ B ⊂ G. Let Λ+ denote the set of dominant weights, where
dominance is defined with respect to the system of positive roots which are opposite to the
T-weights in the Lie algebra of B. To each dominant weight λ ∈ Λ+, is associated an induced
representation∇λ := indG

Bkλ = H0(G/B, O(λ)) and its dual ∆λ, the Weyl module.

The rational representations of G form a highest weight category in which the Weyl
modules are the standard objects and the induced modules are the costandard objects. A
rational representation is said to be tilting, if it admits two filtrations—one with successive
quotients isomorphic to Weyl modules and the other with successive quotients isomorphic
to induced modules.

A theorem of Ringel [30, Proposition 2] about general highest weight categories special-
izes in this setting to the following result [10, Theorem 1.1],

D.J. was supported by ANR grant ANR-09-JCJC-0102-01 and C.M. by an NSF postdoctoral fellowship.
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258 D. JUTEAU, C. MAUTNER AND G. WILLIAMSON

T 1.1. – For each λ ∈ Λ+ (up to non-canonical isomorphism), there exists a
unique indecomposable tilting module T (λ) which has a unique highest weight λ. Moreover,
λ has multiplicity one as a weight of T (λ). Every indecomposable tilting module is isomorphic
to T (λ) for some λ ∈ Λ+.

An interesting feature of the class of tilting modules is that it is closed under both tensor
product and restriction to a Levi subgroup:

T 1.2. – If T and T ′ are tilting modules for G, then so is the tensor product T⊗T ′.

T 1.3. – Let L be a Levi subgroup of G. If T is a tilting module for G, then the
restriction ResGL T to L is a tilting module for L.

Results in this direction were originally motivated by a question of Humphreys, who asked
if the tensor product of two Weyl modules has a Weyl filtration. Theorem 1.2 was first proven
by Wang [32] in type A and in large characteristic for other groups. Donkin [9] later proved
both theorems in almost full generality (he excluded the case when p = 2 and G has a
component of type E7 or E8). The first complete and uniform proof of both theorems is
due to Mathieu [25] and uses Frobenius splitting techniques. Other approaches to the first
theorem appear in [21, 29, 28, 18].(1)

1.2. Parity sheaves for the affine Grassmannian

Let Ǧ ⊃ Ť be the connected complex algebraic group and maximal torus with root datum
dual to that of G.

Let K = C((t)) and O = C[[t]]. The affine Grassmannian Gr for Ǧ is an ind-scheme
whose complex points form the set Ǧ( K )/Ǧ( O). We consider its complex points as an
ind-Ǧ( O)-variety. The Ǧ( O)-orbits are labeled by the set Λ+ of dominant weights of G and
we denote the orbit corresponding to a weight λ by Grλ.

The geometric Satake theorem [27] shows that the representation theory of G is encoded
in a category of sheaves of k-vector spaces on Gr. More precisely, the category of rational
representations of G is equivalent to the category P (Gr): the category of Ǧ( O)-equivariant
perverse sheaves on Gr with coefficients in k.

The category P (Gr) is the heart of a t-structure onD(Gr), the bounded Ǧ( O)-equivariant
constructible derived category of sheaves of k-vector spaces on Gr. There is a natural convo-
lution product ? : D(Gr)×D(Gr)→ D(Gr) which is t-exact and produces a tensor structure
on P (Gr), corresponding under the equivalence to the tensor product of rational represen-
tations of G.

Similarly, for any Levi subgroup L ⊂ G, the restriction functor from G to L corresponds
to a geometrically-defined t-exact functor RǦ

Ľ
: D(Gr) → D(GrĽ), where GrĽ is the affine

Grassmannian for Ľ ⊂ Ǧ, the Levi subgroup containing Ť whose roots are dual to those
of L (see Section 2.3 for more details).

(1) In the literature, these theorems appear with the words ‘tilting modules’ replaced by ‘modules admitting a good
filtration’ or ‘modules admitting a Weyl filtration’. In the appendix to this paper, we explain the fact, well-known to
experts, that these are equivalent formulations.
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PARITY SHEAVES AND TILTING MODULES 259

Recall the notion of a parity complex [17, Section 2.2].(2) The affine Grassmannian
is a Kac-Moody flag variety and hence the results from [17, Section 4.1] (see in partic-
ular Example 4.2 of loc. cit.) can be used to study D(Gr). Parity complexes on the affine
Grassmannian behave very much like the tilting modules for G. In particular, we have the
following theorems which mirror the ones for tilting modules.

The starting point is a result [17, Theorem 4.6] that is very similar to Theorem 1.1:

T 1.4. – Assume that the characteristic of k is not a torsion prime for Ǧ.(3)

For each λ ∈ Λ+ (up to non-canonical isomorphism), there exists a unique indecomposable
parity complex E(λ) such that supp( E(λ)) = Grλ and E(λ)|Grλ = kGrλ [dimGrλ]. Every
indecomposable parity complex is isomorphic to E(λ)[m] for some λ ∈ Λ+ and m ∈ Z.

The indecomposable parity complexes E(λ) are known as parity sheaves.
As a special case of [17, Theorem 4.8], we obtain an analogue of Theorem 1.2:

T 1.5. – If F ∈ D(Gr) and G ∈ D(Gr) are parity complexes, then so is the
convolution product F ? G ∈ D(Gr).

The first part of this paper establishes an analogue of Theorem 1.3. In Section 2, we prove
the following result,

T 1.6. – Let Ľ be the Langlands dual of L a Levi subgroup of G. If F ∈ D(Gr) is
a parity complex, then RǦ

Ľ
( F ) is a parity complex on the affine Grassmannian for Ľ.

The idea of the proof is to replace the purity argument of [7, Theorem 2] by a parity
argument.

1.3. Tilting equals parity

In Section 3, which can be read independently of Section 2, we prove our main result,
which explains the similarities between the theorems stated above. Our result shows that, for
most characteristics, the Theorems 1.2 and 1.3 about tilting modules are equivalent to the
Theorems 1.5 and 1.6 about parity sheaves.

Recall [27, Prop. 13.1] that, for λ ∈ Λ+ a dominant weight, the Weyl module ∆λ (resp.∇λ)
goes under the geometric Satake equivalence to the standard sheaf p J !(λ) := pjλ!kλ[dλ]

(resp. costandard sheaf p J ∗(λ) := pjλ∗kλ[dλ]) where jλ : Grλ → Gr denotes the inclusion,
kλ the constant sheaf on Grλ and dλ the dimension of Grλ.

We say F ∈ P (Gr) is a tilting sheaf if it corresponds to a tilting module for G. This
is equivalent to admitting two filtrations — one with standard successive quotients and
the other with costandard successive quotients.(4) We denote by T (λ) the tilting sheaf
corresponding to the indecomposable tilting module T (λ).

Our main theorem is the following geometric characterization of the tilting sheaves on the
affine Grassmannian. We will need to assume that the characteristic p is bigger than some
bound depending only on the root system Φ of G.

(2) Unless stated otherwise, in this paper parity complexes are defined with respect to the constant pariversity \.
(3) This restriction can be removed by working in the non-equivariant setting.
(4) Warning: this definition of tilting sheaf is more general than that of [2], which does not apply to this setting.
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260 D. JUTEAU, C. MAUTNER AND G. WILLIAMSON

D 1.7. – If the root system Φ is irreducible, let b(Φ) be given by the following
table:

Type of Φ An Bn, Dn Cn G2, F4, E6 E7 E8

b(Φ) 1 2 n 3 19 31

T 1. Table of bounds

In the general case, let Φ = tsi=1Φi be the decomposition into irreducible components.
Then we set b(Φ) := max1≤i≤s b(Φi).

T 1.8. – If p > b(Φ), then the group G satisfies

(∗) ∀λ ∈ Λ+, E(λ) = T (λ).

In particular, for p as in the Theorem, every E(λ) is perverse. Note that we know examples
where E(λ) fails to be perverse, for bad primes (see Lemma 3.7). However, Lemma 3.7(4)
suggests that the following may always be true:

C 1.9. – In arbitrary characteristic, for every dominant weight λ ∈ Λ+, the
perverse sheaf p H 0 E(λ) is tilting.

On the other hand, note that by Proposition 3.3, the property (∗) is actually equivalent to
all E(λ) being perverse.

1.4. Applications

One motivation for this work was a conjecture of Mirković and Vilonen [27, Conjec-
ture 13.3]. They conjectured that the stalks of standard sheaves with Z-coefficients on the
affine Grassmannian are torsion free. This conjecture is equivalent to the standard sheaves
being ∗-parity for all fields (i.e. their non-zero stalks should be concentrated in one parity).
Actually the minimal nilpotent orbit singularities provide counterexamples to this conjec-
ture, in all types but in type An: see [16], where the conjecture is modified to exclude bad
primes. We get the following reformulation:

C 1.10. – If p is a good prime for G, then the standard sheaves with coefficients
in a field of characteristic p are ∗-parity.

Note that if Conjecture 1.10 is true, then it implies that G satisfies (∗) whenever p is a good
prime.

Conversely, since an earlier draft of the current paper was circulated, Achar-Rider [1]
proved that if G satisfies (∗), then the Mirković-Vilonen conjecture is correct. In particular,
using our Theorem 1.8, they settle the conjecture for all but a handful of cases.

Our results also may be used to obtain new proofs of Theorems 1.2 and 1.3 in most
characteristics. To see this note that for all groups for which the hypothesis of Theorem 1.8
applies, our Theorems 1.5 and 1.6 imply Theorems 1.2 and 1.3. The careful reader will
observe that in proving Theorem 1.8 we do not use any results that rely on Theorem 1.2 or 1.3.
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PARITY SHEAVES AND TILTING MODULES 261

Lastly, in Section 4, we observe that our main result implies the existence (for most
characteristics) of q-characters for tilting modules, meaning a natural q-analogue of the
characters of tilting modules.

1.5. Acknowledgments

We would like to thank Steve Donkin and Jens Carsten Jantzen for substantial assistance
with tilting modules and Jim Humphreys and the referees for some comments and minor
corrections. The second and third authors are also very grateful to the Max Planck Institute
for wonderful working conditions.

2. Hyperbolic localization

The goal of this section is to prove Theorem 1.6. In 2.1, we recall the notion of hyperbolic
localization and Braden’s Theorem. In 2.2, we introduce some simplifying assumptions and
study the hyperbolic localization of parity sheaves in this setting. In 2.3, we apply the result
of 2.2 to the affine Grassmannian and prove Theorem 1.6.

2.1. Braden’s Theorem

Let T be a complex torus and X a complex T -variety.
We make the following assumption, which is automatic if X is normal by Sumihiro’s

theorem [31, 19]:

(C) X has a covering by T -stable affine open subvarieties.

Let χ : Gm → T be a cocharacter of T . Our goal is to understand the hyperbolic localiza-
tion of certain parity complexes on X with respect to the Gm-action defined by χ. We begin
by recalling Braden’s definition.

LetZ ⊂ X denote the variety ofχ-fixed points andZ1, . . . , Zm its connected components.
Consider the attracting and repelling varieties for each component Zi, 1 ≤ i ≤ m:

Z+
i = {x ∈ X| lim

s→0
χ(s) · x ∈ Zi},

Z−i = {x ∈ X| lim
s→∞

χ(s) · x ∈ Zi}.

Let Z+ (respectively Z−) be the disjoint, disconnected union of the Z+
i (respectively Z−i )

and the maps f± : Z → Z± and g± : Z± → X be the component-wise inclusions. Define
projection maps p± : Z± → Z by p+(x) = limt→0 χ(t) · x and p−(x) = limt→∞ χ(t) · x.
These are algebraic maps by [13, Proposition 4.2].(5)

For this section, we let D(X) denote the constructible derived category of sheaves of
k-vector spaces on X.

Recall that the hyperbolic localization functors (−)!∗, (−)∗! : D(X) → D(Z) for the
character χ are defined by

F !∗ := (f+)!(g+)∗ F ,

(5) In this article we only consider attractive sets, which corresponds to the speed m = 1 case in the setting of [13].
One can reduce to the affine case using [13, Lemma 4.4] because of our standing assumption that X admits a
covering by T -stable open affine subvarieties.
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262 D. JUTEAU, C. MAUTNER AND G. WILLIAMSON

F ∗! := (f−)∗(g−)! F .

We will use the following results of Braden:

T 2.1 ([7], Theorem 1). – For any F ∈ D(X), there is a natural morphism
ι F : ( F )∗! → ( F )!∗. If F is weakly equivariant (e.g., comes from an object in the equivariant
derived category), then

(i) there are natural isomorphisms F !∗ ∼= (p+)!(g
+)∗ F and F ∗! ∼= (p−)∗(g

−)! F and
(ii) the morphism ι F : F ∗! → F !∗ is an isomorphism.

Using this result, Braden proves that for k = Q, the hyperbolic localization of the inter-
section cohomology complex IC(X;Q) is a direct sum of shifted intersection cohomology
complexes. Our goal here is to prove a similar result for certain parity complexes.

2.2. Parity of stalks at T -fixed points

We keep the notation of § 2.1.
LetY be a smooth projectiveT -variety and π : Y → X aT -equivariant proper morphism.

Furthermore, we will assume that:

1. The sets of T -fixed points, XT and Y T , are finite.
2. For any T -fixed point x ∈ XT , there exists a cocharacter Gm → T such that Gm acts

attractively on a neighborhood of x.
3. There exists a T -module V , for which Y admits a closed T -equivariant embedding into

the projective space P(V ).

P 2.2. – The cohomology of the stalk of (π∗kY )!∗ at any z ∈ XT is concen-
trated in even degrees.

Proof. – The push-forward π∗kY is weakly equivariant and thus by (i) of Theorem 2.1,
(π∗kY )!∗ ∼= (p+)!(g

+)∗π∗kY .
Let C+ be defined by the Cartesian square

C+ //

��

Y

��
Z+ // X.

In other words, it is the disjoint union of the preimages π−1(Z+
i ), 1 ≤ i ≤ m. We abuse

notation and also write π for the induced map π : C+ → Z+. The map π is proper and so
by base change we have

(π∗kY )!∗ = (p+)!π!kC+ .

The stalk of (π∗kY )!∗ at z thus has cohomology H∗c ((p+ ◦ π)−1(z)). Using the following
lemma, we will construct a Białynicki-Birula decomposition on Y which restricts to one
on (p+ ◦ π)−1(z).

L 2.3. – For any z ∈ XT , consider the direct sum decomposition of the Zariski
tangent space TzX ∼= V + ⊕ V 0 ⊕ V −, such that χ acts on V +, V 0, and V − with positive,
zero, and negative weights respectively. There exists a cocharacter ζ : Gm → T whose action
on TzX is attractive on V + and repulsive on V 0 ⊕ V −, and such that Y ζ = Y T .
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PARITY SHEAVES AND TILTING MODULES 263

Proof. – Let Y(T ) denote the cocharacters of T . The set of cocharacters which act
on TzX with negative weights is the intersection of Y(T ) with an open cone in Y(T ) ⊗ R.
By assumption 2.2(2), this intersection is nonempty. In other words, there exists a ρ ∈ Y(T )

that acts on TzX with negative weights.
At each fixed point y ∈ Y T , the action of T on TyY splits as a direct sum of characters.

By assumption 2.2(1), the set {βi} of all characters of T obtained in this way is finite. As Y is
smooth, for any cocharacter σ ∈ Y(T ), Y σ = Y T if and only if σ is not contained in one
of the (finitely many) hyperplanes 〈σ, βi〉 = 0. Thus we can choose ρ above such that it acts
on TzX with negative weights and Y ρ = Y T .

Let {α+
k } denote the set of characters of T occurring in V +. Thus 〈χ, α+

k 〉 is positive and
〈ρ, α+

k 〉 is negative. For m ∈ Z sufficiently large, 〈mχ + ρ, α+
k 〉 = m〈χ, α+

k 〉 + 〈ρ, α+
k 〉 is

positive for all k. Thus for m large enough the cocharacter mχ+ ρ acts attractively on V +.
On the other hand, for any m > 0, mχ+ ρ has strictly negative weights on V 0 ⊕ V −.

Lastly, as ρ has been chosen such that 〈ρ, βi〉 6= 0 for all i, 〈mχ+ ρ, βi〉 will also be non-
zero for m sufficiently large.

For such an m, we may define ζ to be mχ+ ρ.

Consider the attracting Białynicki-Birula decomposition of Y with respect to ζ. By the
assumption (C) in Section 2.1, a T -stable neighborhood of z embeds T -equivariantly into
the Zariski tangent space TzX. By the construction of ζ, (p+)−1(z) is thus the attracting set
of z for the action of ζ. If y ∈ Y , then limt→0 ζ(t)y ∈ π−1(z) if and only if y ∈ (p+◦π)−1(z).
It follows that the space (p+ ◦ π)−1(z) is a union of cells in the decomposition.

By assumption 2.2(3), the cell decomposition is filtrable [5], hence the fundamental classes
of the cells give a basis forH∗c ((p+◦π)−1(z)), which is therefore concentrated in even degrees.

This concludes the proof of Proposition 2.2.

P 2.4. – The cohomology of the costalk of (π∗kY )!∗ at any z ∈ XT is concen-
trated in even degrees.

Proof. – It suffices to show that the stalk of the Verdier dual D((π∗kY )!∗) is concentrated
in even degrees. For the duration of this proof, let us write (−)!∗,χ for the hyperbolic local-
ization with respect to χ to emphasize the dependence on χ. Then we have:

D((π∗kY )!∗,χ) ∼= D((π∗kY )∗!,χ) = (D(π∗kY ))!∗,−χ = (π∗kY )!∗,−χ[2 dimY ],

where the first isomorphism is given by Theorem 2.1(ii), the second by the definition of hyper-
bolic localization and the third because π is proper and Y is smooth. The cohomology of the
stalk at z ∈ XT of the right hand side is concentrated in even degrees by Proposition 2.2.

2.3. Hyperbolic localization on the affine Grassmannian

We now specialize to the case: X is the affine Grassmannian Gr and T is the maximal
torus Ť ⊂ Ǧ.

Recall that the connected components of Gr are parametrized by the group Z(G)∨

of characters of the center Z(G) ⊂ G. For any ζ ∈ Z(G)∨, let Grζ denote the corre-
sponding connected component. For any F ∈ D(Gr), we write F = ⊕ζ∈Z(G)∨ F ζ where
F ζ is supported on Grζ .
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264 D. JUTEAU, C. MAUTNER AND G. WILLIAMSON

Fix a Levi subgroup L ⊂ G containing the maximal torus T. Correspondingly, there
is a Levi subgroup Ľ of Ǧ containing Ť whose roots are dual to those of L. Let χ be
the cocharacter of Ť defined by 2ρG − 2ρL, where ρG (resp. ρL) denotes the half-sum
of the positive roots of G (resp. L). The set of χ-fixed points of Gr is GrĽ. We denote
by RǦ

Ľ
: D(Gr)→ D(GrĽ) the shifted hyperbolic localization functor:

RǦ
Ľ

( F ) =
⊕

ζ∈Z(L)∨

( F ∗!)ζ [〈ζ, 2ρĽ − 2ρǦ〉].

As shown in [3, 5.3.27-31](6), RǦ
Ľ

is t-exact and corresponds under geometric Satake to
the restriction functor Rep(G) → Rep(L). (This generalizes the Mirković-Vilonen weight
functors which are the case when Ľ = Ť .)

We can now use Proposition 2.2 to prove Theorem 1.6.

Proof of Theorem 1.6. – Recall from [17, Theorem 4.6] and its proof, that every inde-
composable parity complex is a direct summand of the push forward of the constant sheaf
from a generalized Bott-Samelson resolution f : BS → Grλ. Thus it suffices to show that
RǦ
Ľ

(f∗kBS) is a parity complex.

Let Ť × C∗ act on BS and Grλ, where C∗ acts by ‘loop-rotation’. We will now show that
Ť × C∗ and f : BS→ Grλ satisfy the assumptions of 2.1 and 2.2 on T , X, and Y . Then by
Proposition 2.2 (resp. 2.4), ((f∗kBS)∗!)ζ has ∗-even stalks (resp. costalks) at the Ť ×C∗-fixed
points (equivalently the Ť -fixed points) of GrĽ. But (f∗kBS)∗! is also Ľ( O)-equivariant
and every Ľ( O)-orbit contains a Ť -fixed point, thus (f∗kBS)∗! is an even complex and
RǦ
Ľ

(f∗kBS) is parity.
It remains to check the assumptions (C) of Section 2.1 and (1–3) of Section 2.2. We will

outline why they are valid for any Schubert variety in any partial flag variety of a Kac-Moody
group (of which the varieties Grλ are a special case).

Assume that G is a Kac-Moody group with maximal torus T , Weyl group W and simple
reflections S. In [20, Chapter VII] it is shown that any Schubert variety in a partial flag
variety for G embeds into the projectivization of a finite dimensional T -representation. Also,
the T -fixed points on any Schubert variety are parametrized by an ideal in the Bruhat order
onW/WI , whereW denotes the Weyl group andWI ⊂W is a standard parabolic subgroup.
In particular, the T -fixed points on any Schubert variety are finite. Recall (see e.g., [12,
§7, Def.-Prop. 1]) that generalized Bott-Samelson resolutions may be embedded as closed
subvarieties of products of Schubert varieties for G. It follows that 2.1 (C) and 2.2 (1) and (3)
hold for Schubert varieties and their Bott-Samelson resolutions.

Finally, the T -fixed point corresponding to w ∈W/WI in any Schubert variety is
attractive. Indeed, all weights in the tangent space belong to the set −w(R+), where
R+ ⊂ X( T ) denotes the positive real roots. Hence if χ ∈ Y( T ) is a cocharacter which
is negative on all simple roots (which exists because the simple roots are linearly indepen-
dent in X( T )) thenw · χ acts attractively at the fixed point corresponding tow. Hence 2.2 (2)
is satisfied for any Kac-Moody Schubert variety.

(6) While [3] is written in the setting of D-modules, the proofs of these statements hold without modification in our
setting.
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3. Tilting modules

The aim of this section, which may be read independently of the previous one, is to prove
our main result, Theorem 1.8.

3.1. Tilting objects in highest weight categories

Let C be a highest weight category with poset Λ and standard (resp. costandard) objects
∆λ (resp.∇λ) for each λ ∈ Λ.

Let F (∆) ⊂ C (resp. F (∇) ⊂ C ) denote the full subcategory of (co)standard filtered
objects, meaning X ∈ C and X has a filtration whose successive quotients are (co)standard
objects. Thus F (∆) ∩ F (∇) ⊂ C is the full subcategory of tilting objects.

The following theorem is due to Ringel [30, Theorem 4 and 4*] and gives a useful criterion
for determining if an object is tilting.

T 3.1. – An object X ∈ F (∆) if and only if Ext1(X,∇λ) = 0 for all λ ∈ Λ.
Dually, X ∈ F (∇) if and only if Ext1(∆λ, X) = 0 for all λ ∈ Λ.

We also mention the following result of Donkin [11, Proposition A4.4] that will be used
in the appendix:

P 3.2. – An object X of C is in F (∇) (resp. F (∆)) if and only if it admits a
finite left (resp. right) resolution by tilting modules.

3.2. Parity and Tilting

In this section we apply the tilting criterion, Theorem 3.1, to parity sheaves. We first briefly
recall the setting of [17].

Let H denote a connected linear complex algebraic group. Let X be a complex algebraic
variety (resp.H-variety) together with an algebraic stratificationX =

⊔
λ∈ΛXλ into smooth

locally closed (resp.H-stable) subsets. We letD(X), orD(X; k), denote the bounded (equiv-
ariant) constructible derived category of k-sheaves on X.

LetP (X) orP (X; k) denote the abelian subcategory ofD(X) obtained as the heart of the
perverse t-structure for the middle perversity. The objects in this category are (equivariant)
perverse sheaves and we denote the simple objects, which are parametrized by strataXλ and
irreducible (equivariant) local systems L, by IC(λ, L), or simply IC(λ) when L = kXλ is
the constant sheaf.

Recall that for any choice of a function † : Λ → Z/2, which we refer to as a pariversity,
there are notions of (∗- or !-) even, odd and parity complexes. Unless stated otherwise, the
pariversity is assumed to be the trivial function \ : Λ → Z/2, \(λ) = 0. Recall that the
dimension (or diamond) pariversity ♦ : Λ → Z/2 is the function for which ♦(λ) is given
by the parity of the dimension of the stratum Xλ. Note that if all of the strata are even
dimensional, it is equal to the \-pariversity.

We assume that for each stratumXλ and each (H-equivariant) local system L onXλ, the
(equivariant) cohomology Hi(Xλ, L) = 0 vanishes for all i odd.

The following criterion provides a technique for showing that parity sheaves are tilting.
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P 3.3. – Let X be as above. Assume moreover that the strata of X are simply
connected and that P (X) is a highest weight category with highest weight poset equal to the
closure ordering on the set of strata and whose standard (resp. costandard) objects are given by
the perverse extension sheaves, p J !(λ) := pjλ!kλ[dλ] (resp. p J ∗(λ) := pjλ∗kλ[dλ]).

If a complex E on X is perverse and parity with respect to the dimension pariversity ♦, then
it is tilting.

Proof. – By Proposition 3.1, it suffices to demonstrate for any λ ∈ Λ the vanishing

Ext1( E, p J ∗(λ)) = 0 = Ext1(p J !(λ), E).

We prove the first equality. The second follows by duality.

Consider the distinguished triangle

p J ∗(λ)→ jλ∗kλ[dλ]→ A→

where A = pτ>0jλ∗kλ[dλ] ∈ pD>0. By applying Exti( E,−) to this distinguished triangle in
the constructible or equivariant derived category, one obtains a long exact sequence

· · · → Hom( E, A)→ Ext1( E, p J ∗(λ))→ Ext1( E, jλ∗kλ[dλ])→ · · · .

The term Hom( E, A) = 0 because E is perverse and A ∈ pD>0. By adjunction
Ext1( E, jλ∗kλ[dλ]) = Ext1(j∗λ E, kλ[dλ]). By the parity assumptions and the fact that
Xλ is a single stratum, j∗λ E is ♦-even. On the other hand kλ[dλ] is also ♦-even, which implies
that the Ext1 between them vanishes. We have shown that the left and right terms in the
sequence above vanish and therefore the middle term does too.

R 3.4. – The assumption that the strata be simply connected is made purely for
the sake of exposition. The obvious analogue with that assumption removed is true and
proven by the same method.

3.3. A key observation

We now restrict our attention to the affine Grassmannian for Ǧ. Recall the notation from
Section 1.2. As mentioned there, the affine Grassmannian satisfies the conditions needed
to define parity sheaves. On the other hand, P (Gr) is also a highest weight category by the
geometric Satake theorem. Thus, we can use the previous proposition in this setting. Together
with Theorem 1.5 it gives a weak version of Theorem 1.2.

L 3.5. – Suppose T1 and T2 are tilting modules for G such that the corresponding
tilting sheaves, T 1 and T 2, on Gr are parity. Then

1. the convolution product T 1 ? T 2 is perverse and parity, and;
2. the tensor product T1 ⊗ T2 is tilting.

Proof. – (1) The convolution product T 1? T 2 is both parity by Theorem 1.5 and perverse
as ? is t-exact.

(2) The tensor product T1 ⊗ T2 corresponds under geometric Satake to the convolution
product T 1 ? T 2. By Proposition 3.3 and (1), it is therefore tilting.
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3.4. Reduction to simple simply-connected groups

Our goal is to prove Theorem 1.8. We begin with the following reduction.

L 3.6. – 1. G satisfies (∗) if and only if its derived group D(G) does.
2. Let Z ⊂ G be a finite central subgroup and H = G/Z be the quotient. If G satisfies (∗),

then so does H.
3. If G = G1 × · · · × Gk is a product of connected reductive groups Gi and each Gi

satisfies (∗), then G satisfies (∗).

Proof. – (1) The short exact sequence 1 → D(G) → G → G/D(G) → 1 is Langlands
dual to the short exact sequence 1→ Z(Ǧ)0 → Ǧ→ Ǧ/Z(Ǧ)0 → 1. The latter gives rise to
maps

GrZ(Ǧ)0 → Gr → GrǦ/Z(Ǧ)0 ,

which express Gr as a trivial cover of GrǦ/Z(Ǧ)0 with fiber GrZ(Ǧ)0 . Thus every orbit closure
in Gr is isomorphic to an orbit closure in GrǦ/Z(Ǧ)0 and vice versa.

(2) Let Ȟ denote the Langlands dual of H. The map G → H is dual to a finite covering
map Ȟ → Ǧ. The latter induces an inclusion of connected components GrȞ ↪→ Gr. Thus
every orbit closure in GrȞ is isomorphic to an orbit closure in Gr.

(3) A dominant weight λ of G is a tuple (λ1, . . . , λk) of dominant weights for each Gi.
The closure of Grλ in Gr is the product of the closures of Grλi in each GrǦi . Consider the box
product E = E(λ1) � · · ·� E(λk) of parity sheaves. It is parity, indecomposable, supported
on the closure of Grλ and E|Grλ = kGrλ [dimGrλ]. Thus E = E(λ). By assumption, the E(λi)

are each perverse and tilting. Thus E = E(λ) is also perverse and hence tilting.

By part (1) of Lemma 3.6 we can replace G by its derived subgroup D(G), which is
semisimple. Any semisimple group is a quotient of a product of simple simply connected
groups by a finite central subgroup. Thus by parts (2) and (3), it suffices to determine for
each simple simply-connected group if (∗) is satisfied.

3.5. Minuscule weights and the highest short root

We now assume that G is simple and simply-connected. We first check the theorem in two
special cases.

L 3.7. – Let µ be a minuscule highest weight and α0 denote the highest short root
of G. Then

1. E(µ) = T (µ) = IC(µ);
2. if p is a good prime for G, then E(α0) is perverse and E(α0) = T (α0);
3. if p is a good prime for G and moreover p - n+ 1 in type An, resp. p - n in type Cn, then

E(α0) = T (α0) = IC(α0).

Although it is not necessary for what follows, we also note:

(4) In any characteristic, p H 0 E(α0) is tilting.
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Proof. – (1) The Ǧ( O)-orbit in Gr corresponding to the minuscule highest weight µ is
closed, thus IC(µ) = p J !(µ) = p J ∗(µ) = kµ[dµ], which implies E(µ) = T (µ) = kµ[dµ].

(2) Recall [24, 2.3.3] that the orbit closure Grα0 consists of two strata, a point Gr0 and its
complement Grα0 , and the singularity is equivalent to that of the orbit closure Omin of the
minimal orbit Omin of the corresponding nilpotent cone of ǧ = Lie(Ǧ). More precisely there
is an open embedding j : Omin → Grα0 . We can thus apply the results of Section 4.3 of [17],
for the group Ǧ.

When p is a good prime for G, it is in particular not one of the primes listed in [17, 4.22(5)].
It follows from Proposition 4.22 of [17], that there is an indecomposable perverse parity
extension E of the constant sheaf on Omin to Omin. Consider j!∗ E. As Grα0 is smooth away
from Gr0, the restriction of j!∗ E to Grα0 is the constant sheaf. We conclude that j!∗ E = E(α0)

and is perverse, so by Proposition 3.3, E(α0) = T (α0).

(3) As a consequence of [17, Proposition 4.23], we have a short exact sequence:

0 −→ i∗(k ⊗Z H) −→ p J !(α0) −→ IC(α0) −→ 0

(here i denotes the inclusion Gr0 → Grα0 and H is defined as the fundamental group of
the root system consisting of the long roots of Ǧ, see [17, Proposition 4.23].) So p J !(α0) '
IC(α0) ' p J ∗(α0) ' T (α0) as soon as p does not divide H. Assuming that p is good, we
only need to add the conditions stated for An and Cn.

(4) Let us regard Gr as a flag variety for the affine Kac-Moody group G associated to Ǧ
(see e.g., [17, Example 4.2]). Let us parametrize the simple roots of G by {0, . . . , `} so that
∆ = {1, . . . , `} corresponds to the simple roots of Ǧ. For any subset I ⊂ {0, . . . , `} one has
a standard parabolic subgroup PI ⊂ G. Let J denote the subset of ∆ of simple roots which
are orthogonal to the highest root of Ǧ (i.e. those simple roots corresponding to nodes which
are not connected to the exceptional node in the affine Dynkin diagram of Ǧ). Now consider
the Bott-Samelson space

BS := P∆ × PJ PJ∪{α0} × PJ P∆/P∆.

Then BS is a PJ∪{α0}/PJ ∼= P1 bundle over P∆/PJ = Ǧ/P (where P ⊂ Ǧ denotes
the standard parabolic subgroup corresponding to J ⊂ ∆). From this one can deduce
that dimCBS = dim Ǧ/P + 1 and that the Ť -fixed points on BS are parametrized
byW/WJ × {id, s0}, whereW denotes the Weyl group of Ǧ and s0 denotes the affine simple
reflection. Now consider the map induced by multiplication:

m : BS → G/P∆ = Gr.

We leave it as an exercise for the reader to show that m is a resolution of Grα0 .

Let P := f∗kBS[dimBS]. By [17, Lemma 4.21(1)] we have a short exact sequence:

(1) 0→ p J !(α0)→ p H 0 P → p H 0j0∗j
∗
0 P → 0.

This is a filtration by standard sheaves and, as p H 0 P is self-dual (p H 0 is preserved by
duality), duality gives a filtration by costandard sheaves. Thus p H 0 P is tilting.
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3.6. Fundamental weights

P 3.8. – Let G be simple and simply connected with root system Φ. If p > b(Φ)

(see Table 1), then for each fundamental weight $i,

E($i) = T ($i).

Proof. – We use the following method: first we express the Weyl modules with funda-
mental highest weights in characteristic zero as direct summands of tensor products of Weyl
modules corresponding to minuscule weights or the highest short root.

By part (1) of Lemma 3.7, we have that E(µ) = T (µ) = p J !(µ) for any minuscule
weight µ, and by part (3), if p is good and Φ not of type An or Cn, then
E(α0) = T (α0) = p J !(α0). Thus, in characteristic p, the analogous tensor product of Weyl
modules corresponds under the geometric Satake theorem to a perverse sheaf E obtained
as a convolution product of parity sheaves. The perverse sheaf E is therefore parity by
Theorem 1.5 and tilting by Lemma 3.5. In particular, any summand of E is perverse, parity
and tilting.

On the other hand, if we know that the Weyl modules appearing as direct summands
in the tensor products in characteristic 0 remain simple in characteristic p (and hence are
indecomposable tilting modules), then by comparing the characters we can conclude that
the same decomposition occurs as in characteristic 0.

Thus, we need to know for which primes the Weyl modules remain simple. This has already
been done for us and the answers may be found in [15], [14], [22] or [26]. The careful reader
should observe that these results are logically independent of Theorems 1.2 and 1.3. In
particular, they are obtained via Jantzen’s sum formula.

In what follows, we use Bourbaki’s notation [6, Planches] for roots, simple roots, funda-
mental weights, etc. For λ ∈ Λ+, we denote by V (λ) the Weyl module of highest weight λ
over Q.

3.6.1. Type An. – All fundamental weights are minuscule, so there is nothing to prove.

3.6.2. Type Bn. – The weight $n is minuscule, and we have

V ($n)⊗2 ' V (2$n)⊕ V ($n−1)⊕ · · · ⊕ V ($1)⊕ V (0),

all these Weyl modules being simple modulo p as soon as p > 2 (see [15, II.8.21] and the
references therein, particularly [26, Remark 3.4]). So we can generate all fundamental tilting
modules when p > 2, as claimed.

3.6.3. Type Cn. – The weight $1 is minuscule, and for 1 ≤ i ≤ n, we have

ΛiV ($1) ' V ($i)⊕ V ($i−2)⊕ · · ·

where for convenience we set $0 = 0. All these Weyl modules remain simple modulo p as
soon as p > n (again, see [15, II.8.21] and [26, Remark 3.4]). Moreover, the i-th exterior
power splits as a summand of the i-th tensor product for p > i, so p > n is always sufficient.
It follows that we can generate all fundamental tilting modules when p > n.
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3.6.4. Type Dn. – The weights $n−1 and $n are minuscule, and we have

V ($n)⊗2 ' V (2$n)⊕ V ($n−2)⊕ V ($n−4)⊕ · · ·
V ($n)⊗ V ($n−1) ' V ($n +$n−1)⊕ V ($n−3)⊕ V ($n−5)⊕ · · ·

all these Weyl modules remaining simple modulo p as soon as p > 2 (again, see [15, II.8.21]
and [26, Remark 3.4]). Hence we can generate all fundamental tilting modules when p > 2.

3.6.5. TypeE6. – The minuscule weights are$1 and$6, and the highest (short) root is$2.
Moreover, we have

Λ2V ($1) ' V ($3)

Λ2V ($6) ' V ($5)

Λ2V ($2) ' V ($4)⊕ V ($2)

and all these Weyl modules remain simple modulo p as soon as p > 3 [14, 6.4]. Hence we can
generate all fundamental tilting modules when p > 3.

3.6.6. TypeE7. – The weight$7 is minuscule, and the highest (short) root is$1. Moreover,
we have

V ($1)⊗2 ' V (2$1)⊕ V ($1)⊕ V ($3)⊕ V ($6)⊕ V (0)

V ($6)⊗ V ($7) ' V ($6 +$7)⊕ V ($1 +$7)⊕ V ($2)⊕ V ($5)⊕ V ($7)

V ($5)⊗ V ($7) ' V ($5 +$7)⊕ V ($2 +$7)⊕ V ($1 +$6)⊕ V ($3)⊕ V ($6)⊕ V ($4)

and all these Weyl modules remain simple modulo p as soon as p > 19, because then all
the weights involved lie in the fundamental alcove.(7) Thus we can generate all fundamental
tilting modules when p > 19.

3.6.7. Type E8. – There is no minuscule weight. The highest (short) root is $8. We have

V ($8)⊗2 ' V (2$8)⊕ V ($7)⊕ V ($1)⊕ V ($8)⊕ V (0)

V ($7)⊗ V ($8) ' V ($7 +$8)⊕ V ($1 +$8)⊕ V (2$8)

⊕ V ($8)⊕ V ($7)⊕ V ($6)⊕ V ($2)⊕ V ($1)

V ($6)⊗ V ($8) ' V ($6 +$8)⊕ V ($7 +$8)⊕ V ($2 +$8)

⊕ V ($1 +$8)⊕ V ($1 +$7)⊕ V ($7)

⊕ V ($6)⊕ V ($5)⊕ V ($3)⊕ V ($2)

V ($5)⊗ V ($8) ' V ($5 +$8)⊕ V ($1 +$6)⊕ V ($2 +$8)

⊕ V ($6 +$8)⊕ V ($1 +$2)⊕ V ($3 +$8)

⊕ V ($2 +$7)⊕ V ($7)⊕ V ($6)⊕ V ($5)⊕ V ($4)⊕ V ($3)

and all these Weyl modules remain simple modulo p as soon as p > 31, because then all
the weights involved lie in the fundamental alcove.(8) Thus we can generate all fundamental
tilting modules when p > 31.

(7) We remark that V ($1 + $7) is reducible modulo 19, according to [22].
(8) We remark that V (2$8) is reducible modulo 31, according to [22].
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3.6.8. Type F4. – The short dominant root is $4, and we have

Λ2V ($4) ' V ($1)⊕ V ($3)

Λ3V ($4) ' V ($2)⊕ V ($1 +$4)⊕ V ($3)

and all these Weyl modules remain simple modulo p as soon as p > 3 [14, 6.4], [22].
So, for p > 3, we can get T ($1) and T ($3) as direct summands of T ($4)⊗2, and T ($2)

as a direct summand of T ($4)⊗3.

3.6.9. Type G2. – The short dominant root is $1. We have

Λ2V ($1) ' V ($1)⊕ V ($2),

and these Weyl modules remain simple modulo p for p > 3 [14, 6.4]. Thus we can generate
all fundamental tilting modules when p > 3.

3.7. Arbitrary weights

We can now complete the proof of our main theorem.

Proof of Theorem 1.8. – Recall that any dominant weight λ ∈ Λ+ can be expressed as

λ =
∑
i

ai$i

for non-negative integers ai. By Proposition 3.8, for every fundamental weight $i,
T ($i) = E($i). Thus the tensor product

⊗
T ($i)

⊗ai corresponds to a perverse sheaf
that is also parity (as it is a convolution of parity sheaves) and tilting (by Lemma 3.5). The
tensor product is therefore tilting and as it is of highest weight λ, contains T (λ) as a direct
summand. We conclude that T (λ) is a summand of the corresponding (parity) convolution
product and thus T (λ) = E(λ).

3.8. A remark on the bound in type Cn

We do not know in all cases the exact bound on p for which the property (∗) holds. Recall
that if Conjecture 1.10 is true, then (∗) holds whenever p is a good prime.

Stephen Donkin has pointed out to us that in type Cn there exist p with 2 < p ≤ n such
that not all indecomposable tilting modules can be obtained as direct summands of tensor
products of the minuscule tilting module T ($1) and T (α0). Thus, while it is possible that
(∗) may hold in type Cn for all p > 2, a different method of proof will be required. Let us
explain Donkin’s argument.

So consider G = Sp2n, and assume p > 2. The only minuscule fundamental weight is
$1, and E := L($1) = T ($1) is the natural G-module, of dimension 2n. Now the highest
short root is $2, and T ($2) is a direct summand of Λ2E which itself is a direct summand
of E⊗2 since p > 2. Hence the question is whether every indecomposable tilting module is a
direct summand of a tensor power of E.

Now assume p divides n. Thus p divides dimE. By [4, Proposition 2.2] (which is stated for
representations of finite groups but is valid with the same proof here), any indecomposable
summand of a tensor power E⊗a (with a ≥ 1) also has dimension divisible by p. Hence an
affirmative answer would imply that all indecomposable tilting modules except T (0) = k

have dimension divisible by p.
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From this it would follow by induction that the dimension of each standard module ∇λ,
where λ is not in the principal block, would be divisible by p. Indeed, there is a short exact
sequence

0 −→ R −→ T (λ) −→ ∇λ −→ 0

where R is filtered by ∇µ’s with µ < λ. Hence by induction, p divides dimR, and by
hypothesis also dimT (λ), hence also dim∇λ. The case where R = 0 is the base of the
induction: then∇λ = T (λ), and λ 6= 0, since λ is not in the principal block.

Now by Weyl’s dimension formula, for any m ∈ N we have

dim∇(m−1)ρG = mn2

(in general type, one gets m|Φ
+|). Taking m prime to p, this would force (m− 1)ρG to be in

the principal block. In particular we could take m = 2 (since p > 2), and so ρG itself should
be in the principal block. However this is not true when n is congruent to 1 or 2 modulo 4,
since in the basis of roots the coefficient of ρ along αn is 1

4m(m+ 1).

Since we have reached a contradiction, we cannot sharpen the bound of the Proposition
in type Cn.

4. q-Characters for tilting modules

When p satisfies the conditions of Theorem 1.8 we are able to deduce that the character
of a tilting module has a natural graded refinement. More precisely,

C 4.1. – Suppose that T (λ) = E(λ). Then the total cohomology of the stalk of
the tilting sheaf T (λ) at a point in Grν has the same dimension as the weight space T (λ)ν . Thus
the dimension of the weight space has a natural graded refinement.

Proof. – Recall from 2.3 that the weight space functor Fν corresponds under geometric
Satake to the summand ( F ∗!)ν [〈ν, 2ρ〉] of RǦ

Ť
supported at the Ť -fixed point tν ∈ Grν .

As explained in [7, Prop. 3], the local Euler characteristic of a sheaf F at a torus fixed
point x is equal to the local Euler characteristic of any hyperbolic localization of F . There-
fore, the stalk of a perverse sheaf in the Satake category at the point tν has an Euler character-
istic of absolute value equal to the dimension of the ν-th weight space of the corresponding
representation of Ǧ. On the other hand, the cohomology of the stalk of the parity sheaf T (λ)

is concentrated in even or odd degree, thus its total dimension is equal to the dimension of
the weight space T (λ)ν . The total cohomology of the stalk is graded and thus the dimension
of the weight space inherits a natural grading.

R 4.2. – In characteristic zero (where the indecomposable tilting modules and
simple modules coincide) the above q-analogue of weight multiplicity is due to Lusztig [23].
Lusztig shows that the q-characters of simple modules in characteristic zero are given by
certain Kazhdan-Lusztig polynomials associated to the (extended) affine Weyl group. In fact,
equipped with Lusztig’s results, the q-characters of tilting modules can be deduced from
the ordinary characters of the indecomposable tilting modules and Lustig’s q-characters of
simple modules in characteristic zero. Indeed, one can lift E(λ) to a parity sheaf E(λ,O) with

4 e SÉRIE – TOME 49 – 2016 – No 2



PARITY SHEAVES AND TILTING MODULES 273

coefficients inO, a complete local ring with residue field k. IfK denotes the fraction field ofO
one has an isomorphism

(2) E(λ,O)⊗O K ∼=
⊕

IC(Grµ;K)⊕mµ,λ

wheremµ,λ denotes the multiplicity of ∆µ in a ∆-flag onT (λ). (We use that the parity sheaves
with coefficients inK on the affine Grassmannian are the intersection cohomology complexes
and that P (Gr;K) is semi-simple). The q-character of E(λ) agrees with the q-character of
E(λ,O), which in turn agrees with that of (2). Hence on can deduce the q-character of E(λ)

once one knows the multiplicities mµ,λ and the q-characters in characteristic zero.

R 4.3. – In [8] R. Brylinski has shown that Lusztig’s q-analogue of weight multi-
plicity can be interpreted in terms of a filtration on each weight space coming from the action
of a principal nilpotent element. It would be interesting to find a similar interpretation for
the q-character of tilting modules.

5. Appendix

Recall that a G-module V is said to admit a good filtration if it admits a filtration with
successive quotients isomorphic to the induced modules∇λ.

In the references, the Theorems 1.2 and 1.3 are formulated as follows.

T 5.1. – If V and V ′ are G-modules admitting a good filtration, then so is V ⊗V ′.

T 5.2. – Let L be a Levi subgroup of G. If V is a G-module with a good filtration,
then V has also a good filtration when considered as an L-module.

The aim of this appendix is to show that these formulations are equivalent:

T 5.3. – Theorem 1.2 is equivalent to Theorem 5.1.

T 5.4. – Theorem 1.3 is equivalent to Theorem 5.2.

Proof. – Suppose Theorems 5.1 and 5.2 are true. If T and T ′ are tilting G-modules,
then in particular they admit good filtrations. Thus T ⊗ T ′ also admits a good filtration,
as does ResGL T . On the other hand, tensor product and ResGL both commute with duality.
We conclude that the T ⊗ T ′ and ResGL T are tilting.

Conversely, suppose that Theorems 1.2 and 1.3 are true. Let V and V ′ be G-modules that
admit good filtrations. By Proposition 3.2, they both admit finite left resolutions by tilting
modules. The tensor product of these resolutions is a finite left resolution of V ⊗V ′ by tilting
modules. Applying Proposition 3.2 again, we conclude that V ⊗V ′ admits a good filtration.

Similarly, as ResGL is exact and by assumption takes tilting modules to tilting modules,
ResGL applied to a finite left resolution of V by tilting modules is a finite left resolution of
ResGL V by tilting modules. We conclude that ResGL V admits a good filtration.
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