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Galois theory of q-difference equations(∗)

Marius van der Put(1), Marc Reversat(2)

ABSTRACT. — Choose q ∈ C with 0 < |q| < 1. The main theme of
this paper is the study of linear q-difference equations over the field K
of germs of meromorphic functions at 0. A systematic treatment of clas-
sification and moduli is developed. It turns out that a difference module
M over K induces in a functorial way a vector bundle v(M) on the Tate

curve Eq : = C∗/qZ that was known for modules with ”integer slopes“,
[Saul, 2]). As a corollary one rediscovers Atiyah’s classification ([At]) of
the indecomposable vector bundles on the complex Tate curve. Linear q-
difference equations are also studied in positive characteristic p in order
to derive Atiyah’s results for elliptic curves for which the j-invariant is
not algebraic over Fp.

RÉSUMÉ. — Soit q un nombre complexe, 0 < |q| < 1. On procède
pour l’essentiel à une étude systématique des équations aux q-différences
sur le corps K des fonctions méromorphes au voisinage de 0 (classifica-
tions, problèmes de modules). Cela conduit à associer à tout module aux

différences M un fibré vectoriel v(M) sur la courbe de Tate Eq : = C∗/qZ

(c’était déjà connu pour les modules « à pentes entières », [Saul, 2]), ce qui
amène à retrouver la classification donnée par Atiyah des fibrés vectoriels
indécomposables sur la courbe de Tate complexe ([At]). Dans le dernier
paragraphe nous étudions les équations linéaires aux q-différences en ca-
ractéristique positive p, nous en déduisons les résultats d’Atiyah pour les
courbes elliptiques dont le j-invariant est transcendant sur Fp.
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Introduction

Choose q ∈ C with 0 < |q| < 1. The main theme of this paper is the study
of linear q-difference equations over the field K of germs of meromorphic
functions at 0. A more detailed and systematic treatment of classification
and moduli is developed as a continuation of [vdP-S1] (Chapter 12), [vdP-
R] and [vdP]. It turns out that a difference module M over K induces in a
functorial way a vector bundle v(M) on the Tate curve Eq := C∗/qZ (this is
done here for all slopes, the case of integral slopes has been treated in [Sau1]
and [Sau2]). As a corollary one rediscovers Atiyah’s classification ([At]) of
the indecomposable vector bundles on the complex Tate curve. Linear q-
difference equations are also studied in positive characteristic in order to
derive Atiyah’s results for elliptic curves for which the j-invariant is not
algebraic over Fp.

A universal difference ring and a universal formal difference Galois group
is introduced. For pure difference modules this ring provides an explicit
expression of the difference Galois group. If the difference module has more
than one slope, then part of the difference Galois group has an interpretation
as ‘Stokes matrices’, related to a summation method for divergent solutions.
We do not make any hypothesis on the slopes, when they are integers see
[R-S-Z, Sau2]. The above moduli space is the algebraic tool to compute this
part of the difference Galois group.

It is possible to provide the vector bundle v(M) on Eq, corresponding
to a difference module M over K, with a connection ∇M . If M is regular
singular, then ∇M is essentially determined by the absense of singularities
and ‘unit circle monodromy’. More precisely, the monodromy of the con-
nection (v(M),∇M ) coincides with the action of two topological generators
of the universal regular singular difference Galois group ([vdP-S1, Sau1]).
For irregular difference modules, ∇M will have singularities and there are
various Tannakian choices for M �→ (v(M),∇M ). Explicit computations are
difficult, especially for the case of non integer slopes.

The case of modules with integer slopes, has been studied in [R-S-Z].
This answers a question of G.D. Birkhoff and follows ideas of G.D. Birkhoff,
P.E. Guenther, C.R. Adams (see [Bir]).
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1. Classification of q-difference equations

1.1. Some notation and formulas

A difference ring is a commutative R with a given automorphism φ.
The skew ring of difference operators R[Φ,Φ−1], consists of the finite for-
mal sums

∑
n∈Z anΦ

n with all an ∈ R. The multiplication is defined by
Φr = φ(r)Φ. A difference module M is a left R[Φ,Φ−1]-module which is
free and finitely generated as R-module. The action ΦM of Φ on M is an
additive bijection satisfying ΦM (rm) = φ(r)ΦM (m). Thus we may describe
a difference module as a pair (M,F ), with F an additive bijective map and
such that F (fm) = φ(m)F (m) holds.

As before we choose q ∈ C with 0 < |q| < 1. Further we fix τ in
the complex upper half plane with e2πiτ = q. The fields K = C({z}) and
K̂ = C((z)) are made into difference fields by the automorphisms φ given
by φ(z) = qz. These automorphisms are extended to the finite extensions
Kn and K̂n of degrees n and to the algebraic closures K∞ and K̂∞ of K
and K̂, by φ(zλ) = qλzλ where qλ := e2πiτλ for all λ ∈ Q.

The formula φ(zλ) = qλzλ makes C[z, z−1] into a difference ring. A
difference module over this ring will be called a global difference module. As
we will prove later on, any difference module M over K is obtained from
a unique global module Mglobal as a tensor product, i.e., M ∼= K ⊗C[z,z−1]

Mglobal.

Other difference rings that we will use are C[z1/n, z−1/n] and O = O(C∗),
the ring of the holomorphic functions on C∗.

Closely related to q-difference equations is the complex Tate curve Eq :=
C∗/qZ. We write pr : C∗ → Eq for the natural map. Theta functions are re-
lated to bothEq and q-difference equations. Put Θ :=

∑
n∈Z q

n(n−1)/2(−z)n.
Then

Θ = d
∏
n>0

(1 − qnz−1) ·
∏
n�0

(1 − qnz) for some constant d �= 0.

The divisor of Θ on C∗ is
∑
n∈Z[qn]. Further −zΘ(qz) = Θ(z) or −zφ(Θ) =

Θ. The latter implies dzz +φ(dΘΘ ) = dΘ
Θ . Moreover, the poles of dΘΘ form the

set qZ. Each pole is simple and has residue 1.

For c ∈ C∗ one defines θc := Θ(cz)
Θ(z) . This function has the property:

c · θc(qz) = θc(z). Moreover, the differential form ωc := dθc

θc
is φ-invariant
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and defines a differential form on Eq. If c �∈ qZ, then ωc has simple poles in
pr(c−1) and 1 = pr(1) with residues 1 and −1. Further ωqc = ωc − dz

z .

1.2. Regular singular difference modules

We recall some classical results (a modern proof is given in [vdP-S1]).
The classification of regular singular modules over K and K̂ are similar and
we restrict our attention to q-difference modules M over K. A difference
module over K is called regular singular if there exists a lattice M0 ⊂ M
over C{z} (i.e., M0 = C{z}e1⊕· · ·⊕C{z}em for some K-basis {e1, . . . , em}
ofM) which is invariant under Φ and Φ−1 (or in later terminology,M is pure
of slope 0). Then M can uniquely be written as K ⊗C V where V is a finite
dimensional vector space over C provided with a linear map A : V → V
such that all its eigenvalues α satisfy |q| < |α| � 1. The action of Φ on this
tensor product is given by Φ(a⊗ v) = φ(a) ⊗A(v), for a ∈ K and v ∈ V .

For a regular singular M we define Mglobal ⊂ M as the set of elements
m such that the C-vector space generated by {Φnm| n � 0} has finite
dimension. Equivalently, m ∈Mglobal, if and only if there exists a non zero
L ∈ C[Φ] such that L(m) = 0. Clearly Mglobal is a C[z, z−1]-submodule.
More precisely,

Lemma 1.1. — Mglobal = C[z, z−1] ⊗C V and consequently the natural
morphism K ⊗C[z,z−1] Mglobal →M is an isomorphism.

Proof. — Suppose that m ∈ M (or even m ∈ K̂ ⊗K M) satisfies
L(m) = 0 with L = Φd + cd−1Φd−1 + · · · + c0 ∈ C[Φ] and c0 �= 0. Write
m =

∑
n>>−∞ zn⊗vn. Then L(m) =

∑
n z
n⊗ (qndAd+ cd−1q

n(d−1)Ad−1 +
· · · + c0)vn. One provides V with some norm. For large |n|, the linear map
qndAd + cd−1q

n(d−1)Ad−1 + · · ·+ c0 is invertible since the norm of either c0
or qndAd is larger than the norm of the remaining part of the linear map.
Thus Mglobal ⊂ C[z, z−1] ⊗ V . The other inclusion is obvious. �

Remarks 1.2. — (1) The unipotent difference module Um over K (or
over K̂) is Um := K ⊗C Cm with Φ(f ⊗ v) = φ(f) ⊗ A(v), where A :
Cm → Cm is the unipotent map which has a unique Jordan block. Any
1-dimensional regular singular difference module has the form E(c) := Ke
with Φ(e) = ce, c ∈ C∗ and one may normalize c such that |q| < |c| � 1.
From the modules {E(c)}|q|<|c|�1 and U2 one constructs every regular sin-
gular module by taking tensor products and direct sums.

(2) Let M be a regular singular module. For any c ∈ C∗, Eigen(Φ, c) ⊂M
denotes the generalized eigenspace for the eigenvalue c. In other words,
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Eigen(Φ, c) consists of the elementsm ∈M such that there exists an integer
N > 0 with (Φ − c)N (m) = 0. From the above one easily concludes that
each Eigen(Φ, c) has finite dimension. Further V = ⊕|q|<|c|�1Eigen(Φ, c)
and Mglobal = ⊕c�=0Eigen(Φ, c).

1.3. The slope filtration

We describe here the slope filtration and give references for more details
and proofs. It is well known that any difference module M over K contains
a cyclic vector. This means that there exists an element e ∈M such that the
homomorphism K[Φ,Φ−1] →M , given by

∑
anΦn �→

∑
anΦn(e), is surjec-

tive (compare Lemma 4.1). ThusM is isomorphic toK[Φ,Φ−1]/K[Φ,Φ−1]L
for some L of the form Φd+ad−1Φd−1+ · · ·+a0, with all ai ∈ K and a0 �= 0.
The difference operator L has a Newton polygon. For completeness we re-
call its definition. Let ord : K̂ → Z ∪ {+∞} denote the order function
on K̂∗ extended by ord(0) = +∞. In R2 one considers the convex hull of⋃d
i=0{(i,−ord(ai) + x2)| x2 � 0}. The finite part of the boundary of this

convex set is the Newton polygon of L.

The module M (over K or over K̂) is called pure if this Newton polygon
has only one slope. As in the case of differential operators, one can factorize
L, viewed as an element of K̂[Φ,Φ−1], according to the slopes in any order
that one chooses. This gives a unique decomposition of K̂ ⊗K M as direct
sum N1 ⊕ N2 ⊕ · · · ⊕ Nr of pure difference modules over K̂ with slopes
λ1 < λ2 < · · · < λr. The rule Φzn = qnznΦ and |q| < 1 imply that the
slope factorization L1 · L2 · · ·Lr of L where Li has slope λi for i = 1, . . . , r
is convergent, i.e., all Li are in K[Φ,Φ−1].

One deduces from this the ascending slope filtration of M by submod-
ules 0 = M0 ⊂ M1 ⊂ M2 ⊂ · · · ⊂ Mr = M such that each Mi/Mi−1 is
pure of slope λi and moreover K̂ ⊗Mi/Mi−1

∼= Ni. The slope filtration is
unique. The graded module gr(M) associated to M is ⊕ri=1Mi/Mi−1. We
note that the above facts on slope filtration are already present in the work
of G.D. Birkhoff, P.E. Guenther and C.R. Adams, see [Bir]. A modern proof
is provided in [Sau3]. The difference module M over K is called split if M is
isomorphic to gr(M) (in other words, M is a direct sum of pure modules).
Fix a direct sum A = ⊕ri=1Ai of pure modules with slopes λ1 < · · · < λr. In
section 3 we will construct a fine moduli space for the equivalence classes of
the pairs (M,f), consisting of a difference module over K and an isomor-
phism f : gr(M) → A.
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1.4. Classification of pure modules over K̂ and K

Let F ⊂ G be a finite extension of difference fields. Let M be a difference
module over G. Then Res(M) (the restriction of M to F ) denotes M ,
considered as a difference module over F . One observes that
dimF Res(M) = [G : F ] · dimGM .

Put K̂n = K̂(z1/n) for any integer n � 1. We apply the above restriction
to the extension K̂ ⊂ K̂n in order to construct all irreducible modules over
K̂. Consider integers t, n with n � 1 and g.c.d.(t, n) = 1 and c ∈ C∗ with
|q|1/n < |c| � 1. Let E(czt/n) := K̂ne denote the difference module over K̂n
given by Φ(e) = czt/ne. Put E := Res(E(czt/n)).

Proposition 1.3 (The irreducible modules over K̂). —
(1) E depends only on t, n, cn.
(2) E is irreducible of dimension n and has slope t/n. The algebra of the
K̂-linear endomorphisms of E, commuting with Φ, is C.
(3) For any irreducible difference module I there are unique t, n and cn with
n � 1, g.c.d.(t, n) = 1 and |q| < |cn| � 1, such that I ∼= Res(E(czt/n)).

Proof. — (1) and (2). E has basis e,Φe, · · · ,Φn−1e over K̂ and thus e
is a cyclic vector for E. The minimal monic polynomial L ∈ K̂[Φ] with
Le = 0 is L = Φn − qt(n−1)/2cnzt. Thus E ∼= K̂[Φ,Φ−1]/K̂[Φ,Φ−1]L and
depends only on t, n, cn. The operator L has slope t/n and degree n. If
L has a non trivial decomposition L1L2, then the Newton polygon of L is
the sum of the Newton polygons of L1 and L2. In particular the Newton
polygon of L contains (at least) three points with integral coordinates. Since
g.c.d.(t, n) = 1, this is not the case and hence L and E are irreducible. We
note that every non zero endomorphism (K̂-linear and commuting with Φ)
of E is bijective. Since C is algebraically closed, this implies that the algebra
of the endomorphisms (K̂-linear and commuting with Φ) of E is C.
(3) Let I be an irreducible difference module, then I is pure and has a
slope t/n with n � 1 and g.c.d.(t, n) = 1. Take a cyclic vector and let
L = Φd + a1Φd−1 + · · · + ad−1Φ + ad be its minimal polynomial (with
d = dim

K̂
I). Then ord(ai)

i � t/n for all i and ord(ad)
d = t/n. It follows that

d is a multiple of n. Now L ∈ K̂[Φ,Φ−1] ⊂ K̂n[Φ,Φ−1] = K̂n[Ψ,Ψ−1] with
Ψ = Φzt/n.
Then L, as operator in Ψ, has slope 0. Hence L has a right hand factor of
degree 1 in Ψ (or in Φ). This means that we have a morphism of q-difference
modules over K̂

I = K̂[Φ,Φ−1]/K̂[Φ,Φ−1]L→ K̂n[Φ,Φ−1]/K̂n[Φ,Φ−1](Φ − a) ,
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for a suitable a ∈ K̂n. This morphism is injective since I is irreducible.
Counting the dimensions over K̂, one finds that d = n and that the mor-
phism is bijective. The right hand side is a one-dimensional difference mod-
ule over K̂n and hence is isomorphic to E(czt/n) for some c ∈ C∗ with
|q|1/n < |c| � 1 (compare [vdP-S1], p. 149-150).

We have to show that an isomorphism between E1 := Res(E(c1zλ1))
and E2 := Res(E(c2zλ2)) implies that λ1 = λ2 and cn1 = cn2 . The first
statement is obvious since λi is the slope of Ei. We write λ1 = λ2 = t/n with
n � 1, (t, n) = 1. Let F : E1 → E2 be an isomorphism. Then F is unique
up to multiplication by a scalar in C∗. Both modules have the structure
of a difference module over K̂n. Consider the map z−1/n ◦ F ◦ z1/n. This
is also an isomorphism between the two difference modules over K̂. Hence
z−1/n ◦ F ◦ z1/n = cF for some c ∈ C∗. Clearly cn = 1. We change the K̂n
structure of the module E(c2zt/n) by applying a suitable automorphism of
K̂n over K̂. Now E(c2zt/n) is changed into E(c3zt/n) with c3 = ζc2 for some
ζ with ζn = 1. Moreover, we have now z−1/n ◦F ◦z1/n = F . Thus E(c1zt/n)
and E(c3zt/n) are isomorphic as difference modules over K̂n. This implies
c1 = c3 since |q|1/n < |c1|, |c3| � 1. �

Remarks 1.4. — (1) We note that Proposition 1.3 extends to the case
where the field C is replaced by any field C (of characteristic 0, with q ∈ C∗

not a root of unity and C not necessarily equal to its algebraic closure
C). This can be formulated as follows. One extends the action of φ on
K := C((z)) to the field

⋃
C((z1/n!)) in the obvious way. This field contains

the algebraic closure K of K. Take a non zero element α ∈ K of degree m
over K and consider the difference module K(α)e given by Φ(e) = αe.
Then K(α)e, viewed as a difference module over K, has dimension m and
is irreducible. It depends only on the Galois orbit of α. Every irreducible
difference module over K is obtained in this way.

(2) Put Kn = K(z1/n). The difference module over K obtained by viewing
Kne with Φe = czt/ne as a difference module over K, will also be denoted
by Res(E(czt/n)).

Corollary 1.5. — Proposition 1.3 remains valid if K̂ is replaced by K.

Proof. — From the slope filtration it follows that an irreducible difference
module over K is pure of some slope t/n. Let Kn denote K(z1/n). The
factorization of L as element of Kn[Ψ,Ψ−1] is valid over Kn, because L is
in this context a regular singular difference operator. �
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Corollary 1.6 (Indecomposable modules). —
(1) Let M be an indecomposable difference module over K̂. Then there are
unique integers t, n, m and cn ∈ C∗ with n,m � 1, g.c.d.(t, n) = 1, |q| <
|cn| � 1 such that M is isomorphic with Res(E(czt/n)) ⊗

K̂
Um.

(2) Let M be an indecomposable pure difference module over K, then there
are unique t, n, m, cn as above such that M ∼= Res(E(czt/n)) ⊗K Um.

Proof. — (1) If the difference module M over K̂ is indecomposable, then
M is pure. The proof of (2) that we will produce can be copied verbatim to
complete the proof of (1).

(2) Let M/K be pure with slope t/n. We will concentrate on the non trivial
case where n > 1. We consider now Kn ⊗K M . This difference module over
Kn has an action of the generator σ of the Galois group of Kn/K defined by
σz1/n = ζz1/n with ζ = e2πi/n. One writes Kn ⊗K M as Kne⊗C V , where
the action of Φ is given by Φ(e ⊗ v) = zt/ne ⊗ Av and where A : V → V
is a C-linear map such that all its eigenvalues α satisfy |q|1/n < |α| � 1.
We note that this presentation of Kn⊗KM is unique. Moreover, the subset
C[z1/n, z−1/n]e ⊗ V consists of the elements f in Kn ⊗K M such that the
C-vector space generated by {(z−t/nΦ)mf | m ∈ Z} has finite dimension.
The vector space e ⊗ V consists of the elements f ∈ Kn ⊗K M such that
there is a monic polynomial L ∈ C[(z−t/nΦ)] with L(f) = 0 and all the roots
α of L satisfy |q|1/n < |α| � 1. Since σ commutes with Φ on Kn ⊗K M one
has that e⊗V is invariant under σ. Hence we can write σ(e⊗v) = e⊗B(v),
where B : V → V is a linear map satisfying Bn = 1. The fact that σ and
Φ commute translates into BAB−1 = ζtA. This induces a decomposition
V = V0 ⊕ V1 ⊕ · · · ⊕ Vn−1 into A-invariant subspaces with the property
B(Vi) = Vi+1 (where we use the cyclic notation Vn = V0).

The submodules of M are in bijection with the submodules of Kn ⊗M
that are invariant under σ. The latter are in bijection with the A-invariant
subspaces W0 of V0. This bijection associates to W0 the σ-invariant sub-
module Kne ⊗C (⊕n−1

i=0 B
iW0). In particular, M is indecomposable if and

only if the action of A on V0 has only one Jordan block. Suppose that
A has this form and let c be the eigenvalue of A on V0, then one has
N ∼= Res(E(czt/n)) ⊗K Um with m = dimV0. �

We note that there are indecomposable difference modules over K not
described in part (2) of Corollary 1.6.

Corollary 1.7. — Let M be a pure difference module over K with slope
t
n where g.c.d.(t, n) = 1 and n > 1. There exists a difference module N

– 672 –



Galois theory of q-difference equations

over Kn such that Res(N) ∼= M . The module N is not unique. A similar
statement holds for pure q-difference modules over K̂.

Definition 1.8. — Mglobal for a pure module M over K.
Suppose that the slope λ of the pure module M over K is an integer. Then
Kf ⊗KM , where Kf is the module defined by Φf = z−λf , is pure of slope
0. It follows that M has a unique finite dimensional C-linear subspace W ,
such that W is invariant under the operator z−λΦ and the restriction A ∈
GL(W ) has the property that every eigenvalue c of A satisfies |q| < |c| � 1.
Moreover, the canonical K-linear map K ⊗W →M is a bijection.

For any C-linear operator L on M and any c ∈ C, one writes Eigen(L, c)
for the generalized eigenspace of L for the eigenvalue c. In other words
Eigen(L, c) =

⋃
s�1 ker((L− c)s,M). With this terminology one has that

W = ⊕c, |q|<|c|�1Eigen(z−λΦ, c) .

One defines Mglobal := C[z, z−1]⊗W = ⊕c∈C∗Eigen(z−λΦ, c). This is a free
C[z, z−1]-submodule of M , invariant under Φ and Φ−1. Thus Mglobal is a
global difference module. Further, the canonical map K⊗C[z,z−1]Mglobal →
M is a bijection.

Now we consider a pure difference module M with slope λ = t/n, where
n � 1, (t, n) = 1. By Corollary 1.7, there exists a module N over Kn such
that M = Res(N). As above, N has a unique finite dimensional C-linear
subspace W invariant under z−λΦ, such that all eigenvalues c of the re-
striction A of z−λΦ to W satisfy |q|1/n < |c| � 1. One defines Mglobal :=
Nglobal = C[z1/n, z−1/n]⊗W . Thus Mglobal = ⊕c∈C∗Eigen(z−λΦ, c). As be-
fore,Mglobal is a global difference module and the canonical mapK⊗C[z,z−1]

Mglobal →M is an isomorphism.

In order to see that the definition of Mglobal does not depend on the
choice of N one considers the operator (z−λΦ)n = qαz−tΦn, where α
is some rational number. It follows that Mglobal is also equal to ⊕c∈C∗

Eigen(z−tΦn, c). This expression is clearly independent of the choice of N .
Thus we can formulate the definition of Mglobal ⊂ M for a pure module
over K of slope λ = t/n with n � 1, g.c.d.(t, n) = 1 by the statement:
The following properties of m ∈M are equivalent.
(1) m ∈Mglobal.
(2) The C-vector space generated by {(z−tΦn)sm |s � 0} has finite dimen-
sion.
(3) There exists a L ∈ C[T ], L �= 0 such that L(z−tΦn)(m) = 0.
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The main technical difficulties in this paper arise from pure modules M
with non integer slope λ = t/n. There are two methods to handle these. The
first one (Corollary 1.7) is to write M = Res(N) for some difference module
N over Kn. The second one, used in the proof of Corollary 1.6, replaces M
by Kn ⊗M provided with the action of the Galois group of Kn/K. Both
methods have their good and weak points. Now we develope the second
method in more detail. The main idea is to replace a pure differential module
N over K by M = K∞ ⊗K N with decent data D. Here K∞ denotes the
algebraic closure ofK. With this method one can more easily describe tensor
products of pure modules over K.

1.4.1. Pure difference modules over K∞ with descent data

K∞ denotes the algebraic closure of K and Gal denotes the Galois group
of K∞/K. Let M be a difference module over K∞. Descent data D for M
means a map σ ∈ Gal �→ D(σ) satisfying:
D(σ) is a σ-linear bijection on M , D(σ) commutes with Φ,
D(σ1)D(σ2) = D(σ1σ2) and the stabilizer of any m ∈ M , i.e., the group
{σ ∈ Gal | D(σ)m = m}, is an open subgroup of Gal.

One associates to a difference module N over K the module M := K∞⊗
N with descent data given by D(σ)(f ⊗ n) = σ(f) ⊗ n for all f ∈ K∞ and
n ∈ N . This induces a functor from the category of the difference modules
over K to the category of the difference modules over K∞ provided with
descent data.

Proposition 1.9. — N �→ (K∞⊗N,D) is an equivalence of Tannakian
categories.

Proof. — The essential thing to prove is that any pair (M,D) is isomor-
phic to (K∞ ⊗N,D) for some difference module N over K.

Take a basis e1, . . . , er of M over K∞. Let the open subgroup H :=
{σ ∈ Gal | σ(ej) = ej for all j} have index m in Gal. Then KH∞ = Km and
MH = Kme1 + · · · + Kmer. The cyclic group Gal/H = Gal(Km/K) acts
on MH . This action induces an element of H1(Gal(Km/K),GL(r,Km)).
By Hilbert 90, this cohomology set is trivial. It follows that MH contains
a basis f1, . . . , fr over Km, consisting of Gal-invariant elements. Now N :=
Kf1⊕· · ·⊕Kfr is equal to MGal and the natural map K∞⊗KN →M is an
isomorphism. Since Φ commutes with the action of Gal, one has Φ(N) = N .
Thus N is a difference module over K and clearly induces the pair (M,D).
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The tensor product of two pairs (M1, D1), (M2, D2) is defined as
(M1 ⊗K∞ M2, D1 ⊗D2). We note that the tensor product D1(σ)⊗D2(σ) of
two σ-linear maps makes sense. It is easily seen that the above equivalence
respects tensor products. �

For a pure difference module N over K of slope λ, the module M =
K∞ ⊗N is also pure with slope λ and has the form K∞ ⊗C V , where V is
a finite dimensional C-vector space provided with an element A ∈ GL(V ).
The action of Φ on M is given by Φ(f ⊗ v) = zλφ(f) ⊗A(v).

The subspace V is not unique. By changing V , the eigenvalues of A are
multiplied by arbitrary, rational powers of q. We normalize A and V as
follows.

Choose a Q-linear subspace L ⊂ C such that L ⊕ Q = C. One requires
that every eigenvalue c of A has the form e2πi(a0(c)+a1(c)τ) with a0(c), a1(c) ∈
R and a1(c) ∈ L.

After this normalization the subspace V of M is unique. Indeed, V is
the direct sum of the kernels of (z−λΦ − c)s with s >> 0 and c ∈ C∗ with
a1(c) ∈ L.

We note that the use of this subspace L is somewhat artificial. It can
be avoided at the cost of verifying that formulas that we will produce are
independent of certain choices.

One observes that V is invariant under D(σ) for all σ ∈ Gal. The group
Gal is identified with Ẑ and the action of Gal is expressed by σ(zλ) =
e2πiλσzλ. For the operators A and D(σ), restricted to V , one finds the
equality AD(σ) = e2πiλσD(σ)A. Thus we have associated to a pure differ-
ence module N over K a tuple data(N) := (λ, V,A, {D(σ)}) with

• λ ∈ Q.

• V a vector space over C of finite dimension.

• A ∈ GL(V ) with eigenvalues in the subgroup
{c = e2πi(a0(c)+a1(c)τ)|a0(c) ∈ R, a1(c) ∈ L} of C∗.

• a homomorphism σ ∈ Gal ∼= Ẑ �→ D(σ) ∈ GL(V ) satisfying
AD(σ) = e2πiλσD(σ)A.

On the other hand an object (λ, V,A, {D(σ)}) as above defines a pure
module N over K of slope λ in the following way. Consider M := K∞ ⊗ V
with Φ given by Φ(f ⊗ v) = zλφ(f) ⊗A(v) and with descent data given by
D(σ)(f ⊗ v) = σ(f) ⊗D(σ)v. Then N := MGal.
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Consider a morphism f : N1 → N2, f �= 0 between pure modules. Then
N1, N2 have the same slope λ and f induces a morphism from data(N1) to
data(N2), i.e., a linear map F between the two C-vector spaces equivariant
for the maps of the data. On the other hand, a C-linear map F , equivariant
for the maps of the data, comes from a unique morphism f : N1 → N2.

Thus N �→ data(N) is an equivalence between the category of the pure
modules over K and the category of tuples (λ, V,A, {D(σ)}) defined above.
One observes the following useful properties.

For pure difference modules Ni with data(Ni) = (λi, Vi, Ai, {Di(σ)}) for
i = 1, 2 one has the nice formula
data(N1 ⊗N2) = (λ1 + λ2, V1 ⊗ V2, A1 ⊗A2, {D1(σ) ⊗D2(σ)}).

Let the pure modules N have data(N) = (λ, V,A, {D(σ)}). Then the
dual module N∗ has data (−λ, V ∗, B, {E(σ)}), where V ∗ is the dual of V ;
B = (A−1)∗ and E(σ) = (D(σ)−1)∗.

The Φ-equivariant pairing N × N∗ → K, given by (n, 5) �→ 5(n) ∈ K
translates for the data of N and N∗ into the usual pairing V × V ∗ → C,
given by (v, 5) �→ 5(v) ∈ C. This pairing is equivariant with respect to the
prescribed actions on V and V ∗.

2. Vector bundles and q-difference modules

We recall that O denotes the algebra of the holomorphic functions on
C∗ and that a difference module M over O is a left module over the ring
O[Φ,Φ−1], free of some rankm <∞ over O. Further pr : C∗ → Eq := C∗/qZ

denotes the canonical map. One associates to M the vector bundle v(M) of
rankm on Eq given by v(M)(U) = {f ∈ O(pr−1U)⊗OM | Φ(f) = f}, where,
for any open V ⊂ C∗,O(V ) is the algebra of the holomorphic functions on V .

On the other hand, let a vector bundle M of rankm on Eq be given. Then
N := pr∗M is a vector bundle on C∗ provided with a natural isomorphism
σ∗qN → N , where σq is the map σq(z) = qz. One knows that N is in
fact a free (or trivial) vector bundle of rank m on C∗ (see [For], p. 204).
Therefore,M , the collection of the global sections of N , is a free O-module of
rank m provided with an invertible action Φ satisfying Φ(fm) = φ(f)Φ(m)
for f ∈ O and m ∈ M . It is easily verified that the above describes an
equivalence v of tensor categories.

The equivalence v extends to an equivalence between the left O[Φ,Φ−1]-
modules which are finitely generated as O-module and the coherent sheaves
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on Eq. This is an equivalence of Tannakian categories.

By an admissible difference module over O we will mean a left O[Φ,Φ−1]-
module which is a direct limit of left O[Φ,Φ−1]-modules of finite type over
O. The equivalence v extends to a Tannakian equivalence between category
of the admissible difference modules over O and the category of the quasi-
coherent sheaves on Eq.

Lemma 2.1. — There are isomorphisms ker(Φ−1,M) → H0(Eq, v(M))
and coker(Φ−1,M) → H1(Eq, v(M)) between these functors defined on the
category of the admissible difference modules M over O.

Proof. — The isomorphism ker(Φ− 1,M) → H0(Eq, v(M)) follows from
the definition of v. Let v−1 denote the ‘inverse’ of the functor v. Then M �→
ker(Φ − 1, v−1(M)) is canonically isomorphic to M �→ H0(Eq,M). One
observes that an exact sequence 0 → M1 → M2 → M3 → 0 of admissible
difference modules over O induces (by the snake lemma) an exact sequence

0 → ker(Φ − 1,M1) → ker(Φ − 1,M2) → ker(Φ − 1,M3) →

coker(Φ − 1,M1) → coker(Φ − 1,M2) → coker(Φ − 1,M3) → 0 .

From this it easily follows that the first right derived functor of the functor
M �→ ker(Φ−1,M), on the category of admissible modules over O, is equal
to coker(Φ−1,M). Now the second isomorphism of functors follows. �

Examples 2.2. — (1) Consider M = Oe with Φ(e) = e. Then v(M)
is the structure sheaf OEq of Eq. Any element in m ∈ M can be written
uniquely as m =

∑
n∈Z anz

ne. Then (Φ − 1)m =
∑
n∈Z(qn − 1)anzne. One

observes that ker(Φ − 1,M) = Ce and that coker(Φ − 1,M) is represented
by Ce. This illustrates Lemma 2.1.

(2) Consider difference module M = Oe with Φe = ce and c ∈ C∗, |q| <
|c| � 1. If c �= 1, then θce is a meromorphic section of v(M) with divisor
−pr(c−1) + pr(1). One concludes that v(M) ∼= OEq

(pr(c−1) − pr(1)). Thus
one finds all line bundles of degree 0 on Eq in this way.

(3) Consider the difference module M := Oe with Φe = (−z)e. There is
a Φ-invariant element, namely Θe. This is a global section of v(M). The
cokernel of the morphism OEq → v(M), given by 1 �→ Θe, is a skyscraper
sheaf with support {1} and stalk C at that point. Indeed, the function Θ
has simple zeros at qZ. One concludes that v(M) ∼= OEq ([1]). Using tensor
products one obtains that the line bundle v(M), with M = Oe, Φe = czte,
has degree t. Moreover every line bundle on Eq is obtained in this way.
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(4) Let M = O/OΘ with the Φ-action induced by the usual one of O. Then
v(M) is the skyscraper sheaf on Eq with support {1} and with stalk C at
that point.

We recall that a split difference module M over K is a direct sum of pure
modules Mi. The global module Mglobal over C[z, z−1] associated to M is
by definition the direct sum of the global modules (Mi)global. A morphism
f : M → N between split modules is easily seen to be the direct sum of
morphisms between the pure components of M and N . In particular f maps
Mglobal to Nglobal.

One associates to a split difference module M the difference module
O⊗C[z,z−1]Mglobal and, by Lemma 2.1, a vector bundle on Eq. For notational
convenience we write again v(M) for this vector bundle. In this way we
obtain a functor v from the category of the split difference modules over K
to the category of vector bundles on Eq. One observes that Hom(M1,M2) →
Hom(v(M1), v(M2)) is C-linear and injective. Moreover, one easily sees that
v preserves tensor products.

Theorem 2.3. — The functor v from the category of the split difference
modules over K to the category of the vector bundles on Eq is bijective on
isomorphy classes of objects. This bijection respects tensor products.

Proof. — We have to show that v induces a bijection between the iso-
morphy classes of the indecomposable objects in the two categories. We
start by proving that for an indecomposable pure difference module M the
corresponding vector bundle v(M) is indecomposable.

From Examples 2.2 one concludes that v provides a bijection between
the isomorphy classes of the difference modules of dimension 1 over K and
the isomorphy classes of all line bundles on Eq.

By Corollary 1.6, an indecomposable pure difference module has the
form M = Res(E(czt/n)) ⊗ Um, with unique n � 1, (t, n) = 1, m � 1 and
cn such that |q| < |cn| � 1. The vector bundle v(M) has clearly rank nm.
The exterior product ΛnmM is equal to Kf with Φf = sztmf for some
s ∈ C∗. Thus v(M) has degree tm. The case nm = 1 has been treated above
and we suppose now nm > 1.

One can present Mglobal as C[z1/n, z−1/n]⊗W , with W a C-linear space
of dimension m and Φ given by Φ(1⊗w) = czt/n⊗U(w) where U is a unipo-
tent map with minimal polynomial (U − 1)m = 0. Then O⊗C[z,z−1] Mglobal
can be represented as Hn ⊗W , where Hn consists of the convergent Lau-
rent series in z1/n. Thus Hn consists of the expressions

∑+∞
k=−∞ akz

k/n with
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lim|k|→∞ |ak|1/|k| = 0. One provides W with some norm ‖ ‖. The elements
of Hn ⊗W have the form

∑+∞
k=−∞ zk/n ⊗ wk with lim|k|→∞ ‖wk‖1/|k| = 0.

Then Φ acts on Hn ⊗W by

Φ(
∑

zk/n ⊗ wk) =
∑

qk/nzk/nczt/n ⊗ U(wk) .

Write Ψ = z−tΦn. Then

Ψ(
∑

zk/n ⊗ wk) =
∑

zk/n ⊗ dqkUn(wk), with d = cnqt(n−1)/2 .

For each k, the vector space zk/n⊗W is invariant under Ψ and this operator
has eigenvalues qkd on this vector space. One concludes from this that the
subset Mglobal ⊂ Hn⊗W consists of the elements fe such that there exists a
non zero polynomial L ∈ C[T ] with L(Ψ)(fe) = 0. This has as consequence
that every O-linear endomorphism A of O⊗C[z,z−1]Mglobal, commuting with
Φ, is the O-linear extension of a unique C[z, z−1]-linear endomorphism B
of Mglobal commuting with Φ.

A direct sum decomposition of v(M) induces a O-linear endomorphism
A of O⊗C[z,z−1]Mglobal commuting with Φ and such that A2 = A. The cor-
responding B induces a direct sum decomposition of Mglobal, contradicting
that M is indecomposable. Thus v(M) is indecomposable. A similar rea-
soning proves that for indecomposable M1,M2 the relation v(M1) ∼= v(M2)
implies that M1

∼= M2. In this way we have found a collection of inde-
composable vector bundles on Eq. That we have found all of them follows
at once from the classification given in [At], Theorem 10. Indeed, Atiyah
constructs a certain indecomposable vector bundle of rank r and degree d,
called EA(r, d). Let h = (r, d). Then every indecomposable vector bundle
of rank r and degree d has the form L ⊗ EA(r, d) with L a line bundle of
degree 0. This L is unique up to multiplication with a line bundle N such
that N⊗r/h is the trivial line bundle. �

The final part of the proof of Theorem 2.3 depends on [At]. We present
now a proof which only uses a simple result of this paper, namely Lemma
11, formulated as follows:
Let W be an indecomposable vector bundle of rank m and degree 0 on an
elliptic curve E, then W = L ⊗W ′, with L a line bundle of degree 0 and
such that the indecomposable W ′ has a sequence of subbundles 0 = W ′

0 ⊂
W ′

1 ⊂ · · · ⊂ W ′
m = W ′ such that each quotient W ′

i+1/W
′
i is isomorphic

to OE .

Proof. — V is an indecomposable vector bundle on Eq, rank nm and
degree tm with n,m � 1, g.c.d.(t, n) = 1. As before we consider pr : C∗

z →
Eq = C∗

z/q
Z. The index z means that we use z as variable on this copy
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of C∗. Write M := H0(C∗, pr∗(V )). It suffices to produce a C[z, z−1]-su-
bmodule M0 ⊂ M , invariant under Φ and Φ−1, such that the natural map
O ⊗C[z,z−1] M0 →M is bijective and K ⊗C[z,z−1] M0 is a pure module.

Let β : C∗
s → C∗

z be given by s �→ sn = z (or by s = z1/n). Define
the elliptic curve E by γ : C∗

s → E := C∗
s/(q

1/n)Z. There is an induced
morphism of α : E → Eq, of degree n, such that α ◦ γ = pr ◦ β.
The map α is an unramified cyclic covering of degree n. Let σ denote a
generator of the automorphism group of this covering. One can take for σ
the automorphism of C∗

s → C∗
z, given by s �→ e2πi/ns. The last map will

also be called σ.

The vector bundle α∗V on E has rank nm and degree tnm. Then α∗V
is a direct sum of indecomposable vector bundles W1 ⊕ · · · ⊕Wr on E. Let
W1,W2, . . . ,Wr′ with r′ � r be all the Wi which have the same rank and
degree as W1. The direct sum W1 ⊕ · · · ⊕Wr′ is invariant under the action
of σ∗. Since V is indecomposable, one has r′ = r. Thus all Wi have the
same rank and degree. It follows that OE(−t[1E ]) ⊗ α∗V is the direct sum
of indecomposable vector bundles W ′

i on E of degree 0 and rank nm/r.

Using Lemma 11 of [At], we conclude that the difference module H :=
H0(C∗

s, γ
∗W ′

i ) over O(C∗
s) has a sequence of submodules 0 = H0 ⊂ · · · ⊂

Hnm/r = H such that each quotient has the form O(C∗
s)e with Φe = e. Thus

H has a basis e1, . . . , emn/r over O(C∗
s) such that the matrix of Φ w.r.t. this

basis is upper triangular and all its diagonal entries are 1. One easily verifies
that a base change turns this matrix into a matrix with constant coefficients.

The difference module over O(C∗
s) associated to OE(t[1E ]) has the form

O(C∗
s)e with Φe = cste for some constant c. By taking the tensor prod-

uct with this module and direct sums, we conclude that the difference
module N over O(C∗

s), associated to γ∗α∗V = β∗pr∗V , has a basis for
which the matrices of Φ and Φ−1 have coefficients in C · sZ. In particu-
lar, there is a C[s, s−1]-module N0 of N , invariant under Φ and Φ−1, such
that O(C∗

s) ⊗C[s,s−1] N0 = N . This submodule is, by construction, invari-
ant under the action of σ. Therefore the C[z, z−1]-module M0 := Nσ0 is
finitely generated and invariant under the actions of Φ and Φ−1. Moreover
O(C∗

z) ⊗C[z,z−1] M0 = Nσ = M and K ⊗C[z,z−1] M0 is pure. �

Remarks 2.4. — Tensor products of pure difference modules over K.
One rediscovers Part III of [At] (for the base field C) by using Theorem 2.3
and some calculations for difference modules. We will give some results.

(1) The indecomposable vector bundle corresponding to Um is called Fm in
[At]. The tensor product Ua ⊗ Ub corresponds to the tensor product of two
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unipotent operators A,B on vector spaces V,W of dimensions a, b, having
each only one Jordan block. One can find a decomposition of the unipotent
operator A ⊗ B ∈ GL(V ⊗W ) as a direct sum of Jordan blocks. This will
produce the formulas in [At], Theorem 8 and our method is close to the
remarks [At], p. 438-439.

(2) Consider the module (Kne,Φe = czt1/n1e) with (t1, n1) = 1 and n =
dn1 with d > 1. We note that c is determined up to an element of µn1 ×
qZ/n, where µk denotes the group of the kth roots of unity. This module
decomposes as the direct sum of the irreducible modules (Kn1ej ,Φej =
qj/nczt1/n1ej) for j = 0, . . . , d−1. A change of c will permute these modules.

(3) Mi := (Kni
ei,Φei = ciz

ti/niei) for i = 1, 2 with (ti, ni) = 1. Let d =
(n1, n2) and n = n1n2

d . We note that ci is determined up to an element in
µni×qZ/ni . Write t1/n1+t2/n2 = t3/n3 with (t3, n3) = 1 and n = kn3. Then
M1⊗M2 is the direct sum of (Knfj ,Φfj = ζjc1c2z

t3/n3fj) for j = 0, . . . , d−1
and suitable nth roots of unity ζj . Each term has a further decomposition,
according to (2), if k > 1.

(4) M = (Kne,Φe = czt/ne) with (t, n) = 1. The dual M∗ is equal to
(Kne∗,Φe∗ = c−1z−t/ne∗). Further M ⊗M∗ is the direct sum of the n2

difference modules (Kes,t,Φes,t = qs/ne2πit/nes,t) with 0 � s, t < n. This
corresponds to the direct sum of all line bundles L of order dividing n.

(5) The homomorphism Hom(M1,M2) → Hom(v(M1), v(M2)), whereM1,M2

are split modules over K, is in general not surjective. Indeed, the category
of the split difference modules over K is Tannakian and the category of the
vector bundles on Eq is not even an abelian category.

Theorem 2.5. — Let M be a pure difference module over K with slope
λ < 0. The maps
(1) coker(Φ − 1,Mglobal) → coker(Φ − 1, O ⊗C[z,z−1] Mglobal)
(2) coker(Φ − 1,Mglobal) → coker(Φ − 1,K ⊗C[z,z−1] Mglobal)
are isomorphisms. Moreover, coker(Φ − 1,Mglobal) is canonical isomorphic
to H1(Eq, v(M)) and has dimension −λ · dimKM over C.

Before starting the technical proof we study the simplest example:

Mglobal = C[z, z−1]e with Φe = z−1e .

An element of O ⊗Mglobal = Oe has the form
∑
anz

ne. By Examples 2.2,
v(O ⊗Mglobal) = OEq (−[1]) and by Lemma 2.1, one has ker(Φ − 1, O ⊗
Mglobal) = H0(Eq, OEq

(−[1])) = 0. Consider the equation

(Φ − 1)
∑

anz
ne =

∑
(an+1q

n+1 − an)zne =
∑

bnz
ne ,
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for a given
∑
bnz

ne ∈ Oe. There is at most one solution. If there is a solution
then its coefficients satisfy the recurrence an+1q

n+1 − an = bn which can
also be written as

an+1q
(n+2)(n+1)/2 − anq

(n+1)n/2 = bnq
(n+1)n/2 .

Summation of these recurrences over all n ∈ Z implies
∑
bnq

(n+1)n/2 = 0.

On the other hand, the condition
∑
bnq

(n+1)n/2 = 0 leads to a formula
an :=

∑∞
s=n−bsq(s+1)s/2−(n+1)n/2. One easily verifies that this infinite sum

converges, that the series
∑
anz

ne belongs to Oe and solves the equation.
If, moreover,

∑
bnz

ne ∈ C[z, z−1]e = Mglobal, then also
∑
anz

ne lies in
Mglobal. This proves part (1) of Theorem 2.5 for this example.

Proof. — (1) Let −t/n < 0, with t, n � 1, g.c.d.(t, n) = 1, be the slope of
M . Then Mglobal can be written as C[z1/n, z−1/n]⊗CW with Φ action given
by Φ(f⊗w) = z−t/nφ(f)⊗A(w) for some A ∈ GL(W ). Then O⊗Mglobal can
be written as On⊗CW , where On consists of the convergent Laurent series
in z1/n. The action of Φ is again given by Φ(f ⊗ w) = z−t/nφ(f) ⊗ A(w).
Consider the equation

(Φ−1)(
∑
k∈Z

zk/n⊗xk) =
∑
k∈Z

zk/n⊗ (q(k+t)/nA(xk+t)−xk) =
∑
k∈Z

zk/n⊗wk,

where the given series
∑
zk/n⊗wk is either finite or convergent. This yields

recurrence relations for the xk. Write k = k0 + st with k0 ∈ {0, 1, . . . , t− 1}
and s ∈ Z. The recurrence relations are

q(k0+(s+1)t)/nA(xk0+(s+1)t) − xk0+st = wk0+st

for k0 ∈ {0, 1, . . . , t− 1}, s ∈ Z.

Put m(k0, s) = sk0
n + s(s+1)t

2n . Then the recurrences can be rewritten as

qm(k0,s+1)As+1(xk0+(s+1)t) − qm(k0,s)As(xk0+st) = qm(k0,s)As(wk0+st) .

Suppose that there exists a convergent solution
∑
zk/n⊗ xk, then, for each

k0, the sum over all s ∈ Z of the left hand side is 0. Thus a necessary
condition for the existence of a convergent solution is∑

s∈Z

qm(k0,s)As(wk0+st) = 0 for k0 = 0, 1, . . . , t− 1 .

This condition is also sufficient for the existence of a convergent solution.
Indeed, the recurrences and the above condition on the coefficients {wk0+st}

– 682 –



Galois theory of q-difference equations

lead to the formula

xk0+st =
∞∑
a=s

−qm(k0,a)−m(k0,s)Aa−s(wk0+st) .

The possibly infinite sum in this formula converges and one can verify that
the resulting series

∑
zk/n⊗xk lies in On⊗W and solves the above equation.

If there are ony finitely many wk �= 0 and the above condition is satisfied,
then the unique solution

∑
k z
k ⊗ xk has only finitely many xk �= 0. From

this observation statement (1) follows.
The proof of (2) is similar. Lemma 2.1 and the above computation yield a
proof of the last statement of the theorem. �

2.6 (Canonical representatives for coker(Φ − 1,Mglobal)). —
Let M be a pure difference module over K with slope −t/n and n, t � 1,
g.c.d.(t, n) = 1. As in the proof of Theorem 2.5, one writes Mglobal =
C[z1/n, z−1/n] ⊗W with Φ action given by Φ(f ⊗ w) = z−t/nφ(f) ⊗ A(w).
One requires that |q|1/n < |c| � 1 for every eigenvalue of A. This makes the
presentation unique.

Define W+ := (C1 + Cz1/n + · · · + Cz(t−1)/n) ⊗W . We claim that

W+ → coker(Φ − 1,Mglobal) is a bijection.

Indeed, write w+ ∈W+ as w+ =
∑t−1
i=0 z

i/n⊗wi. Then w+ lies in the image
of Φ−1 if and only if for all k0 ∈ {0, 1, . . . , t−1} one has

∑
s∈Z q

m(k0,s)wk0+st
= 0. This implies that w+ = 0. Hence W+ → coker(Φ − 1,Mglobal) is
injective. Since both spaces have dimension t ·dimW , the map is a bijection.

For any C-linear operator T on M , one writes Eigen(T, c) for the gen-
eralized eigenspace of T for the eigenvalue c ∈ C. Thus Eigen(T, c) =⋃
s�1 ker((T − c)s,M). With this notation one observes that

W+= ⊕|q|t/n<|c|�1Eigen(zt/nΦ, c) and W+= ⊕|q|t<|c|�1Eigen((zt/nΦ)n, c) .

We write Repr(Mglobal) or Repr(M) for the vector space W+ of repre-
sentative of coker(Φ − 1,M). We note that Repr(M) does not depend on
the choice of the module N over Kn with M = Res(N).

M �→ Repr(M) has some functorial properties, namely:

A morphism f : M1 →M2 between pure modules of the same negative slope
maps Repr(M1) to Repr(M2).
This follows easily from the second description of W+.
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Let M1,M2 denote pure modules of slopes λ1, λ2 < 0. Then
Repr(M1) ⊗C Repr(M2) is mapped to Repr(M1 ⊗M2) ⊂M1 ⊗M2.

The proof goes as follows. The pure moduleM3 := M1⊗KM2 has slope λ3 =
λ1+λ2. Choose an integer n � 1 such that nλ1, nλ2 ∈ Z. For each i = 1, 2, 3,
the vector space Repr(Mi) is equal to ⊕|q|−nλi<|c|�1Eigen((z−λiΦ)n, c). The
statement that we want to prove follows from (zλiΦ)n=q−λin(n−1)/2z−nλiΦn

and the observation that q−λ3n(n−1)/2z−nλ3Φn(w1 ⊗ w2) equals

q−λ1n(n−1)/2z−nλ1Φn(w1) ⊗ q−λ2n(n−1)/2z−nλ2Φn(w2)

for w1 ∈ Repr(M1), w2 ∈ Repr(M2).

There is a second method, based on subsection 1.4.1, to define a subspace
of representatives for coker(Φ − 1, N) with N pure of slope λ < 0. Let
data(N) = (λ, V,A, {D(σ)}) and K∞ ⊗N = K∞ ⊗C V . Then

V + :=
∑

s∈Q, 0�s<−λ

zs ⊗ V

can be seen to be a vector space of representative for coker(Φ−1,K∞⊗V ).
This set of representatives is invariant under the action of Gal and therefore
Repr∗(N) := (V +)Gal (depending on the choice of L ⊂ C) is a C-subspace
of Nglobal representing coker(Φ − 1, N). Again N �→ Repr∗(N) has the
same functorial properties as M �→ Repr(M). However the behaviour of
Repr∗(N) with respect to tensor products is more transparent.

3. Moduli spaces for q-difference equations

For a difference module M over K we consider again the slope filtra-
tion 0 = M0 ⊂ M1 ⊂ · · · ⊂ Mr. One associates to M the graded module
gr(M) := ⊕ri=1Mi/Mi−1. The aim is to produce a moduli space for the col-
lection of all q-difference modules over K with a fixed gr(M). This problem
is the theme of [R-S-Z]. As Ch. Zhang has remarked, the problem is already
present in a paper of G. Birkhoff and P.E. Guenther, see [Bir]. Here we treat
the general case (i.e., arbitrary, rational slopes).

Fix a split difference module S = P1 ⊕ P2 ⊕ · · · ⊕ Pr (with r � 2)
over K such that each Pi is pure of slope λi and λ1 < λ2 < · · · < λr.
One considers the pairs (M,f) consisting of a difference module over K
and an isomorphism f : gr(M) → S. Two pairs (M(i), f(i)), i = 1, 2 are
called equivalent if there exists an isomorphism f : M(1) → M(2) such
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that gr(M(1))
gr(f)→ gr(M(2))

f(2)→ S coincides with f(1). One wants to give
the collection of equivalence classes a structure of algebraic variety over C.
A naive, but useful way is to produce in every equivalence class a unique
representative (M,f). Our aim is to define a moduli functor F and to find
a fine moduli space for F .

It is useful to give another formulation for the pairs (M,f). Let U be
the group of the K-linear maps u : S → S such that u respects the filtration
P1 ⊂ P1 ⊕ P2 ⊂ · · · ⊂ S of S and moreover gr(u) = id. Let Φ = ΦS denote
the given action on S. For any u ∈ U one defines the q-difference module M
by M := S provided with a new Φ-action, namely uΦ. Let F+(C) denote
the set of all actions {uΦ}. Two actions u1Φ and u2Φ are equivalent if
there exists an a ∈ U such that u1Φa = au2Φ. Let F(C) denote the set of
equivalence classes. We note that this coincides with the set of equivalence
classes for the pairs {(M,f)}.

For any C-algebra R (i.e., commutative and with a unit element) one de-
fines U(R) as the set of the R⊗CK-linear maps u from R⊗CS to itself such
u respects the filtration R⊗C P1 ⊂ R⊗C (P1 ⊕P2) · · · ⊂ R⊗C S and more-
over gr(u) = id. Further F+(R) denotes the set of all actions {uΦ} with
u ∈ U(R) on R ⊗C S. As before, two actions u1Φ and u2Φ are equivalent
if there exists an a ∈ U(R) such that a−1u1ΦaΦ−1 = u2. The set of equiv-
alence classes is denoted by F(R). Thus we obtain a covariant functor F
defined on the category of the C-algebras. One can view F as a contravariant
functor on affine schemes over C and extend F to a contravariant functor
from C-schemes to the category of sets. Our aim is to show that F is repre-
sentable by a certain C-algebra, or in other terms by an affine scheme over
C. It will turn out that the scheme representing F is in fact ANC for some N .

Example 3.1. — S = P1 ⊕ P2, with pure modules P1, P2 of slopes
λ1 < λ2.
Any element in U has the form u = 1 + u1,2 with u1,2 : P2 → P1 a K-linear
map. Further v := a−1uΦaΦ−1 satisfies v1,2 = u1,2 − a1,2 + Φ(a1,2). Here
Φ(a1,2) denotes the action of Φ on the element a1,2 of the pure module
B := HomK(P2, P1) = P ∗

2 ⊗P1. The map B → F(C) yields an isomorphism
coker(Φ − 1, B) → F(C).

For any C-algebra R, one obtains in the same way one isomorphism
coker(Φ − 1, R ⊗C B) → F(R). In 2.6, one has defined the C-vector space
Repr(B) ⊂ Bglobal ⊂ B of representatives for coker(Φ − 1, B). One intro-
duces the functor Fo by Fo(R) = R ⊗C Repr(B). One obtains an isomor-
phism of functors Fo(R) → F(R).

The finite dimensional C-vector space Repr(B) is seen as complex alge-
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braic variety. Its algebra of regular functions O(Repr(B)) is the symmetric
algebra of Repr(B)∗. Then

HomC−algebra(O(Repr(B)), R) = HomC−vectorspace(Repr(B)∗, R) = Repr(B)⊗R .

Thus Fo and F are represented by O(Repr(B)). In terms of schemes, F is
represented by Repr(B), seen as affine space over C. We note that Repr(B)
is in fact the C-vector space Ext1(P2, P1), where P1, P2 are seen as left
K[Φ,Φ−1]-modules. The universal family is made explicit in the following
examples.

(1) Pi = Kei for i = 1, 2 and Φe1 = e1, Φe2 = zte2. Then the universal
family is K[x0, . . . , xt−1]e1 + K[x0, . . . , xt−1]e2 with Φ given by Φe1 = e1
and Φe2 = zte2 + (x0 + x1z + · · · + xt−1z

t−1)e1.

(2) P1 = Res(Kne1) with Φe1 = z−t/ne1, t, n � 1, g.c.d.(t, n) = 1 and
P2 = Ke2 with Φe2 = e2. The universal family is:
Kn[x0, . . . , xt−1]e1 +K[x0, . . . , xt−1]e2 with Φ given by Φe1 = z−t/ne1 and
Φe2 = e2 + (x0 + x1z

1/n + · · · + xt−1z
(t−1)/n)e1.

Theorem 3.2. — Let S = P1 ⊕· · ·⊕Pr be a direct sum of pure modules
with slopes λ1 < · · · < λr. The functor F associated to S is represented by
a free polynomial ring over C in N :=

∑
i<j(λj − λi) · dimK Pi · dimK Pj

variables. Equivalently, F , seen as a contravariant functor from C-schemes
to sets, is represented by the affine space ANC .

Proof. — We will use induction with respect to r. The case r = 2 is dealt
with in Example 3.1. Take r = 3. Write F1,2,3 for the functor associated
to P1 ⊕ P2 ⊕ P3. Further F1,2, F2,3,F1,3 are the functors associated to
P1 ⊕ P2, P2 ⊕ P3, P1 ⊕ P3. There is a morphism of functors T : F1,2,3 →
F1,2×F2,3. An element of F1,2,3(R), represented by a filtration M1 ⊂M2 ⊂
M3, is mapped to the pair of equivalence classes ([M1 ⊂ M2], [M2/M1 ⊂
M3/M1]) in F1,2(R)×F2,3(R). We claim that F1,2,3 is a trivial torsor over
G := F1,2×F2,3 for the algebraic group F1,3. In other words, we will produce
an action m, functorial in R,

m : F1,3(R) ×F1,2,3(R) → F1,2,3(R) ,

such that the map (g, h) �→ (m(g, h), h) from F1,3(R)×F1,2,3(R) to the fibre
product F1,2,3(R)×G(R)F1,2,3(R) is a bijection. We note that this definition
becomes the usual one, after introducing the algebraic group (F1,3)G over
G, by the formula (F1,3)G(R) = F1,3(R) × G(R) .
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The triviality of the torsor means that there is an isomorphism of func-
tors F1,3 × (F1,2 × F2,3) → F1,2,3 compatible with T . The last statement
and the case r = 2 imply the theorem for the case r = 3.

We represent, as before, an element of F1,2,3(R) as an equivalence class
of actions uΦ on S with u ∈ U(R). Let ∼ denote the equivalence relation on
U(R), given by u1 ∼ u2 if there exists an a ∈ U(R) with a−1u1ΦaΦ−1 = u2.
Then U(R)/ ∼ identifies with F1,2,3(R). Let U ′(R) denote the subgroup of
U(R) consisting of the elements u such that u − 1 is 0 on R ⊗C (P1 ⊕ P2)
and R⊗CP3 is mapped to R⊗CP1. On U ′(R) we introduce the equivalence
relation ∼ by u1 ∼ u2 is there exists an a ∈ U ′(R) with a−1u1ΦaΦ−1 = u2.
Now U ′(R)/ ∼ identifies in an obvious way with F1,3(R).

A small calculation, based on the observation that U ′(R) lies in the cen-
ter of U(R), shows that the map U ′(R)×U(R) → U(R), given by (u′, u) �→
u′u, has the property that u′1 ∼ u′2 and u1 ∼ u2 imply u′1u1 ∼ u′2u2. Thus
there is an induced action m : (U ′(R)/ ∼)× (U(R)/ ∼) → (U(R)/ ∼). One
can verify that m defines a group action, that m has the torsor property
over G(R), and that the construction is functorially in R. Finally, we want
to show that the torsor is trivial. Thus we need to define a functorial isomor-
phism F1,3(R) × G(R) → F1,2,3(R). This is done as follows. One considers
the map

Fo1,3(R) ×Fo1,2(R) ×Fo2,3(R) → F+
1,2,3(R) (see Example 3.1) ,

given by (u1,3, u1,2, u2,3) �→


 1 u1,2 u1,3

0 1 u2,3

0 0 1


 · Φ. One easly verifies that

the resulting map

Fo1,3(R) ×Fo1,2(R) ×Fo2,3(R) → F1,2,3(R),

is bijective and depends functorially onR. Since the maps Foi,j(R) → Fi,j(R)
are isomorphisms functorial inR, we have found a trivialization of the torsor.
This ends the proof for the case r = 3.

For r = 4 and S = P1 ⊕ · · · ⊕ P4, one defines in a similar way functors
F1,2,3,4, F2,3,4 etc. With the same methods one proves that the morphism
of functors F1,2,3,4 → G, where G := F1,2,3×F2,3 F2,3,4, is a trivial torsor for
the algebraic group F1,4. It is clear how to extend this to any r > 4. �

Remarks 3.3. — (1) Let S = P1 ⊕ · · · ⊕ Pr with corresponding functor
F . The method of the proof of Theorem 3.2 yields maps

∏
i<j Foi,j(R) →

F+(R), functorial in R. Let Fo(R) denote the image of the this map. Then
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Fo is a functor and the obvious morphism Fo → F is an isomorphism. In
particular one finds an isomorphism of functors

∏
i<j Fi,j → F which is

obtained by trivializing the sequence of torsors involved in F .

(2) The case of Theorem 3.2 where the slopes are integers is present in
a paper of G. Birkhoff and P.E. Guenther, see [Bir], where they present
normal forms for these equations. This case is also treated in [R-S-Z, Sau2,
Sau3].

(3) Each Fi,j has the natural structure of algebraic group over C and
is in fact equal to Ext1(Pi, Pj). However, F has no evident structure of
(unipotent) algebraic group. In contrast with this, the obvious injective
map

∏
i<j Foi,j(R) → U(R) has as image a subgroup of U(R).

In proving this, one has to consider indices a < b < c and one has to
show that the the obvious map Foa,b(R) × Fob,c(R) to R ⊗ Hom(Pc, Pa) has
image in Foa,c(R). This follows from the statement: Repr(M1) ⊗ Repr(M2)
is mapped to Repr(M1 ⊗M2) ⊂M1 ⊗M2, proved in 2.6.

The functorial isomorphism
∏
i<j Foi,j → F provides the latter with a

structure of unipotent linear algebraic group.

4. Global difference modules

The skew ring D := C[z, z−1][Φ,Φ−1] is defined by the relation
Φz = qzΦ. We recall that a global difference module is a left D-module
N , which is as C[z, z−1]-module, finitely generated and free.

It suffices in fact to assume that N is finitely generated as C[z, z−1]-
module. Indeed, let N0 denote the torsion submodule of N and let I ⊂
C[z, z−1] denote the anihilator ideal of N0. Then N0 and I are invariant
under the action of Φ and φ. This implies I = (1), N0 = {0} and N is free.

Lemma 4.1. — Any global difference module has a cyclic vector.

Proof. — We imitate the proof of [vdP-S2], Proposition 2.9. Let the
global difference module N have rank n over C[z, z−1]. It suffices to find an
element m ∈ N such that the C[z, z−1]-module N ′ generated by {Φsm| s �
0} has rank n. Indeed, this implies that the global difference module N/N ′

has rank 0 and is therefore equal to 0. This condition on m translates into
m∧Φm∧Φ2m∧· · ·∧Φn−1m �= 0 as element of the global difference module
ΛnN .
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We recall that for any integer d � 1, the global difference module ΛdN is
defined as the dth exterior product of N as C[z, z−1]-module with Φ-action
given by Φ(m1 ∧ · · · ∧md) = (Φm1) ∧ · · · ∧ (Φmd).

Suppose that we have found an element e ∈ N such that {Φse| s � 0}
generates a C[z, z−1]-module N ′ of rank m < n. Then e ∧ · · · ∧ Φm−1e �= 0
and e∧· · ·∧Φme = 0. Take an element f ∈ N \N ′ and consider ẽ = e+λzsf
with λ ∈ Q and s ∈ Z. We claim that for suitable λ and s one has that
E(λ, s) := ẽ ∧ · · · ∧ Φmẽ �= 0. From this claim the lemma follows. One can
write E(λ, s) as a sum of terms, which are wedge products of some Φue
and some Φvf (like e∧Φe∧Φ2f ∧ · · · ∧Φmf) with coefficients (λzs)aqb for
a = 0, . . . ,m + 1 and suitable b. If E(λ, s) = 0 for all λ and s, then each
of these wedge products is 0. This contradicts e ∧ Φe ∧ · · · ∧ Φm−1e ∧ Φmf
�= 0. �

A global module N will be called pure of slope λ if C({z}) ⊗C[z,z−1] N
is pure with slope λ and C({z−1}) ⊗C[z,z−1] N is pure with slope −λ. An
example of a pure global module with slope t/n (and n � 1, g.c.d.(t, n) = 1)
and rank n is C[z1/n, z−1/n]e with Φe = czt/ne and c ∈ C∗.

Lemma 4.2. — Pure global modules.

(1) A global module N is pure with slope t/n (with n � 1 and g.c.d.(t, n) = 1)
if and only if N ∼= D/DL(z−tΦn) for a monic L ∈ C[T ] with L(0) �= 0.

(2) Let L ∈ C[T ] have the form
∏s
j=1(T −cj)mj with distinct c1, . . . cs ∈ C∗.

Then D/DL(z−tΦn) is the direct sum of the indecomposable global modules
D/D(z−tΦn − cj)mj .

(3) Let N be a pure global module of slope t/n and m ∈ N . The operator S
in C[z, z−1][Φ] of minimal degree in Φ, satisfying S(m) = 0, has the form
S = P (z−tΦn) with monic P ∈ C[T ] and P (0) �= 0.

Proof. — (1) Suppose that N is pure with slope t/n and has rank m · n.
Consider a cyclic vector e of N and let L ∈ C[z, z−1][Φ] denote a non zero
element of minimal degree (namely m ·n) in Φ such that Le = 0. Clearly the
constant term L(0) ∈ C[z, z−1] is different from 0. After multiplication by an
invertible element of C[z, z−1], one may suppose that L(0) ∈ C[z] and that
the constant term of L(0) is 1. Now Φ−1 acts bijectively on N ∼= D/DL.
This implies that L(0) = 1. The Newton polygon of L, considered over
C({z}), contains only terms zaΦb with a + b tn � 0. The Newton polygon
of L, considered over the field C({z−1}) contains only terms zaΦb with
a + b tn � 0. Thus L ∈ C[z−tΦn] and L(0) = 1. After multiplication by a
constant, we may suppose that L is monic.
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On the other hand, a global module, given as D/DL with L ∈ C[Ψ] and
L(0) �= 0, is clearly a pure global module with slope t/n.

The proof of (2) is straightforward and (3) follows from the observation
that Dm is again a pure global module of slope t/n. �

A global difference module has, in general, no slope filtration! We con-
sider the category of the global modules N that have an ascending slope
filtration, i.e., a sequence of submodules 0 = N0 ⊂ N1 ⊂ · · · ⊂ Nr = N ,
such that each quotient Ni/Ni−1 is pure with slope λi and λ1 < · · · < λr.

Theorem 4.3. — The functor T from the category of the global differ-
ence modules with ascending slope filtration to the category of the difference
modules over K, given by N �→ K ⊗C[z,z−1] N , is an equivalence of Tan-
nakian categories.

Remarks 4.4. — For a given module M over K, the global module with
ascending slope filtration N with T (N) = K ⊗ N ∼= M has the property
that C({z−1}) ⊗N is a difference module over the field C({z−1}) which is
a direct sum of pure modules. Indeed, C({z−1})⊗N has both an ascending
and a descending slope filtration. In other words, N is an algebraic vector
bundle above P1 − {0,∞} with a Φ-action and a filtration according to the
slopes at z = 0.

One can see Theorem 4.3 as an analogue of a theorem of G. Birkhoff
which states that every differential module over K comes from a connection
on P1 which has only singularities at 0 and ∞. Moreover the singularity at
∞ is regular singular.

The proof of Theorem 4.3 is given in the following series of observations

Observations 4.5. — (1) Let N be a global difference module with as-
cending slope filtration 0 = N0 ⊂ N1 ⊂ · · · ⊂ Nr = N such that Ni/Ni−1 is
pure of slope λi = ti/ni with ni � 1, g.c.d.(ti, ni) = 1 and λ1 < · · · < λr.

Let m ∈ N . The difference operator L ∈ C[z, z−1][Φ] ⊂ D, monic and of
minimal degree in Φ, satisfying L(m) = 0, has the form

L = qazbL1(z−t1Φn1) · · ·Lr(z−trΦnr )

with L1, . . . , Lr monic elements of C[T ] and suitable a, b ∈ Z.

Proof. — Lr is the polynomial of Lemma 4.2, applied to the image of
m in Nr/Nr−1. If m happens to be an element of Nr−1, then Lr = 1.
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Lemma 4.2 applied to the image of Lr(z−trΦnr )(m) in Nr−1/Nr−2 produces
Lr−1. Induction finishes the proof. One multiplies the above operator with
a suitable term qazb to obtain a monic operator. �

(2) Using (1) one deduces that any morphism between global difference
modules with ascending slope filtrations respects the filtrations. Further the
full subcategory of the category of all global modules, whose objects are the
global modules with ascending filtration is closed under direct sums, tensor
products, duals, submodules and quotients. In particular, this subcategory
is a Tannakian category.

(3) The indecomposable difference module M := Res(Kne) ⊗K Um with
Φe = czt/n has a cyclic vector f such that L = (z−tΦn − cnqt(n−1)/2)m is
a polynomial of minimal degree in Φ with L(f) = 0. Clearly, M = T (N)
with N = D/D(z−tΦn − cnqt(n−1)/2)m and Mglobal coincides, according to
Definition 1.8, with N .

One concludes that for a split difference module M over K there exists
a unique (up to isomorphism) global module N , direct sum of pure global
ones, such that T (N) ∼= M .

(4) Let N be as in (1). The associated graded global module gr(N) is defined
as

∑r
j=1Nj/Nj−1.

Let a direct sum of pure global modules U = R1 ⊕ · · · ⊕Rr with slopes
λ1 < · · · < λr be given. As in section 3, one considers the set of equiv-
alence classes of the pairs (N, f) consisting of a global module with an
ascending slope filtration and an isomorphism f : gr(N) → U . Two pairs
(Ni, fi) are equivalent if there exists an isomorphism α : N1 → N2 such

that gr(N1)
gr(α)→ gr(N2)

f2→ S coincides with f1. As in section 3 one
proves that the set of equivalence classes is in a natural way isomorphic
to

∏
i<j coker(Φ − 1,Hom(Rj , Ri)).

(5) We use the notation of (4) and put S = T (U) and Pj = T (Qj). The
functor T maps the set of equivalence classes for U = R1 ⊕ · · · ⊕Rr to the
set of equivalence classes for the graded module S = P1 ⊕ · · · ⊕ Pr over K,
studied in section 3. From Theorem 2.5 one easily concludes that T defines
an isomorphism between the two classes of objects.

This implies that the functor T induces a bijection between the isomor-
phy classes of global difference modules with an ascending filtration and the
isomorphy classes of difference modules over K.
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(6) The final part of the proof of Theorem 4.3 consists of verifying that
the map Hom(N1, N2) → Hom(T (N1), T (N2)) is bijective. Since T clearly
commutes with tensor products we may suppose that N1 = C[z, z−1]e with
Φe = e. Thus we have to show, for any global module N with ascending
filtration, that ker(Φ−1, N) → ker(Φ−1, T (N)) is bijective. The injectivity
is obvious.

Let 0 = N0 ⊂ N1 ⊂ · · · ⊂ Nr = N be the slope filtration. Then
0 = M0 ⊂ M1 ⊂ · · · ⊂ Mr = M with Mj = T (Nj) is the slope filtration of
M = T (N).

Let N ′ be the C[z, z−1]-submodule generated by {m ∈ N | Φ(m) = m}.
Then N ′ is a pure global submodule of N with slope 0. Define s � r to
be the smallest integer such that N ′ ⊂ Ns. The map α : Ns → Ns/Ns−1

is not zero on N ′. Hence λs = 0. The restriction of α to N ′ is injective.
Indeed, according to (1), a non zero element of Ns−1 cannot have minimal
polynomial Φ − 1.

Let M ′ denote the K-subspace of M generated by {m ∈M |Φ(m) = m}.
Then M ′ is a pure submodule of M with slope 0. Thus M ′ ⊂ Ms and
the restriction of T (α) : Ms → Ms/Ms−1 to M ′ is injective. The im-
age T (α)(M ′) contains T (α)(N ′). Let M− ⊂ Ms denote the preimage
T (α)−1T (α)(M ′). Then M ′ → M−/Ms−1 is a bijection and thus M− is a
direct sum Ms−1⊕M ′. The global module N− with ascending filtration and
T -image Ms−1 ⊕M ′ is clearly Ns−1 ⊕C[z, z−1]⊗C V where V is a C-vector
space where Φ acts as the identity. Then ker(Φ− 1, N) = ker(Φ− 1, N−) =
V = ker(Φ − 1,M−) = ker(Φ − 1,M). �

Remarks 4.6. — (1) Let N be as in part (1) of Observation 4.5 and
put M = T (N) = K ⊗C[z,z−1] N . The elements m of N = Mglobal are
characterized by the condition that the monic polynomial L of minimal
degree in Φ, satisfying L(m) = 0, has the form

L = qazbL1(z−t1Φn1) · · ·Lr(z−trΦnr )

with L1, . . . , Lr monic elements of C[T ] and suitable a, b ∈ Z.

(2) Let N be a pure global module of slope λ > 0, then coker(Φ−1,K⊗N)
is zero. Moreover, coker(Φ−1, N) is a C-vector space of dimension λ ·rankN
and the natural map coker(Φ − 1, N) → coker(Φ − 1,C({z−1}) ⊗ N) is a
bijection.
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5. The Galois group of a q-difference module

5.1. Universal Picard-Vessiot extensions

We recall that a difference module M over K is split if M is a direct
sum of pure modules. A split difference module M over K has a Picard-
Vessiot extension PV (M) and the (difference) Galois group is the group
of the automorphisms of PV (M)/K which commute with the action of φ
on PV (M). The universal Picard-Vessiot extension Univ for the family of
all split modules over K is the direct limit of all PV (M). The universal
difference Galois group Guniv is the group of all K-automorphisms of Univ
which commute with the action of φ on Univ. The restriction of Guniv to
the subring PV (M) ⊂ Univ is the Galois group of M .

We note that the Picard-Vessiot ring of the difference module K̂ ⊗M
over K̂ is simply K̂ ⊗K PV (M). In particular, M and K̂ ⊗K M have the
same Galois group. Moreover, K̂ ⊗K Univ is the universal Picard-Vessiot
extension for the collection of all difference modules over K̂ since every
difference module over K̂ is split.

We give the explicit description of Univ, given in [vdP-S1], p.150, in a
slightly changed form. Univ := K[{e(czλ)}, 5], with c ∈ C∗ and λ ∈ Q. The
only relations are:

e(c1zλ1)e(c2zλ2) = e(c1c2zλ1+λ2), e(1) = 1, e(q) = z−1.

The algebraic closure ofK embeds in Univ, by identifying zλ with e(e−2πiτλ)
for all λ ∈ Q. The φ-action on Univ is given by

φ(e(czλ)) = (czλ)−1 · e(czλ), φ(5) = 5+ 1.

The group Guniv consists of elements σ = (h, s, a) with h : C∗ → C∗ a
homomorphism with h(q) = 1, s : Q → C∗ a homomorphism and a ∈ C.
The action of σ is given by

σ(e(czλ)) = s(λ) · h(c) · e(h(e2πiτλ)) · e(czλ), σ(5) = 5+ a.

We will produce topological generators (for the Zariski topology) for this
rather complicated group. Define the elements Γ,∆ ∈ Guniv by

Γ(e(czλ)) = e2πia1 · e(e2πiλ) · e(czλ) and Γ(5) = 5+
1
τ

∆(e(czλ)) = e−2πia0 · e(czλ) and ∆(5) = 5+ 1,

where c = e2πi(a0+a1τ) with a0, a1 ∈ R.
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For the commutator Com := Γ∆Γ−1∆−1 one calculates the formulas

Com(e(czλ)) = e2πiλ · e(czλ) and Com(5) = 5.

To any homomorphism s : Q → C∗ one associates the element s̃ ∈ Guniv by
the formulas

s̃(e(czλ)) = s(λ) · e(czλ) and s̃(5) = 5 .

We note that (any) s̃ commutes with Γ and ∆. Write D = s̃ with s given
by s(λ) = e2πiτλ.

Proposition 5.1. — Γ,∆, D are topological generators for Guniv.

Proof. — Let H be the group generated by Γ,∆, D and let Qt(Univ)
denote the total quotient ring of Univ. We recall that Univ is the direct limit
of Picard-Vessiot rings PV (M) of split modulesM overK. The group Guniv
is the projective limit of the automorphism groups GM of these PV (M). We
have to show that the image of H in GM is Zariski dense. This is equivalent
to the statement that K is the set of the H-invariant elements of the total
quotient ring of PV (M). Thus the statement of the proposition is equivalent
with the set of the H-invariant elements of Qt(Univ) is K.

(1) If ξ ∈ K[{e(c)}, 5] is invariant under Γ and ∆, then ξ ∈ K.

Proof of (1). — Write ξ =
∑m
i=0 ξi5

i and all ξi ∈ K[{e(c)}] and we may sup-
pose that ξm �= 0. Now R := {e2πi(a0+a1τ)| a0, a1 ∈ R, 0 � a0, a1 < 1} is a
set of representatives of C∗/qZ. Each ξi has uniquely the form

∑
c∈R ai,ce(c).

One sees that ξm is invariant under Γ and ∆. From Γe(c) = e2πia1 · e(c) and
∆e(c) = e−2πia0 · e(c) it follows that ξm ∈ K. We may suppose that ξm = 1
and we have to prove that m = 0. Suppose that m > 0 and apply Γ to ξ.
Comparing the coefficient of 5m−1, one finds that Γ(ξm−1)+m

τ = ξm−1. This
is clearly impossible for m > 0 and an element in K[{e(c)}]. We conclude
that m = 0 and ξ ∈ K. �

(2) Let ξ ∈ UnivH , then ξ ∈ K.

Proof of (2). — One write ξ =
∑
λ∈Q aλe(z

λ) with all aλ ∈ K[{e(c)}, 5].
Then D(ξ) =

∑
aλe

2πiλτe(zλ). It follows that aλ = 0 for λ �= 0. By (1),
ξ ∈ K. �

(3) Let ξ ∈ Qt(Univ)H . Then I := {a ∈ Univ | aξ ∈ Univ} is the unit
ideal.

(3) implies ξ ∈ Univ and, by (2), ξ ∈ K. This finishes the proof of 5.1.
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Proof of (3). — The ideal I is invariant under H. Write any element a ∈ I
as

∑
λ∈Q aλe(z

λ) with all aλ ∈ K[{e(c)}, 5]. Then Dm(a) =
∑
aλe

2πiτmλ ·
e(zλ) ∈ I for every m � 0. It follows that all aλ ∈ I. Thus I is generated
by an ideal J ⊂ K[{e(c)}, 5] that is also H-invariant. Let m � 0 be minimal
such that J contains a non zero element of degreem in 5. Let Jm ⊂ K[{e(c)}]
denote the ideal of the coefficients of 5m of the elements in J with degree
� m. Then Jm is again H-invariant. Consider a non zero element A =∑
c∈R ace(c) ∈ Jm with all ac ∈ K. From ΓnA ∈ Jm and ∆nA ∈ Jm for

all n � 0 one concludes that each e(c) with ac �= 0 lies in Jm. Hence Jm
is the unit ideal. If m = 0, then the proof of (2) is finished. If m > 0,
then, by construction, J contains an element B of degree m in 5 and with
leading coefficient 1. Let B′ be another element having these properties.
Then B − B′ = 0 since its degree in 5 is < m. Thus B is unique and
therefore invariant under Γ and ∆. Using (1), one obtains the contradiction
B ∈ K. �

The proof of Corollary 5.2 is similar to that of Proposition 5.1.

Corollary 5.2. — The universal ring Univrs for the category of reg-
ular singular q-difference modules over K is K[{e(c)}, 5]. The restrictions
Γrs,∆rs of Γ,∆ to the universal ring Univrs commute and are topological
generators for the group Grs of all automorphisms of the difference ring
Univrs.

We introduce some Tannakian categories. The first one RegSingK con-
sists of the regular singular difference modules over K.

The second one, called Tuples1, has as objects the tuples (V,ΓV ,∆V )
where V is a finite dimensional vector space over C and ΓV ,∆V are com-
muting elements in GL(V ) and such that all their eigenvalues have abso-
lute value 1. A morphism (V,ΓV ,∆V ) → (W,ΓW ,∆W ) is a linear map
f : V →W satisfying f ◦ ΓV = ΓW ◦ f and f ◦ ∆V = ∆W ◦ f .

The third one, called Unitcirc, consists of the finite dimensional complex
representations ρ of the group Z2 such that every element in the image of
ρ has all its eigenvalues on the unit circle S1 := {z ∈ C| |z| = 1}.

Lemma 5.3. — There are equivalences of Tannakian categories

RegSingK → Tuples1 → Unitcirc .

Proof. — To a regular singular difference module M over K one asso-
ciates its ‘solution space’ V := ker(Φ − 1, Univrs ⊗K M). Then V is a
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complex vector space and the canonical map Univrs⊗C V → Univrs⊗KM
is bijective. The group Grs acts on V . Let ΓV , ∆V denote the actions of
Γ, ∆ on V . The eigenvalues of ΓV , ∆V have absolute value 1, according to
the definition of Γ and ∆. Then we associate to M the tuple (V,ΓV ,∆V ).

To a tuple (V,ΓV ,∆V ) we associate the representation ρ : Z2 → GL(V )
with ρ(1, 0) = ΓV and ρ(0, 1) = ∆V .

It is easily verified that the functors, defined above, are equivalences of
tannakian categories. �

We recal that Eq = C∗/qZ and consider the maps

can : Cu
u �→e2πiu

→ C∗
z
pr→ Eq .

The indices u and z denote the global variables for these spaces. The map
pr is the obvious map. The map can is the universal covering. Its kernel
Z + Zτ can be identified with π1(Eq). Let a, b denote the generators of
π1(Eq) corresponding to 1, τ (or to the two circles R/Z1 and R/Zτ on Eq).

We identify the group Z2 (or equivalently the group generated by Γrs,
∆rs) with π1(Eq), by (1, 0) (or Γrs) is mapped to a and (0, 1) (or ∆rs)
is mapped to b. In this way one finds a Tannakian equivalence between
RegSingK and the category of the ‘unit circle’ representations of π1(Eq).

To a connection (M,∇) on Eq one associates its monodromy repre-
sentation, i.e., a representation of π1(Eq). In this way the category of the
connections on Eq is equivalent to the category of the representations of
π1(Eq). Combining this with Lemma 5.3 one obtains

Corollary 5.4. — The category of the regular singular difference mod-
ules over K is Tannakian equivalent to a full subcategory of connections on
Eq.

In section 6, this equivalence will be made explicit. This result is, in a
different form, present in the work of J. Sauloy, see [R-S-Z].

5.2. Galois groups for split modules over K

Now we extend the above to larger categories. We introduce a category
Tuples2 as follows. The objects are tuples

(V, {Vλ}λ∈Q,ΓV ,∆V ), satisfying :
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(a) V is a finite dimensional vector space over C.
(b) V is the direct sum of the subspaces Vλ (and thus there are only finitely
many λ with Vλ �= 0).
(c) ΓV ,∆V are invertible operators on V respecting the direct sum decom-
position and such that all their eigenvalues are on the unit circle S1 = {z ∈
C| |z| = 1}.
(d) ΓV∆V Γ−1

V ∆−1 acts on each Vλ as multiplication by e2πiλ.

A morphism (V, {Vλ},ΓV ,∆V ) → (W, {Wλ},ΓW ,∆W ) is a linear map
f : V → W which respects the direct sum decompositions and satisfies
f ◦ ΓV = ΓW ◦ f, f ◦ ∆V = ∆W ◦ f . The tensor product of two objects
(V, {Vλ},ΓV ,∆V ) and (W, {Wλ},ΓW ,∆W ) is (U, {Uλ},ΓU ,∆U ), given by
U = V ⊗ W, Uλ =

∑
µ1+µ2=λ

Vµ1 ⊗ Wµ2 and ΓU = ΓV ⊗ ΓW , ∆U =
∆V ⊗ ∆W . It is easily seen that Tuples2 is a Tannakian category. Further,
the Galois group of an object (V, {Vλ},ΓV ,∆V ) is the algebraic subgroup of
GL(V ) generated by the maps ΓV ,∆V , DV , where the last map is defined
by: DV is multiplication by e2πiτλ on the direct summands Vλ of V .

One defines a functor F from the category of the split q-difference
modules over K to the category Tuples2 as follows. For a module M ,
F(M) = (V, {Vλ},ΓV ,∆V ), where
(i) V := ker(Φ − 1, Univ ⊗K M).
(ii) Vλ := ker(Φ − 1, Univλ ⊗K M), where Univλ := K[{e(c)}, 5]e(zλ).
(iii) ΓV ,∆V are induced by the action of Γ,∆ on Univ and Univ ⊗K M .
Since Φ − 1 commutes with Γ,∆, the latter maps leave V invariant.
The definition of F(f), for a morphism f , is obvious. The verification that
F is a functor between Tannakian categories is straightforward.

Proposition 5.5. — F is an equivalence between the Tannakian cate-
gories of the split difference modules over K and Tuples2.

Proof. — One defines a functor G from the category Tuples2 to the cate-
gory of the split difference modules over K, in the following way. The image
M of an object (V, {Vλ},ΓV ,∆V ) is the set of the Guniv-invariant elements
(or the elements invariant under Γ,∆, D) of Univ ⊗C V . The action on the
last object is defined by Γ(u⊗ v) = Γ(u) ⊗ ΓV (v) for u ∈ Univ, v ∈ V and
similarly for ∆ and D. The proof that G is the ‘inverse’ of F is similar to
the proof of Proposition 5.1. �

The (difference) Galois group of a split module M over K coincides with
that of the object F(M). We note that Tuples2 is equivalent to the category
of all difference modules over K̂, too.
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Example 5.6. — Let M = Res(E(czt/n)) with n > 1, g.c.d.(t, n) = 1
and c = e2πi(a0+a1τ) with a0, a1 ∈ R and 0 � a0, a1 < 1. Write M as
Kne with Φe = czt/ne. Then {zj/ne| j = 0, . . . , n − 1} is a basis of M
over K. To obtain a basis for V = Vt/n = ker(Φ − 1, Univt/n ⊗M) one
observes that V is in fact ker(Φ − 1, K[e(e−2πiτ/n), e(e2πi/n)]e(czt/n) ⊗K
Kne). After identifying z1/n with e(e−2πiτ/n), this space takes the form
Kn[e(e2πi/n)]e(czt/n) ⊗ Kne and the Φ-action is given by Φ(ae(czt/n) ⊗
be) = φ(a)z−t/ne(czt/n)⊗ φ(b)zt/ne. From this expression one finds a basis
{vj | j = 0, . . . , n− 1} of V of the form

vj =
n−1∑
s=0

Φs{e(e2πij/n)e(czt/n) ⊗ e} .

We use the ‘cyclic’ notation vj+n = vj . The actions of Γ and ∆ are given
by

Γvj = e2πia1vj+t and ∆vj = e−2πi(a0+j/n)vj .

The difference Galois group G is topologically generated by Γ,∆ and D (the
latter is here the multiplication by e2πiτt/n). One finds the exact sequence
1 → Go → G → (Z/nZ)2 → 0 with Go = Gm = C∗id. Further Γn =
e2πina1id, ∆n = e2πina0id, Γ∆Γ−1∆−1 = e2πit/nid and G/Go is generated
by the images of Γ and ∆.

5.3. Galois groups for modules over K with two slopes

Let the q-difference module M over K be given by an exact sequence
0 → P1 → M → P2 → 0, where P1, P2 are pure with slopes λ1 < λ2. The
Picard-Vessiot ring PV (M) of M contains PV (P1⊕P2), the Picard-Vessiot
ring of P1 ⊕ P2. Thus there is an exact sequence 1 → H → G → G′ → 1,
where G and G′ are the difference Galois groups of M and P1 ⊕ P2. The
group G′ has been calculated in subsections 5.1 and 5.2. Further, H is the
difference Galois group of the extension PV (P1 ⊕ P2) ⊂ PV (M).

Let V1, V2, V denote the solution spaces for P1, P2,M . There is an obvi-
ous exact sequence 0 → V1 → V → V2 → 0. The space V1 is invariant under
the action of G on V and the induced action of G on gr(V ) := V1 ⊕ V2

coincides with G′. Hence H can be identified with a C-vector space of linear
maps from V2 to V1. Indeed, for h ∈ H, the kernel of h− 1 contains V1 and
the image of h − 1 lies in V1. In other words, H can be identified with a
linear subspace W of V ∗

2 ⊗C V1, which is the solution space of P ∗
2 ⊗K P1.

For any difference moduleN overK we write N̂ for the difference module
K̂ ⊗K N over K̂. Consider the split exact sequence

0 → P̂1 → M̂ → P̂2 → 0.
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The splitting P̂2 → M̂ is unique since the only morphism P̂2 → P̂1 of
q-difference modules over K̂ is the zero map. Moreover, the canonical mor-
phism K̂ ⊗ PV (P1 ⊕ P2) → PV (M̂) is an isomorphism. The resulting
embedding PV (P1 ⊕ P2) ⊂ PV (M̂) extends in a unique way to an em-
bedding PV (M) ⊂ PV (M̂). The solution space V of M can be defined as
ker(Φ−1, K̂⊗KUniv⊗KM). Similar expressions are valid for V1, V2, the so-
lution spaces of P1, P2. Write G′′ for the difference Galois group of PV (M̂).
The restriction map induces an isomorphism G′′ → G′. We conclude that
the exact sequences

1 → H → G→ G′ → 1 and 0 → V1 → V → V2 → 0

have canonical splittings. Write V = V1 ⊕ V2 for this splitting, then G′

(or G′′) can be identified with the subgroup of G leaving both V1 and V2

invariant. Thus G is the semi-direct product H 
 G′. The exact sequence,
defining M , is given by an element ξ ∈ coker(Φ−1,Hom(P2, P1)). The main
issue is to derive H (or W ) from the given ξ and to formulate ξ in terms of
the solution spaces V1, V2.

Let N be a pure difference module with slope λ < 0 and solution space
V (N). Our first aim is to formulate coker(Φ − 1, N) in terms of V (N).

Lemma 5.7. — Let N be a pure module with slope λ < 0. The canonical
map a �→ 1 ⊗ a from N to Univ ⊗K N induces an injective map

coker(Φ − 1, N) → coker(Φ − 1, Univ ⊗K N)

whose image consists of the elements which are invariant under the universal
group Guniv.

Proof. — It suffices to consider a pure, indecomposable N =
Res(E(dzt/n))⊗Um. By writing N as an extension of Res(E(dzt/n))⊗Um−1

by Res(E(dzt/n)), one is reduced to verify the lemma for Res(E(dzt/n)).
For notational reasons we write R = L ⊕ Q for some Q-vector space L.
Let C ⊂ C∗ denote the elements c of the form e2πi(a0+a1τ) with a1 ∈ L.
Then we can write Univ = ⊕c∈C,λ∈QK∞[5]e(czλ). Then Univ ⊗K N =
⊕K∞[5]e(czλ) ⊗K N . Each direct summand is invariant under the action
of Φ and Guniv. The cokernel of Φ − 1 of each direct summand has a cer-
tain Guniv-action. Using the topological generators Γ,∆, D of this group,
one finds that only the direct summand K∞[5] ⊗K N can produce Guniv-
invariant elements in the cokernel of Φ − 1. A further inspection shows
that this contribution comes from the subspace K ⊗K N . Thus we find the
required bijection. �
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We observe that Univ⊗KN = Univ⊗C V (N), where the solution space
V (N) of N is defined as ker(Φ − 1, Univ ⊗K N). The Guniv-invariant part
of coker(Φ − 1, Univ ⊗C V (N)), comes from K[{e(c)}, 5]e(z−λ) ⊗C V (N),
where D acts as the identity. We conclude the following.

Lemma 5.8. — Let N be a pure module with slope λ < 0 and solution
space V (N). Then coker(Φ − 1, N) can be identified with the C-linear sub-
space of

(coker(φ− 1,K[{e(c)}, 5]e(z−λ)) ⊗C V (N),

consisting of the elements invariant under Γ and ∆.

Lemma 5.9. — Let λ < 0. The subspace H(λ) :={⊕|q|−λ<|c|�1Ce(cz−λ)}[5]
of K[{e(c)}, 5]e(z−λ) has the following properties:
H(λ) → coker(φ− 1,K[{e(c)}, 5]e(z−λ)) is bijective and
H(λ) is invariant under the actions of Γ,∆ and D.

Proof. — From Theorem 2.5 it follows that we may, for the calculation of
this cokernel, replace K by C[z, z−1]. After replacing z by e(q−1), we have
to compute the coker of φ − 1 on the space {⊕c�=0Ce(cz−λ)}[5]. Using 2.6
one finds that H(λ) has the first property. An inspection of the actions of
Γ,∆, D yields the second property. �

Corollary 5.10. — The canonical map coker(Φ − 1, N) → (H(λ) ⊗
V (N))<Γ,∆> (i.e., the elements invariant under the group generated by Γ
and ∆) is an isomorphism.

Corollary 5.11. — The exact sequences 0 → P1 → M → P2 → 0
(with P1, P2 pure modules with slopes λ1 < λ2 and solution spaces V1, V2)
are in bijection with the elements of (H(λ1 − λ2) ⊗ Hom(V2, V1))<Γ,∆>.

Theorem 5.12. — Let the difference module M be given by an exact
sequence 0 → P1 → M → P2 → 0 with P1, P2 pure modules with slopes
λ1 < λ2. Let V1, V2 denote the solution spaces of P1, P2 and write V =
V1 ⊕ V2 for the solution space of M .

Let ξ ∈ coker(Φ − 1,Hom(P2, P1)) and its image
ξ′ ∈ (H(λ1 −λ2)⊗Hom(V2, V1))<Γ,∆> which represents the exact sequence.

Define W ⊂ Hom(V2, V1) to be the smallest subspace such that
ξ′ ∈ H(λ1 − λ2) ⊗C W . Then:

The difference Galois group G ⊂ GL(V ) of M is the semi-direct product
G = H 
 G′ with: G′ = {g ∈ G|g(Vi) = Vi for i = 1, 2} is the difference
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Galois group of P1⊕P2 and H consists of the linear maps of the form id+w̃
where w̃ is equal to V

pr2→ V2
w→ V1 ⊂ V with w ∈W .

Proof. — It suffices to prove the last statement. For any submodule N
of Hom(P2, P1) one considers the exact sequence 0 → N → Hom(P2, P1) →
N ′ → 0. This gives rise to an exact sequence

0 → coker(Φ−1, N) → coker(Φ−1,Hom(P2, P1)) → coker(Φ−1, N ′) → 0 .

It follows that there exists a smallest submodule N0 such that ξ lies in
coker(Φ − 1, N0). The solution space V (N0) lies in Hom(V2, V1) and ξ′ be-
longs to H(λ1 − λ2) ⊗ V (N0) (and is invariant under < Γ,∆ >).

It is clear that H identifies with {id + w̃| w ∈ W1} for some W1 ⊂
Hom(V2, V1) which is invariant under the action of the difference Galois
group of Hom(P2, P1), acting upon its solution space Hom(V2, V1). In other
words, W1 is invariant under < Γ,∆ >. By Tannakian correspondence,
W1 corresponds to a submodule N1 of Hom(P2, P1). Moreover, ξ lies in
coker(Φ − 1, N1).

One concludes that N0 = N1 and that W = W1. �

The elements {e(cz−λ)5m}|q|−λ<|c|�1; m�0, with λ := λ1 − λ2, form a
C-basis of H(λ1 − λ2). Thus ξ′ can be written uniquely as

∑
e(cz−λ)5m

⊗ w(c,m) with all w(c,m) ∈ Hom(V2, V1). Then W is the subspace of
Hom(V2, V1) generated by {w(c,m)}. This observation makes it possible
to compute the difference Galois group for explicit examples.

5.4. Modules over K with more slopes

We describe here the difference Galois group for the general case. The
proof follows straightforward from the case of two slopes. Consider a q-
difference module M over K with slope filtration 0 = M0 ⊂ M1 ⊂ · · · ⊂
Mr = M . Write gr(M) = P1 ⊕ · · · ⊕ Pr where Pi is pure of slope λi and
λ1 < · · · < λr. According to Remarks 2.5, part (1), M is given by an
element ξ = {ξi,j} in

∏
i<j Foi,j(C) ∼=

∏
i<j coker(Φ−1,Hom(Pj , Pi)). Using

the unique direct sum decomposition of K̂ ⊗ M = ⊕K̂ ⊗ Pi one finds a
canonical decomposition V = V1 ⊕ · · · ⊕ Vr of the solution space V of M ,
where Vi stands for the solution space of Pi. Moreover the difference Galois
group G ⊂ GL(V ) of M is a semi-direct product G = H
G′. The group G′

is the difference Galois group of P1⊕· · ·⊕Pr and consists of the g ∈ G that
leave each subspace Vi invariant. The normal subgroup H is generated by
subgroups Hi,j with i < j. This subgroup Hi,j consists of the maps id+ w̃i,j
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with w̃i,j = V
prj→ Vj

wi,j→ Vi ⊂ V with wi,j ∈ Wi,j ⊂ Hom(Vj , Vi). Further
Wi,j is the smallest C-linear subspace of Hom(Vj , Vi) such that the element
ξi,j ∈ coker(Φ − 1,Hom(Pj , Pi)) is represented by ξ′i,j ∈ H(λi − λj) ⊗Wi,j .
According to Remarks 3.3, part (3), H is in fact equal to set of elements
id+

∑
i<j w̃i,j with all wi,j ∈Wi,j . Indeed, wi,j ◦ wj,k ∈Wi,k for i < j < k

and any wi,j ∈Wi,j , wj,k ∈Wj,k.

The Tannakian category of difference modules over K has the following
description in terms of solution spaces. One can attach to a difference mod-
ule M the tuple (V, {Vλ},ΓV ,∆V , {ξλ,µ}), where (V, {Vλ},ΓV ,∆V ) is the
tuple associated to the split module gr(M) and ξλ,µ is, for each λ < µ, an el-
ement ofH(λ−µ)⊗Hom(Vµ, Vλ), invariant under the action of < ΓV ,∆V >.
The category of the above tuples is, in an obvious way, a Tannakian cate-
gory. The data {ξλ,µ} come from divergent solutions (i.e., with coefficients
in K̂). They can be seen as the equivalent of the Stokes matrices in the
theory of irregular differential equations over C.

6. Realizing q-difference modules over K as connections
on the elliptic curve E = C∗/qZ

As in section 2 we associate to any difference module M over K a vector
bundle v(M) on the elliptic curve Eq. The aim is to provide v(M) with
a suitable connection. The following theorem gives an explicit version of
Corollary 5.4.

Theorem 6.1 (Regular singular q-difference modules). — Let
a, b denote the generators of π1(Eq), corresponding to the shifts u �→ u +
1, u �→ u + τ on the universal covering Cu of Eq. Let i :< Γrs,∆rs >→
π1(Eq) denote the isomorphism given by Γrs �→ a, ∆rs �→ b.

For every regular singular difference module M over K, corresponding
to a representation ρ of < Γrs,∆rs >, there exists a unique ‘unit circle’
connection ∇M on v(M), corresponding to a representation ρ′ of π1(Eq),
such that ρ = i ◦ ρ′.

This induces a Tannakian equivalence between the category of the regular
singular difference modules over K and a full subcategory of the category of
all ‘unit circle’ connections on Eq.

Proof. — We recall that a connection ∇ : M → ΩEq ⊗M is called unit
circle if the corresponding representation ρ′ : π1(Eq) → GL(V ) has the
property that every eigenvalue of every ρ′(α) has absolute value 1.
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(1) We start by giving an explicit construction for rank one difference mod-
ules M over K. Write M = Ke with Φe = ce and c ∈ C∗. A connection
∇M on v(M) is equivalent with a connection ∇ : Oe→ dz

z ⊗Oe commuting
with Φ (we recall that O is the algebra of holomorphic functions on C∗).
One concludes that ∇(e) = a(c)dzz ⊗ e, where a : C∗ → C is a homomor-
phism. The differential equation ∇e = a(c)dzz ⊗ e, considered on C, reads
∇e = 2πia(c)du⊗e where u is the variable of C and z = e2πiu. The basic so-
lution of this equation is e−2πia(c)ue and e can be interpreted as θc−1(e2πiu).
The shifts u �→ u + 1 and u �→ u + τ multiply this equation with e−2πia(c)

and e−2πia(c)τ c. Write c = e2πi(a0+a1τ) with a0 = a0(c), a1 = a1(c) ∈ R.
The ‘unit circle’ condition implies that a(c) = a1(c) and the basic solution
is multiplied by e−2πia1 and e2πia0 . Thus we found a unique unit circle con-
nection on v(Ke) and moreover the actions of Γrs,∆rs coincide with the
action of the fundamental group π1(Eq).

(2) The next case to consider is M = K ⊗ W with Φ(f ⊗ w) = φ(f) ⊗
A(w) and A ∈ GL(W ) is unipotent. Define ∇ : O ⊗W → O dzz ⊗W by
∇(1 ⊗ w) = 1

2πiτ
dz
z ⊗ (1 ⊗ log(A)(w)). Clearly ∇ commutes with Φ. One

can verify that this definition of ∇ induces a regular connection on v(M).
The pullback of this connection to C has the fundamental matrix Au/τ .
The shifts u �→ u+ 1, u �→ u+ τ multiply this matrix with A1/τ and A, in
accordance with the actions of Γrs and ∆rs.

The general case is obtained from these two special cases by taking tensor
products and direct sums.

(3) The map Hom(M,N) → Hom((v(M),∇M ), (v(N),∇N )) is a bijec-
tion since both groups translate into homomorphisms between represen-
tations. �

Remarks 6.2. — (1) We note that not every unit circle connection on E is
isomorphic to some (v(M),∇M ). E.g., the free vector bundle OEe1 ⊕OEe2,
provided with the unit circle connection ∇ given by ∇e1 = 0, ∇e2 = dz

z ⊗e1,
is not isomorphic to some (v(M),∇M ).

(2) Our aim is to extend Theorem 6.1 to the category of all difference
modules over K. The first step is to extend Theorem 6.1 to the category of
the split difference modules. Explicitly, one wants to construct for every split
difference module M a connection ∇M on v(M) such that ∇M : v(M) →
Ω([1])⊗ v(M) (i.e., ∇M has a regular singularity at 1 ∈ Eq). Moreover, one
requires that M �→ ∇M is functorial, commutes with direct sums and tensor
products, and extends the construction in Theorem 6.1 of ∇M for regular
singular difference modules.
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(3) The pure module M = Ke with Φe = (−z)e is the first candidate for
a construction of ∇M : v(M) → Ω([1]) ⊗ v(M). We note that v(M) =
OEq

([1])e. Any connection ∇ on this line bundle with at most a regular
singularity at 1 is given by ∇e = adzz ⊗e for some constant a. The assumption
a = 0 is the natural choice for ∇M . Thus ∇M is the unique extension of the
trivial connection on OEqe, given by ∇e = 0 to a connection ∇M : v(M) →
Ω([1]) ⊗ v(M). One can describe this connection on Oe by ∇e = −dΘΘ ⊗ e.
This leads to a formula for ∇M for the difference modules M = Ke with
Φe = c(−z)te, namely

∇e = (−tdΘ
Θ

+ a1
dz

z
) ⊗ e where c = e2πi(a0+a1τ) and a0, a1 ∈ R .

One observes that for difference modules of rank one , the map M �→
(v(M),∇M ) respects tensor products.

(4) Instead of continuing the method of (3), we will use subsubsection 1.4.1
to give a general construction of ∇M for split difference modules over K.

Theorem 6.3. — There exists a functor N �→ (v(N),∇N ) from the cat-
egory of the split difference modules over K to the category of the con-
nections on Eq with at most a regular singularity at 1 ∈ Eq. This func-
tor extends the one defined in Theorem 6.1. Moreover, the functor N �→
(v(N),∇N ) commutes with tensor products and is faithful.

Proof. — We use the notation and the results of subsubsection 1.4.1.

(1) Construction of ∇M for pure difference modules M over K∞.

Consider a pure difference module M over K∞ with slope λ. Then M =
K∞⊗C V with Φ given by Φ(f ⊗ v) = zλφ(f)⊗A(v) where A ∈ GL(V ) has
the property that every eigenvalue c of A has the form c = e2πi(a0(c)+a1(c)τ)

with a0(c) ∈ R and a1(c) ∈ L ⊂ R. Let a1(Ass) ∈ End(V ) be obtained
from Ass by replacing every eigenvalue c of Ass by a1(c). We introduce the
notation: On is the algebra of the convergent Laurent series in the variable
z1/n and O∞ =

⋃
On. With these notation one defines the connection

∇M : O∞ ⊗C V → 1
Θ
O∞

dz

z
⊗ V by

∇M (v) = −λdΘ
Θ

⊗ v +
dz

z
⊗ ( a1(Ass) +

1
2πiτ

log(Au) )(v) .

The last formula is extended by ∇M (f ⊗ v) = df ⊗ v + f∇M (v) and by
additivity to a ∇M defined on O∞ ⊗C V . By construction, ∇M commutes
with the action of Φ.
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For two pure difference modules Mi = K∞ ⊗C Vi, i = 1, 2 over K∞
with Φ-actions given by the slopes λ1, λ2 and Ai ∈ GL(Vi), i = 1, 2, the
pure module M3 = M1 ⊗K∞ M2 has the form K∞ ⊗C (V1 ⊗ V2) with Φ-
action given by the slope λ1 + λ2 and A3 := A1 ⊗ A2 ∈ GL(V1 ⊗ V2). One
observes that the eigenvalues c of A3 satisfy again a1(c) ∈ L ⊂ R. Further
(A3)ss = (A1)ss ⊗ (A2)ss and a1((A1)ss ⊗ (A2)ss) is equal to (a1((A1)ss)⊗
id) + (id⊗ a1((A2)ss)). There is a similar formula for 1

2πiτ log(A3)u.

One concludes that ∇M3 is the tensor product ∇ = ∇M1 ⊗ ∇M2 . The
latter is defined by ∇(m1 ⊗m2) = (∇M1(m1) ⊗m2) + (m1 ⊗∇M2m2) (for
mi ∈ O∞ ⊗ Vi, i = 1, 2).

A morphism f : M1 →M2 between two difference modulesMi = K∞⊗C

Vi, i = 1, 2 with the same slope λ and Φ given by Ai ∈ GL(Vi), i = 1, 2
is induced by a C-linear map F : V1 → V2 satisfying F ◦ A1 = A2 ◦ F .
Therefore f induces a morphism between the two connections ∇Mi

.

(2) Construction of (v(N),∇N ) for a pure difference module N over K.
The connection ∇N : v(N) → ΩEq

([1]) ⊗ v(N), that we want to construct,
translates into a connection with the same name

∇N : O ⊗C[z,z−1] Nglobal →
1
Θ
O
dz

z
⊗C[z,z−1] Nglobal ,

which commutes with the action of Φ.

Put M = K∞⊗KN . This difference module is equipped with the data of
N , i.e., data(N) = (λ, V,A, {D(σ)}). We note that O∞⊗CV = O∞⊗C[z,z−1]

Nglobal and that (O∞ ⊗C V )Gal is equal to O ⊗C[z,z−1] Nglobal. The ∇M ,
constructed above, descends to a ∇N for N if and only if ∇M commutes
with the {D(σ)}.

The formula D(σ)−1AD(σ) = e2πiλσA implies that D(σ)−1AuD(σ) =
Au and D(σ)−1AssD(σ) = e2πiλσAss. The eigenspace of Ass for the eigen-
value c is mapped byD(σ) to the eigenspace for the eigenvalue ce2πiλσ. From
a1(ce2πiλσ) = a1(c) it follows that D(σ) leaves every eigenspace invariant of
a1(Ass) for the eigenvalues of this map. Thus D(σ) commutes with a1(Ass)
and with Au, too. This implies that ∇M commutes the {D(σ)}.

(3) (v(N),∇N ) for a split difference module N over K.
For N = N1 ⊕ · · · ⊕Nr with all Ni pure of slopes λ1 < · · · < λr one defines
(v(N),∇N ) := ⊕ri=1(v(Ni),∇Ni).

A morphism between split modules over K is the sum of morphisms
between pure modules with the same slope. The latter induces a mor-
phism between the corresponding connections, according to (1). Thus N �→
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(v(N),∇N ) is a functor. According to (1) and 1.4.1, this functor preserves
tensor products.

For proving ‘faithful’ it suffices to show that, for a pure module N , the
map ker(Φ−1, N) → {ξ ∈ H0(Eq, v(N))| ∇Nξ = 0} is injective. If the slope
of N is not 0, then the left hand side is 0. If the slope is 0, then by Theorem
6.1, the above map is bijective. �

Remark. — The following example shows that the functor of Theorem
6.3 is not fully faithful. Put N = Ke with Φ(e) = (−z)te and t > 0.
Then v(N) = OEq (t · [1]) and ∇N is induced by d : OEq → ΩEq , using
the inclusion OEq

⊂ OEq
(t · [1]). In this case, ker(Φ − 1, N) = 0 and {ξ ∈

H0(Eq, v(N))| ∇Nξ = 0} has dimension 1.

We want to extend the functor of Theorem 6.3 to the category of all
difference modules over K. We start with an example.

Example 6.4. — N = Ke1 +Ke2 with Φe1 = (−z)te1, Φe2 = e2 + pe1,
t ∈ Z, t > 0 and p ∈ K.

We may suppose p ∈ C[z, z−1]. The aim is to produce a connection

∇ : Oe1 +Oe2 → 1
Θt
O
dz

z
⊗O (Oe1 +Oe2) ,

such that ∇ commutes with Φ and ∇ induces for the pure module Ke1 and
Ke2 the connections of Theorem 6.3.

Consider the inclusion Oe1+Oe2 ⊂ Of1+Of2 with f1 = Θ−te1, f2 = e2.
Then Φf1 = f1 and Φf2 = f2+pΘtf1. We propose ∇f1 = 0 and ∇f2 = ω⊗f1
with ω ∈ O dzz . The condition Φ∇ = ∇Φ is equivalent to (φ−1)(ω) = d(pΘt).

The equation is solved as follows. There exists f ∈ O with (φ− 1)(f) =
pΘt − c where c is the constant term of pΘt. This f is unique up to its
constant term. Now ω := d(f) satisfies (φ−1)(df) = d((φ−1)(f)) = d(pΘt).

Thus ∇e1 = tdΘΘ ⊗ e1 and ∇e2 = Θ−tω ⊗ e1. Since ∇ commutes with
Φ this induces a connection ∇ : v(N) → ΩEq (t[1]) ⊗ v(N) with a pole at
1 ∈ Eq of order at most t. Moreover ∇ induces on v(Ke1) and v(Ke2) the
connections of Theorem 6.3.

In the next example we give a construction of ∇N for difference modules
N over K with two integer slopes.
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Example 6.5. — N = P1 ⊕ P2 with P1, P2 global modules with slopes
t1 < t2, t = t2 − t1 ∈ Z and Φ given by Φ(p1 + p2) = Φ1p1 + 5(Φ2p2)+Φ2p2
for some C[z, z−1]-linear map 5 : P2 → P1.

Put Q1 = C[z, z−1]e ⊗ P1 with Φ(e) = (−z)te and t = t2 − t1 and put
Q2 = P2. Then O ⊗ P1 is embedded into O ⊗ Q1 by p �→ Θte ⊗ p. Now Φ
on O ⊗Q1 +O ⊗Q2 is given by

Φ(e⊗ p1 + p2) = (−z)te⊗ Φ1(p1) + Θte⊗ 5(Φ2p2) + Φ2(p2) .

∇ on O⊗Q1 +O⊗Q2 will be given by a formula of the type: ∇(e⊗ p1) =
−tdΘΘ e ⊗ p1 + e ⊗ ∇1p1, where ∇i are the connections for Pi imposed by
Theorem 6.3. Further ∇p2 = ∇2p2 +m(p2) where m : O ⊗ P2 → O dzz ⊗Q1

is a yet unknown O-linear map. Thus m is an element of O dzz ⊗O T with
T = O ⊗C[z,z−1] (P ∗

2 ⊗Q1). We note that P ∗
2 ⊗Q1 is a pure global module

of slope 0.

Write 5̃ : O ⊗ P2
3→ O ⊗ P1 ⊂ O ⊗ Q1. Thus l̃ is an element of T . The

condition Φ∇ = ∇Φ is equivalent to ΦT (m) −m = ∇T (5̃), where ΦT and
∇T denote the Φ-action and the connection for T .

According to Lemma 6.6, there is a canonical solution m for this equa-
tion. The corresponding ∇ induces a connection ∇N : v(N) → ΩEq

(t[1]) ⊗
v(N) with a pole at 1 ∈ Eq of order at most t. Further ∇N induces the
connections on v(P1) and v(P2) prescribed by Theorem 6.3.

The action of Φ on O⊗Q1 +O⊗Q2 can be changed into an equivalent
one by adding to 5̃ an expression (Φ− 1)(ξ) with ξ ∈ T . This is compatible
with the construction of ∇N , according to part (1) of Lemma 6.6. After
such a change, one may suppose that 5̃ maps Q2 into Q1. In this situation
the connection on Q1 ⊕Q2 is the one prescribed by Theorem 6.3, according
to part (2) of Lemma 6.6

Lemma 6.6. — (1) Let P be a pure global module of slope 0. There is
a canonical C-linear map f ∈ O ⊗ P → ω(f) ∈ O dzz ⊗ P satisfying (Φ −
1)ω(f) = ∇f . Further ω(Φ(f)) = Φ(ω(f)).
(2) Let (Q1,Φ1), (Q2,Φ2) denote two pure global modules of the same slope
and let 5 : Q2 → Q1 be a C[z, z−1]-linear map. Define the pure module
N = Q1 ⊕Q2 by Φ(q1 + q2) = Φ1(q1) + Φ2(q2) + 5(Φ2(q2)).

The connection on O ⊗ N , defined by Theorem 6.3 coincides with the
connection ∇ given by the formula ∇(q1 +q2) = ∇1(q1)+∇2(q2)+ω(5)(q2).

Proof. — Write P = C[z, z−1] ⊗C W with Φ defined by Φ(w) = A(w)
and ∇(w) = dz

z ⊗ (a1(Ass) + 1
2πiτ log(Au))(w). For convenience we suppose
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that the eigenvalues c of A satisfy |q| < |c| � 1. Write f =
∑
n∈Z z

n ⊗ fn
and ω(f) =

∑
n∈Z z

n dz
z ⊗ ωn with all fn, ωn ∈W .

Then f =
∑
n

zn
dz

z
⊗ {(n+ a1(Ass) +

1
2πiτ

logAu)(fn)}

and (Φ − 1)ω(f) =
∑
n

zn
dz

z
⊗ (qnA− 1)(ωn) .

This produces the equations (qnA− 1)ωn = (n+ a1(Ass) + 1
2πiτ logAu)fn.

For n �= 0, the map qnA − 1 is invertible and there is a unique solution
ωn. For the equation (A− 1)ω0 = (a1(Ass) + 1

2πiτ logAu)f0 we write W as
a direct sum ⊕Wc, where Wc is the generalized eigenspace for A and the
eigenvalue c. For c �= 1, the restriction of the equation to Wc has a unique
solution since A − 1 is invertible on Wc. On the space W1, the equation
reads (A− 1)ω1

0 = ( 1
2πiτ logAu)f1

0 , where ω1
0 , f

1
0 denote the components in

W1 of ω0 and f0. On W1 we have A = Au. The canonical solution, that we
propose, is given by ω1

0 =
∑∞
j=0(−1)j (Au−1)j

2πiτ(j+1) (f
1
0 ).

It is clear that f �→ ω(f) is C-linear. The formula Φ(ω(f)) = ω(Φf)
follows from the explicit definition of ω(f). The expression ‘canonical’ means
the following. Let α : P1 → P2 be a morphism between global modules of
slope 0 and let f ∈ O ⊗ P1. Then α applied to ω(f) is equal to ω(α(f)).

A straightforward calculation shows (2). �

Theorem 6.7. — There exists a C-linear functor N �→ (v(N),∇N ) from
the category of the difference modules N over K with integer slopes to the
category of the connections on Eq with at most a pole at the point 1 ∈ Eq.
This functor extends the one of Theorem 6.3, is faithful and commutes with
tensor products.

Proof. — Consider pure global modules Pj , j = 1, . . . , r with integer
slopes λ1 < · · · < λr. Let Φj denote the action of Φ on Pj . Let C[z, z−1]-
linear maps 5i,j : Pj → Pi for i < j, be given. Define the global module
N with ascending slope filtration by N = P1 ⊕ · · · ⊕ Pr and Φ(p1 + · · · +
pr) =

∑r
j=1(Φj(pj) +

∑
i<j 5i,jΦj(pj)). We want to construct a canonical

connection on O ⊗N commuting with Φ.

Define Qj := C[z, z−1]ej ⊗ Pj with Φej = (−z)λr−λjej for j = 1, . . . , r.
Let Φ∗

j be the action of Φ on Qj . One embeds O ⊗ Pj into O ⊗ Qj by
pj �→ Θλr−λjej ⊗ pj . Then O ⊗ N = ⊕O ⊗ Pj embeds into O ⊗ Q with
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Q = ⊕rj=1Qj . Let 5̃i,j : O ⊗ Qj → O ⊗ Qi be the map derived from 5i,j .
Then Φ on O ⊗Q is given by

Φ(q1 + · · · + qr) =
r∑
j=1

(Φ∗
j (qj) +

∑
i<j

5̃i,jΦ∗
j (qj)) .

With this formula the embedding is Φ-equivariant. On O⊗Q one wants to
define a connection ∇ of the form

∇(q1 + · · · + qr) =
r∑
j=1

∇j(qj) +
r∑
j=1

∑
i<j

mi,j(qj) ,

with O-linear maps mi,j : O ⊗ Qj → O dzz ⊗O (O ⊗ Qi). The condition
Φ∇ = ∇Φ translates into (Φ−1)mi,j = ∇(5̃i,j) for all i < j. These equations
are solved in the canonical way of Lemma 6.6. The restriction of this ∇ to
O ⊗N induce a connection ∇N : v(N) → ΩEq ((λr − λ1)[1]) ⊗ v(N).

The maps 5i,j in the definition of N are not unique. They can be changed
by adding maps (Φ − 1)ri,j with ri,j : Pj → Pi. It is easily seen that ∇N
only depends on the equivalence classes of the 5i,j . Using Lemma 6.6, one
shows that the above defines a C-linear functor.

Let N1, N2 denote two global difference modules with ascending slope
filtration and with integer slopes. The above constuction embeds O ⊗ Ni
into O⊗Mi (for i = 1, 2) where O⊗Mi has only one slope. The connections
on N1, N2 are the restrictions of the connections on O ⊗Mi prescribed by
Theorem 6.3. The above construction applied to N3 = N1 ⊗ N2 embeds
O ⊗N3 into the tensor product of the pure modules O ⊗Mi. According to
Theorem 6.3, the connection on this tensor product is the tensor product of
the connections on the O⊗Mi. We conclude that the functor, construction
above, respects tensor products. �

Remarks 6.8. — (1) For general difference modules M over K it is also
possible to define a connection ∇N on v(N) with at most a pole at 1 ∈ Eq.
However for non integer slopes there seems not be a canonical choice for
∇N .

(2) In the situation of Example 6.5, the map 5 : P2 → P1 is responsible for
divergence, ‘Stokes matrices’ and the unipotent part of the difference Galois
group of N . In general, the connection ∇N : v(N) → ΩEq (t[1])⊗v(N) has a
pole of order t. The irregularity of the connection ∇N locally at 1 ∈ Eq will
produce Stokes matrices (in the classical sense) and unipotent elements of
the local analytic differential Galois group which depend on 5. The precise
relation remains to be investigated.
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(3) It is interesting to apply another method to Example 6.4. For any in-
teger t > 0 one defines Gt =

∑
n∈Z(qt)n(n−1)/2(−zt)n. One observes that

(−zt)Gt(qz) = Gt(z) and that the set of the zeros of Gt is µt × qZ, where
µt is the group of the t-th roots of unity.

Let again N = Ke1 + Ke2 with Φ(e1) = (−z)te1, Φ(e2) = e2 + pe1
with p ∈ C[z, z−1]. Define now f1 = G−1

t e1 and f2 = e2. Then Oe1 + Oe2
embeds into Of1 + Of2 and Φ(f1) = (−1)t−1f1 and Φ(f2) = f2 + pGtf1.
The connection ∇ is defined by ∇f1 = 0, ∇f2 = ω ⊗ f2 where ω is the
canonical solution of (Φ − 1)ω = (−1)t−1d(pGt). The resulting connection
∇N has at most simple poles at the image points of µt in Eq.

(4) The variation in (3) on Example 6.4 extends to a functor on the category
of the difference modules over K with integer slopes to the category of the
connections on Eq having at most simple poles in the images of

⋃
t�1 µt in

Eq. This functor is constructed as in the proof of Theorem 6.7 and it has
again the properties: C-linear, faithful and commuting with tensor products.

For this variation on Theorem 6.7 and in connection with Example 6.5,
one observes that 5 : P2 → P1 contributes to the poles of ∇N on the image
points of µt in Eq. Thus 5 contributes to the monodromy group for the
connection ∇N .

7. Positive characteristic

Atiyah’s paper makes some excursions to positive characteristic. Here,
we do the same for q-difference equations. We replace the field C by a field C
which is algebraically closed and complete for a non trivial non archimedean
valuation. The case where C has characteristic 0 (i.e., C ⊃ Qp for some
prime p) is not very interesting since most of the preceeding results can be
copied from the complex case with the help of some rigid analysis.

In this section we consider an algebraically closed field C of characteristic
p > 0, complete with respect to a non trivial valuation. Further we choose
a q ∈ C with 0 < |q| < 1.

Over K = C({z}), K̂ = C((z)) and C(z) one can define q-difference
modules and study their properties. The elliptic curve associated to this is
the Tate curve Eq := C∗/qZ, constructed with the help of rigid analysis.
We note that this curve is special in the sense that its j-invariant is tran-
scendental over Fp and in particular Eq is ordinary. We make now a quick
investigation of the main results of this paper in this new context.
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Lemma 7.1. — There exists an explicit pair (F, φ) of an algebraically
closed field F and an automorphism φ, such that F ⊃ K̂ and φ extends the
given automorphism of K̂. The pair (F, φ) induces automorphisms of the
algebraic closures of K̂ and K extending the given φ.

Proof. — The algebraic closure of K̂ has no explicit description. How-
ever, there is an explicit algebraically closed field F := C((zQ)) containing
K̂. The elements of this field are expressions

∑
λ∈Q aλz

λ with all aλ ∈ C
and such that {λ| aλ �= 0} is a well ordered subset of Q. It is well known
that F is a maximally complete field with residue field C and value group
Q. In particular, F is algebraically closed. Choose a homomorphism λ �→ qλ

from Q to C∗ with q1 = q. One defines an automorphism φ of F by the
formula φ(

∑
λ∈Q aλz

λ) =
∑
λ∈Q aλq

λzλ. This extends the action of φ on
K̂. The algebraic closures of K̂ and K can be seen as subfields of F . They
are obviously invariant under φ. This proves the assertion. �

Lemma 7.2. — Let K̂ ⊂ L be an extension of degree m <∞ such that φ
extends to an automorphism of L. Then L = K̂(z1/m). A similar statement
holds for K replacing K̂.

Proof. — Write L = C((t)). Then z = amt
m + am+1t

m+1 + · · · with
am �= 0. The action of φ on L has therefore the form φ(t) = q1t + · · · with
qm1 = q. Since 0 < |q1| < 1, one can produce an element s ∈ C[[t]] such that
C[[s]] = C[[t]] and φ(s) = q1s. Thus we may assume that φ(t) = q1t. Then

q(amtm + am+1t
m+1 + · · ·) = qz = φ(z) = amq

m
1 t
m + am+1q

m+1
1 tm+1 + · · ·

implies that z = amt
m. This proves the statement for the case K̂.

For the case K, one has to show that L = C{t} contains an element s
with C{s} = C{t} and φ(s) = s. Write φ(t) = q1t + a2t

2 + · · · and s =
t+b2t2 +b3t3 + · · ·. Then φ(s) = q1s leads to a sequence of equations for the
bi. An inspection shows that the convergence of the series q1t+

∑
n�2 ant

n

implies the convergence of the series t+
∑
n�2 bnt

n. �

Most of the preceeding sections remain valid, after a small adaptation,
in the present context. We give now some details.

In section 1, the fields K∞ and K̂∞ should be read here, not as the
algebraic closures but as the fields ∪n�1Kn with Kn := C({z1/n}) and
∪n�1K̂n with K̂n := C((z1/n)). The complex function theory for Eq is
replaced by the rigid analytic theory (see for instance [Fr-vdP]) and the
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formulas in subsection 1.1 remain valid. The only part of section 1 that has
no (obvious) translation is subsubsection 1.4.1.

All of section 2 remains valid with the exception of Remarks 2.4. Indeed,
the formulas for the decomposition of tensor products of indecomposable
modules (or for indecomposable vector bundles on Eq) are different in pos-
itive characteristic. Especially, the decomposition of Ua ⊗K Ub poses a non
trivial combinatorial problem, solved in [At] in the context of vector bundles
on Eq.

No changes are needed for the results of sections 3 and 4. However we
will rewrite Section 5 completely by developing a suitable Picard-Vessiot
theory, calculating difference Galois groups and a universal Picard-Vessiot
ring. We take [vdP-S 1,2] as guide for this.

It is not possible to attach, as in Theorem 6.1, to regular singular dif-
ference modules M over K, connections on v(M). Indeed, for the mod-
ule Ke with Φe = ce and c ∈ C∗, the connection must have the form
∇e = a(c)dzz ⊗ e, where a : C∗ → C is a homomorphism and satisfies
a(q) = 1. However, a(q) = p · a(q1/p) = 0.

7.1. Picard-Vessiot theory and examples

Consider a field F provided with an automorphism φ of infinite order.
The field of constants C := {f ∈ F | φ(f) = f} is supposed to be alge-
braically closed. A difference module M is a finite dimensional vector space
over F , provided with a bijective additive map Φ : M → M satisfying
Φ(fm) = φ(f)Φ(m). After choosing a basis of M over F , the equation
Φ(m) = m translates into a matrix difference equation y = Aφ(y) with
A ∈ GLn(F ).

A Picard-Vessiot ring PV for M (or y = Aφ(y)) is a commutative F -
algebra with unit element satisfying

1. An extension of φ as automorphism of PV is given.

2. PV has no φ-invariant ideals except {0} and PV .

3. There is a U ∈ GLn(PV ) with U = Aφ(U).

4. PV is generated over F by the entries of U and U−1.

With the methods of [vdP-S 1,2] one shows the existence and unicity of
PV (up to φ-isomorphisms). One observes that PV is reduced and has in
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general zero divisors. The field of constants of the total ring of fractions of
PV is again C.

The naive definition of the difference Galois group G of M is: G is the
‘abstract’ group of the F -automorphisms of PV commuting with φ. This
definition is insufficient in positive characteristic. A more precise definition
is the following. One defines a covariant functor G from the category of the
finitely generated commutative C-algebras R to the category of groups by
G(R) is the group of the automorphisms of R⊗CPV which are R⊗CF -linear
and commute with the action of φ. It can be shown that G is represented
by an affine group scheme of finite type over C. The difference Galois group
G is by definition this group scheme.

If the field F has characteristic zero then G is a reduced linear alge-
braic group. In our case, where F has characteristic p > 0, the difference
Galois group need not be reduced. In the following examples we calculate
the Picard-Vessiot rings and their difference Galois groups for some typical
equations. For all examples we take F = K̂ = C((z)) with C as before.
Since the examples are pure modules, one may replace K̂ by K = C({z})
everywhere. For convenience, we calculate for modules M the ‘contravari-
ant solutions’, i.e., ker(Φ − 1,Hom(M,PV )) , in stead of the ‘covariant
solutions’, i.e., ker(Φ − 1, PV ⊗M) .

Example 1. — The extension K̂ ⊂ K̂(z1/p) is the Picard-Vessiot exten-
sion for the difference equation φ(y) = q1/py. Its difference Galois group is
the group µp,C. More generally, K̂(z1/n) is the Picard-Vessiot extension of
an equation φ(y) = qt/ny with (t, n) = 1 and its difference Galois group
is µn,C. We recall that µn,C = Spec(C[t]/(tn − 1)), with co-multiplication
given by t �→ t⊗ t.

Example 2. — Equation φ(y) = cy with c ∈ C∗. Suppose that for all
n � 1 the only solution of φ(y) = cny in K̂ is y = 0, then the Picard-Vessiot
extension is K̂[Y, Y −1] with φ(Y ) = cY and the difference Galois group is
Gm,C.
Suppose that there exists a non zero y ∈ K̂ such that φ(y) = cay for some
a � 1. Then c has the form ζqt/n with ζ a primitive dth root of unity
and n � 1, (t, n) = 1. We consider the two equations φ(y) = qt/ny and
φ(y) = ζy separately. The first equation is considered in example 1. The
second equation has Picard-Vessiot ring K̂[y] with equation yd = 1 and
φ(y) = ζy. This ring has obviously zero divisors (if d > 1). Its difference
Galois group is µd,C ∼= Z/Zd over C since d is not divisible by p. The Picard-
Vessiot extension for φ(y) = cy is a subring of K̂[z1/n][y]. The difference
Galois group is therefore a quotient of the group µn,C × Z/Zd.
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Example 3. — Um = K̂ ⊗ V with dimV = m, Φ(1 ⊗ v) = 1 ⊗ U(v)
and U ∈ GL(V ) the indecomposable unipotent operator. There exists an
element e ∈ V such that e, (U − 1)e, . . . , (U − 1)m−1e is a basis of V . Hence
Um ∼= K̂[Φ,Φ−1]/K̂[Φ,Φ−1]((Φ − 1)m). Thus we have to find the Picard-
Vessiot ring for the equation (φ− 1)m(y) = 0.

(a) Suppose that 1 < m � p. The difference ring A1 := K̂[5], defined
by 5p − 5 = 0 and φ(5) = 5 + 1, has only trivial φ-invariant ideals. The
elements

(
3
i

)
for i = 0, . . . ,m − 1 are C-linear independent solutions of

(φ − 1)m(y) = 0. Since A1 is generated over K̂ by 5 one finds that A1 is
the Picard-Vessiot extension for the equation (φ − 1)m(y) = 0. Let R be a
C-algebra and σ a R⊗C automorphism of R⊗CK[5], which commute with
φ. Then σ is determined by σ(5) and σ(5) = 5 + a where a is any element
in R with ap = a. The difference Galois group is therefore the group Z/Zp
over C. In view of further equations we write 5 = 51.

(b) Suppose that p < m � p2. The Picard-Vessiot ring for (φ − 1)m(y)
= 0 is A2 := K̂[51, 52], defined by 5p1 − 51 = 0, 5p2 − 52 = 0, φ(51) =
51 + 1, φ(52) = 52 +

(
31
p−1

)
. The set of maximal ideals of A2 is {(51 − a,

52−b)|a, b ∈ Fp} ∼= F2
p. One calculates that φ acts transitively on this set and

one concludes that A2 has only trivial φ-invariant ideals. One observes that

(φ−1)p(52) = (φ−1)p−1(
(

51
p− 1

)
) = 1 and (φ−1)p

2−1

(
52
p− 1

)(
51
p− 1

)
= 1 .

The conclusion is that C[51, 52] is the kernel of (φ−1)p
2
, acting on A2. This

shows that A2 is generated by the solutions of (φ− 1)my = 0 and thus that
A2 is indeed the Picard-Vessiot ring.

We have to represent the functor G, given by G(R) is the group of the dif-
ference automorphism of R⊗CA2 over R⊗CK. For the calculation of G(R)
we suppose for convenience that Spec(R) is connected. Then a ∈ R, ap = a

implies a ∈ Fp. Further Fp[51, 52] = {ξ ∈ R⊗C A2| ξp = ξ and (φ− 1)p
2
ξ =

0}. Thus any σ ∈ G(R) induces an automorphism of Fp[51, 52] commuting
with φ. On the other hand, any automorphism of Fp[51, 52] commuting with
φ, extends uniquely to an element of G(R).

The algebra Fp[51, 52] is seen as Fp[φ]-module. The element ξ =
(
32
p−1

)
·(

31
p−1

)
is a generator and the module can be written as Fp[t]/(tp

2
), where

t = φ − 1. We recall that tp
2−1ξ = 1. Thus an automorphism σ satisfies

σξ = aξ with a ∈ Fp[t]/(tp
2
) and a ≡ 1 mod (t). On the other hand any a,

as above, produces a unique automorphism. The above group is the cyclic
group of order p2, generated by a = 1 + t mod (tp

2
). Thus the difference

Galois group is equal to the group Z/Zp2 over C.
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(c) In a similar way one obtains that the difference ringAk := K̂[51, · · · , 5k],
given by the equations 5pi − 5i = 0 for i = 1, . . . , k and

(φ− 1)(5i) =
(
5i−1

p− 1

)(
5i−2

p− 1

)
· · ·

(
51
p− 1

)

for i = 2, . . . , k and (φ−1)51 = 1, is the Picard-Vessiot ring for (φ−1)my = 0
for m such that pk−1 < m � pk. Its difference Galois group is the group
Z/pkZ over C. As in the case k = 2, the difference Galois group is identified
with the group of the automorphisms of Z := Fp[51, . . . , 5k] which commute
with φ. Now Z, as a Fp[φ] = Fp[t]-module (with t = φ − 1), has ξ =(
3k
p−1

)(
3k−1
p−1

)
· · ·

(
31
p−1

)
as cyclic element, and is isomorphic to Fp[t]/(tp

k

). The

automorphisms are given by the elements a ∈ Fp[t]/(tp
k

) with a ≡ 1 mod (t).
This group is cyclic of order pk and has generator a = 1 + t mod (tp

k

).

Example 4. — M = K̂(z1/n)e, Φe = zt/ne with n � 1, (t, n) = (p, n) = 1.
The corresponding scalar equation is φn(y) = qt(n−1)/2zty. By definition,
PV contains an invertible element α satisfying the equation. Any other
solution y has the form ỹα with φn(ỹ) = ỹ. Hence PV contains K̂[y1] with
yn1 = 1 and φ(y1) = ζny1 where ζn is a primitive nth root of unity. The
invertible element u := φ(α)α−1 satisfies the equation φn(u) = qtu. All
solutions of the latter equation have the form zt/ny with φny = y. Thus y
is an invertible element of C[y1]. It follows that zt/n and z1/n are in PV .
After changing α we may suppose that u = zt/n. This leads to the assertion
that the Picard-Vessiot ring is K̂(z1/n)[y1, α, α−1] with the rules: yn1 =
1, φ(y1) = ζny1 (with ζn a primitive nth root of unity); α transcendental
over K̂ and φ(α) = zt/nα. The elements {yi1α| i = 0, . . . , n − 1} form a
C-basis of solutions. The inclusion K̂[z1/n][y1] ⊂ K̂[z1/n][y1, α, α−1] induces
an exact sequence for the difference Galois group, namely

1 → Gm → G→ µn × µn → 1 .

The term µn × µn is the difference Galois group of the Picard-Vessiot ex-
tension K̂(z1/n)[y1] of the equation φn(y) = qy.

Example 5. One considers the difference module M = K̂(z1/p)e with Φe =
zt/pe (and 1 � t < p), seen as difference module of dimension p over
K̂. A corresponding scalar equation is φp(y) = qt(n−1)/2zty. The method
of example 4 yields that the Picard-Vessiot extension for M is PV =
K̂(z1/p)[51, α, α−1], satisfying the following rules: 5p1 − 51 = 0 and φ(51) =
51 + 1, α is transcendental over K̂ and φ(α) = zt/pα. The inclusion
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K̂(z1/p)[51] ⊂ K̂(z1/p)[51, α, α−1], induces an exact for the difference Galois
group G

1 → Gm → G→ Z/pZ × µp → 1 .

The group Z/pZ × µp is the difference Galois group of the Picard-Vessiot
extension K̂(z1/p)[51] of the equation φp(y) = qy.

Example 6. — M = K̂(z1/pk

)e with Φe = zt/p
k

e and (t, p) = 1. A corre-
sponding scalar equation is φp

k

(y) = qt(p
k−1)/2zty. The Picard-Vessiot ring

is K̂(z1/pk

)[51, . . . , 5k, α, α−1] with φ(α) = zt/p
k

α. The difference Galois
group admits an exact sequence

1 → Gm → G→ Z/pkZ × µpk → 1 .

7.2. The universal difference ring over K̂

The above examples and the classification of the indecomposable dif-
ference modules over K̂ lead to the following description of the univer-
sal Picard-Vessiot ring Univ of K̂. Let K̂+ denote the union of the fields
K̂(z1/n) (for all n � 1). One introduces symbols e(czλ) for c ∈ C∗, λ ∈ Q

and 5k for k ∈ Z, k � 1. Then Univ = K̂+[{5k}k�1{e(czλ)}]. The only
relations are e(c1zλ1) · e(c2zλ2) = e(c1c2zλ1+λ2); e(qλ) = z−λ for λ ∈ Q

(including e(1) = 1); 5pk − 5k = 0 for all k � 1. The action of φ on Univ is
given by:
φ acts on K̂+ by φ(

∑
aλz

λ) =
∑
aλq

λzλ, czλφ(e(czλ)) = e(czλ),
φ51 = 51 + 1, (φ− 1)5k =

(
3k−1
p−1

)(
3k−2
p−1

)
· · ·

(
31
p−1

)
for k � 2.

Univ can also be described as the algebra K̂[{5k}k�1, {e(c)}c∈C∗ , {e(zλ)}λ∈Q]
with the relations: 5pk = 5k for all k � 1; e(c1)e(c2) = e(c1c2); e(1) =
1, e(q) = z−1; e(zλ1)e(zλ2) = e(zλ1+λ2). The action of φ is given by the
above formulas for φ(5k) and φ(e(c)) and e(q−λ)φ(e(zλ)) = e(zλ).

The universal Picard-Vessiot ring Univrs for the regular singular differ-
ence equations over K̂ is the subring K̂[{5k}k�1, {e(c)}c∈C].

The difference Galois group Grs of Univrs can be identified with Zp ×
Hom(C∗/qZ,C∗). The factor Zp is the difference Galois group of K̂[{5k}k�1].
The notation Hom(C∗/qZ,C∗) for the second factor is an ‘abus de langage’.
It hides the non reduced part of the difference Galois group. One writes
Eq := C∗/qZ (with brute force) as a product D × (Eq)tors, where D is a
divisible, torsion free group. Since D is a vector space over Q, the term
Hom(D,C∗) defines a reduced affine group scheme. More precisely, D is
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a direct limit of its free finitely generated subgroups and the affine group
Hom(D,C∗) is the projective limit of algebraic tori over C.

The group (Eq)tors is a product {a ∈ C∗|a root of unity}× qQ/qZ. This
torsion group is isomorphic to (Q/Z[1/p])2 × Qp/Zp. The first factor yields
the reduced affine group scheme which is the projective limit of µn × µn,
taking over all n � 1 not divisible by p. The second factor yields the non
reduced affine group scheme which is the projective limit of the groups µpk .

The difference Galois group Guniv of Univ admits an exact sequence

1 → Hom(Q,C∗) → Guniv → Grs → 1

The term Hom(Q,C∗) is the affine group scheme which represents the
Univrs-linear automorphisms of Univ, commuting with φ. We note that
the affine group scheme Guniv is not commutative. Unlike the complex case
we do not find explicit topological generators (like Γ,∆, D) for Guniv. This
is due to the complicated structure of the group C∗.

In the above we established a reasonable Picard-Vessiot theory and ex-
plicit calculations for the difference Galois groups of difference modules over
K̂ (or equivalently for split difference modules over K). The explicit deter-
mination of the difference Galois group of (non split) difference modules
over K can be copied from Section 5.
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ferential equations, Astérisque, 296, 197-225 (2004).

[vdP-S1] van der Put (M.), Singer (M.F.), Galois theory of difference equations, Lect.
Notes in Math., vol 1666, Springer Verlag, 1997.

[vdP-S2] van der Put (M.), Singer (M.F.), Galois theory of linear differential equations,
Grundlehren der mathematische Wissenschaften 328, Springer Verlag, 2003.

– 717 –



Marius van der Put, Marc Reversat

[R-S-Z] Ramis (J.-P.), Sauloy (J.), Zhang (C.), La variété des classes analytiques
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