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ABSTRACT. — The Vlasov—Poisson system models a collisionless plasma. In a bounded
domain it is known that singularities can occur. Existence of global in time continuous solutions
to the Vlasov-Poisson system is proven in a one-dimensional bounded domain, with direct
reflection boundary conditions and initial data even with respect to the v-variable. Local in
time uniqueness is proven. Generalized characteristics are used. Electroneutrality is obtained
in the limit.

RESUME. — Le systéme de Vlasov—Poisson modélise un plasma sans collisions. Il est connu
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uni-dimensionnel, avec des conditions aux bord de réflexion directe et des données initiales
paires par rapport a la vitesse. L’unicité locale en temps est prouvée. Des caractéristiques
généralisées sont utilisées. L’électro-neutralité est obtenue a la limite.

1. Introduction

We consider the Vlasov—Poisson system

(1.1) Of +v0.f+ Ed,f=0, t>0, (z,v)€]0,1[xR,
(1.2) 09 +v0,9g— Edyg=0, t>0, (z,v)€]0,1[xR,
(1.3) e@mE:/Rfdv—/Rgdv, t>0, x€)o,1],

(1.4) f(0,2,v) = fox,v), (z,v)€]0,1[xR,

(1.5) 9(0,z,v) = ¢°(z,v), (z,v) €]0,1[xR.

It is used to describe the dynamics of particles in a collisionless, electrostatic and
non-relativistic plasma composed of ions and electrons. f and g respectively denote
the ionic and electronic distribution functions. The electric field E is created by the
ions and electrons themselves and derives from a potential ¢ satisfying the Poisson
law €02, ® = [(f — g) dv, i.e (1.3). The parameter ¢ > 0 is equal to the square of
the ratio between the Debye and the characteristic observation lengths. The Debye
length is a physical length below which charge separation occurs. In many physical
situations, € is small. The distribution functions f and g satisfy direct reflection
boundary conditions at the boundary x € {0,1}, and F is given and constant at
xz =0,

(16) f(thav) = f(tvxv —U), t>0, z¢€ {Oa ]-}7 v ER,
(1.7) g(t,z,v) =g(t,z,—v), t>0, ze€{0,1}, veR,
(18) E(t,O) =FEy, t>0.

If the spatial domain in (1.1)-(1.8) were R instead of |0, 1], classical characteristics
for (1.1) would be defined by X' = V, V' = E(t, X). In the frame of this paper,
bounces may occur at the boundary {0,1} of the spatial domain. When a charac-
teristics intersects x = 0 (resp. = 1) with a zero velocity at a time s > 0, it can
be seen that it stays in the domain without any discontinuity. And so, it is still con-
sidered as a classical characteristics. Bounces at the boundary of the domain occur
when a characteristics intersects the boundary with a non zero velocity. Generalized
characteristics involving possible bounces [Guo95, HS08] and continuous solutions
to (1.1) and (1.6) are defined as follows.

DEFINITION 1.1. — Let E € C([0,+oc[; C*(]0,1])). The generalized backward
characteristics (X,V) from (t,z,v) €]0,+00[x]0,1[ XR related to (1.1) and (1.6)
is defined as the union of the classical characteristics which connect (t,z,v) to
(t1,x1,v1), (t1, 21, —v1) to (to, T2, v2), ..., (tn, Tn, —Vp) tO (tni1, Tnits Unst), - - -, Where
z, €4{0,1}, |vy| >0 and t,, > t,41 > 0.
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This gives a set P C N* counting the number of bounces, and a sequence of
bouncing times (¢,), e p such that,

X (tp;t,x,v) =0 and V(t:;t,x,v) =-V (t;;t,x,v) > 0,
or
X(ty;t,z,v) =1 and V(t:{;t,x,v):—‘/(t;;t,x,v)<0, n € P.

DEFINITION 1.2. — Let I be an interval of non negative times starting at zero.
Let E € C(I;C'(]0,1])). A continuous solution f to (1.1), (1.4) and (1.6) on I is a
function f € C(I x [0,1] x R) such that

(1L9)  f(t,z,0) = f(X(0;t,2,0), V(0st,2,0)), tel, (2,0)€[0,1] xR,

where (X (-;t,z,v),V(-;t,x,v)) is the generalized characteristics from (t,z,v) as in
Definition 1.1.

The main results of this paper are the following.

THEOREM 1.3. — Let € > 0. Let f° ¢° € C([0,1] x R) be non negative even
functions with respect to the v variable, with finite kinetic energy, and such that for
any R >0,

sup fo(wi) S Ll (Rv)7
(z,w) €[0,1] X R; |lw—v| < R
(1.10) , X
sup g (z,w) e L' (Ry).

(z,w) €[0,1] x R; |lw—v| <R

Let Ey € R\ {0} such that
(1.11) Ey#¢! / (go — f0> (z,v)dzdv.

There exists a solution
2
(f.9.E) € (C([0, +00[x[0,1] x R) )" x C([0, +00[; C*([0, 1]))
of (1.1)—(1.8) in the sense of Definition 1.2. Moreover, f and g are non negative.

THEOREM 1.4. — Let f° ¢° be non negative Lipschitz functions satisfying (1.10),
even with respect to the v variable, and such that for some ¢y > 0 and V; > 0,

fz,v) =¢%x,v) =0, z€l0,1], |v|<c or |v]=V,.

Let Ey € R\ {0} satisfying (1.11). There is a time Ty > 0 such that the continuous
solution to (1.1)—(1.8) is unique on [0, Tp].

The Vlasov—Poisson system has been studied for long. In order to present the
results of this paper with respect to the previous works on the Vlasov—Poisson
system, let us give a list of previous works on the subject.

e On classical solutions in (z,v) € R? x R3
- C. Bardos and P. Degond [BD85] proved global in time existence and
uniqueness of classical C! solutions to the Cauchy problem related to
the Vlasov—Poisson system for small initial data.
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- K. Pfaffelmoser [Pfa92] proved existence of classical solutions for general
initial data in C'(R®) with compact support. Refinements were done
in [Sch91] and [Rei97].

The proofs for these results are based on an analysis of the characteristics associated
to the system.

e On weak solutions in R? x R3

- A. Arsenev [Ars75] proved the global existence of L' N L> weak solutions
to the Vlasov-Poisson system.

- Using velocity averages, R. J. DiPerna and P.-L. Lions [DL88] proved
the global existence of renormalized weak solutions.

- R. Robert [Rob97] established uniqueness of weak solutions with compact
support.

- Together with the study of propagation of moments [ |v|” f(¢,z,v) dzdv
with m > 3, P.-L. Lions and B. Perthame [LP91] proved existence and
uniqueness of an L' N L> weak solution.

- C. Pallard [Pall2] proved an analogous result for m > 2.

- Using optimal transport, G. Loeper [Loe06] proved the uniqueness of
weak solutions with bounded mass density.

- E. Miot [Miol6] proved uniqueness of weak solutions with the L” norms
of the mass density growing at most linearly with respect to p.

- T. Holding and E. Miot [HM18] proved uniqueness of weak solutions
with mass density in an Orlicz space, as a consequence of a quantitative
stability result for the Wasserstein distance of two weak solutions.

e On weak solutions in [0, +o00[xR

- It is known from a counterexample by Y. Guo [Guo95] that there is
in general no C! solution to the Vlasov—Maxwell system with direct
reflection boundary conditions on a half-line. This counterexample can
be adapted to the Vlasov—Poisson system with direct reflection boundary
conditions in a bounded domain.

- For specific frames like species with the same sign of charge or neutral
plasmas, Y. Guo [Guo94| proved the existence of global in time classical
solutions.

- H. J. Hwang and J. Schaeffer [HS08] proved uniqueness of weak solutions
to the one-species Vlasov—Poisson system with direct reflection for the
distribution function and given constant electric field pointing inward of
the domain at the boundary. They used an approach with characteristics.

e On weak solutions in Q x R?, where €2 is a bounded subset of R?

- Existence of weak solutions to the Vlasov—Poisson system in a bounded
domain and given indata was proven by R. Alexandre [Ale93] and N. Ben
Abdallah [BA94].

- Existence and stability of weak solutions to the initial boundary value
problem was proven by J. Weckler [Wec95].

- Existence of weak solutions to the corresponding stationary problem was
proven by F. Poupaud [Pou90].
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- For the Vlasov equation with a given force field, S. Mischler [Mis99]
considered other types of boundary conditions such as specular reflection,
and proved existence and uniqueness of weak solutions.

Theorem 1.3 of this paper proves global in time existence of continuous solutions to
the two-species Vlasov—Poisson system in a slab, with specular reflection boundary
conditions. It takes into account previous results [Guo95] about weak solutions in
[0, +0o[x R, stating that C' solutions can not be expected. It is new compared to
the previous results on weak solutions in [0, +0o[x R or 2 x R? where 2 is a bounded
subset of R?, because of the regularity of its solutions. Indeed the solutions of the
Vlasov-Poisson system in Theorem 1.3 are continuous, i.e. with a regularity between
the C! regularity of strong solutions (in whole space) and the L regularity of weak
solutions.

Theorem 1.4 of this paper proves local in time uniqueness of the solution found
in Theorem 1.3. For a fixed electric field, it would concern the previously quoted
result [HSO8| by H. J. Hwang and J. Schaeffer. However, the assumption in [HS08] of
an electric field pointing inward the domain at the boundary only allows one bounce
at the boundary. In the frame of this paper with two-species of opposite electric
charges - which is the case with ions and electrons in most plasmas - if the electric
field points inward the domain for a species, it points outward the domain for the
other species. It is the reason why the proofs in this paper could not be built on
similar arguments as in [HS08].

The main tool in the proofs of Theorems 1.3-1.4 is the use of generalized character-
istics introduced in [Guo95|. Although they enlighten the solutions by following the
trajectories of the particles, the main difficulties in their use are to discard the phe-
nomenon of infinitely many bounces accumulating at some boundary point, which is
performed in Propositions 2.2-2.4, and to get continuity of the distribution functions
f and g from (1.9). Indeed, the presence of boundaries may induce discontinuities at
initial time. This problem is overcome by assuming the initial distribution functions
even with respect to the v-variable.

Here are two remarks on the assumptions on Ej in Theorems 1.3-1.4.

Remark 1.5. — Due to the mass conservation

1 1
/ /f(t,a:,v)dxdv:/ /fo(x,v)dxdv,
0o Jr 0o Jr
1 1
/ /g(t,:c,v)dxdv :/ /go(:v,v)dxdv,t > 0,
o Jr o Jr

an integration of (1.3) with respect to the space variable implies that

1
E(t,1) = Ey+ f/ / (fo — go) (x,v)dzxdv, t>0,
e Jo Jr

hence that E(-,1) is a constant function. Assumption (1.11) is satisfied if Ey # 0
and electroneutrality holds at ¢t = 0. It is done for E(-,1) to be different from zero.

Remark 1.6. — As will be seen in Theorem 5.1, ¢t — E(¢,0) is assumed to be
a constant function in order to ensure the conservation of total energy. However,
Theorems 1.3-1.4 would also hold for non constant and non vanishing continuous

t — E(t,0), such that t — E(t,0) + X [} [o(f° — ¢°)(z,v)dadv does not vanish.
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The paper organizes as follows. In Section 2, generalized characteristics are con-
sidered, taking into account possible bounces, proving that infinitely many bounces
can not occur, and studying their regularity. Theorem 1.3 (resp. Theorem 1.4) is
proven in Section 3 (resp. Section 4). The quasineutrality equation when ¢ — 0 is
proven in Section 5.

2. Generalized characteristics

In this section, T > 0 and E € C([0,T];C*([0,1])) are given. We consider the
Cauchy problem for the Vlasov equation,

(21)  Of + 00 f + EO,f =0, te0,7], (z,v)€]0,1[xR,
(2.2) f(0,2,v) = fO(z,v), (z,v) €]0,1[x R,
(2.3) ft,z,v) = f(t,z,—v), te€[0,T], (z,v)e€{0,1} x R.

As recalled above, existence and uniqueness of weak solutions to the problem have
been proven by S. Mischler in [Mis99], using a variety of test functions. Our appr-
oach differs from his by considering continuous solutions and using generalized
characteristics. Excluding the case where infinitely many bounces would accumulate
at a boundary point, we prove in Propositions 2.2 and 2.4 that the backwards in
time generalized characteristics from any (¢, z,v) € [0,7] x [0,1] x R,

S (X(s;t,x,v), V(s;t,x,v)),

has a finite number of bounces at the boundary, hence reaches time zero. Ex-
ample 2.5 exhibits a case where the map (t,z,v) — V/(0;t,z,v) is discontinuous.
In Proposition 2.6, the continuity of the map (x,v) — (X (0;t,z,v),| V(0;¢,z,v) |)
is proven, for any ¢t > 0.

LEMMA 2.1. — Fort > 0 and (z,v) € [0,1] x R, the second component V' of the
generalized characteristics from (t,x,v) satisfies

(2.4) V(sit,z,0)] < o] + T oo,
for s € [0,t] if P is finite (resp. s € [t1,t] Upep [tni1,tn] if P is not finite).

Proof of Lemma 2.1. — The case where P is finite is classical. Assume P = N*.
Denote by ty =t and prove by induction on n € N that

(2:5) o] = [V (st 2,0l | < (t = ) Elles 5 € [tarn 1]

For n =0 and s € [ty, 1], the equation 9,V (s;t,x,v) = E(s, X(s;t,z,v)) yields

bl = Visteol| < [

E(r, X (rit, 2, 0))|dr < (t = )| Eoo-
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Assuming that ||v| — [V (s;t,z,0)|| < (t — 9)||E|le for s € [tn,t,—1] and n > 1,
it holds

o] = [V(sit, 2, 0)l| < [Jol = [V (6538, 2,0) || +] |V (73t 2,0) | = V(s t,2,0)]|

tn
<=t Bl + [ 1B X(r3t,2,0)dr
S (E=9)Bllocs 5 € [tnyr, tn] - m

Given (t,z,v) € [0,T] x [0,1] x R, either the backwards in time generalized char-
acteristics from (¢, x,v) reaches {0} x [0,1] x R at (X (0;t,z,v), V(0;¢,z,v)) without
any bounce. This is the easy case where P = &. Or bounces occur at =0 or x = 1.
We first prove that there is a finite number of them. This is strongly linked with the
sign of the electric field at the boundaries. The following analysis distinguishes two
cases. We first deal with the case of a negative value of ¢ — E(t,1). The case of a
positive value of ¢t — E(t,0) can be treated analogously.

In the case of a negative value of E(t,1) on [0,77], let 6 €]0, 1] be such that

(2.6) E(t,z) <0, (t,z)€[0,T]x[1—0,1].
Let
1 2
27 AW = = (VI + TIBL + 201 Bl = (bl + TIEI) . v e R

A bound of the number of possible bounces on the generalized characteristics from
(t,x,v) € [0,T] x [0,1] x R is given in the following proposition.

PROPOSITION 2.2. — Assume t — E(t,1), t € [0,T], constant and negative. The
number of bounces occurring at * = 1 along the backwards in time generalized
characteristics from (t,z,v) € [0,T] x [0,1] x R is finite and bounded by ﬁ.

Proof of Proposition 2.2. — Let (X,V') be a backwards in time generalized char-
acteristics from (¢, z,v) with at least two bounces at x = 1, occurring at times ¢; and
ta, with to < t; < t. In order to prove the result, it is sufficient to bound ¢; — ¢5 from
below. It holds that V' (¢t7;t,z,v) > 0. As V(+;t,z,v) is decreasing when X (-;¢, x,v)
is in the interval [1 — ¢, 1], X leaves the interval [1 — §, 1] at a time s; €|to, [, and
X(s;t,z,v) = 1 — 9 for s € [s1,t1]. The integration between s and t; along the
classical characteristics

(X(-; t,x,v),V(t z, v))

[.47]
yields
X(s) =1+ (t—s)V ()= —”E2“°° (1 —s)?, s € ls1,t],
so that
”EQ”“’ (=5’ + (i —s)V (t7) =6 >0

This implies that

V() 281 Bl — v (17) |

b1 —ta 2t — 81 2 I
oo
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And so, by Lemma 2.1,

1
b= ta > e (Viol + Tl + 200 Bl — (o] + T E)c))

The number of bounces at z = 1 on [0, 7] is thus smaller than ﬁ. O

The opposite case where E(t,1) > 0, ¢ € [0, T, is more complicated. It corresponds
to an electric field pointing outward of the domain |0, 1] at the boundary. It cannot
be directly expected that the time between two bounces is bounded from below. An
infinite number of bounces is a priori not impossible. The distance to the boundary
of the X component of the characteristics between two bounces could be arbitrarily
small. It is proven in the following proposition that this does not occur. We first
prove a preliminary lemma.

LEMMA 2.3. — Forany (t,z,v) € [0, T]x[0,1] xR, the series >, c p |V (t.1; t, z,v)|
converges.

Proof of Lemma 2.3. — Assume P = N*, and first prove that the number of
consecutive bounces between x = 0 and x = 1 is finite. Integration along the
classical characteristics on [tgy1,t;], with (k,k + 1) € P?] yields

X (th) = X (tryr) = (b —ter) V (t;ﬂrl) + /tk (t, — 1) E(r, X (r))dr.

tr41

It holds that | X (¢x) — X (tx+1)| = 1. Hence

[E2FS
2

1< (ty — trs) \v (tgﬂ)\ + (te — trsr),

so that

by — try1 2 ||El||oo (\/V (tk++1)2 +2[|E|loo — ‘V (tiﬂ)\) :

It follows from Lemma 2.1 that

(Vol + TUE ) + 20 Ellc = (Jo] + T|Ele) )

1
by — th41 2 7||E||
o0

This implies a finite number of consecutive bounces between x = 0 and x = 1 on
[0,T]. Consequently we can assume X () = 0 for k > ng for some ny € N*| the
other case X () = 1 for k > ng being analogous. It holds that

25V (1)
=2 (S ) +v ) +v () + £ (v ()] v ()
=V () -V (%)

=2 (noz—:l ‘V (t;)‘) +V (t:{o) +V (t:{) — /ttno E(s, X(s))ds, n>=mng+ 1.

n
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By (2.4) applied to s =t}

é‘v(ti)‘ Z‘V(ﬁ)H v )+||+THEHOO, 0> no.

O

PROPOSITION 2.4. — When E(t,1) takes a constant value £y > 0 on [0,T], the
number of bounces occurring at x = 1 along the backwards in time generalized
characteristics from (t,z,v) € [0,T] x [0,1] x R is finite.

Proof of Proposition 2.4. — 1t is a proof by contradiction. Assume infinitely many
bounces at (t,,1),en along the backwards in time generalized characteristics from
(t,z,v) € [0,T] x [0,1] X R. (tp)nen being a decreasing sequence in [0, 7], converges
to a time t* > 0 when n — +00. Denote by

V, = V( ) > 0,8, € Jtpy1,tn] such that s, = min X (s), y, =1— X (s,).

sE [tn+17 tn]
It holds that lim,, , { o s, = t*, lim,, , 1o V,, = 0 by Lemma 2.3, and lim,, , o y, = 0.
Indeed, if for a subsequence (y,, )ken of (Yn), img - 400 Y, = y* > 0, then

£l y*
92 (tnk - Snk)Q + (tnk - Snk) - 5

> [ = 1) B XD+ V (500) (1 = 50) —

Y Y
:X(tnk)_X(Snk)_Ezynk_E = 0,

for k large enough. Consequently,

t Y1+ V1Bl -

— S
k ne = )
1]l

for k large enough. This would contradict the infinite number of bounces at x = 1.
By the continuity of F, there is d; > 0 such that

Bt z) > E; (t2) € [0,T] x [1— 6,,1].

It follows from
tn

oz/t” V(s)ds = (tn — tas) Ve — [ (= tus) B(r, X (r))dr,

tn+1 tn+1
that
(2.8) tn — thy1 < iV
. n n+l X El n
for n large enough. Moreover,
tﬂ/
—1- / V(s
tn
= Vn T—Sn TX( ))d ( sn)v’na
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for n large enough. And so,

(2.9) Yn < ElV2

In a neighborhood of (t*,1), E(s, X(s)) expresses as

(2.10) E(s,X(s)) = E1+ (X(s) = 1)0.E(t*,1) + (X(s) — 1)e(s),
with

(2.11) Jim, €(s) = 0.

Indeed, the function e introduced in (2.10) satisfies

(s) = X(;_l / " (0,8(5,) — 0.B(", 1)y,

which tends to zero when s tends to t*, by the uniform continuity of 0,E on
[0, 7] x [0,1]. The case 0,E(t*,1) < 0, i.e. 9, E(t*,1) = —a? with « > 0, is treated
here. « is taken as 1 for the sake of simplicity. By definition of the characteristics
(X, V) and (2.9)—(2.11), s — (X(s;t,z,v),V(s;t,x,v)) satisfies

X"(s)+ X(s) = E1 +1+g(s), € [tnp1,tnl,
V(s) = X'(s), § € Jtus1stal,
X(t) =1, X'(t,) =V,
where
g(s) = (X(s) = De(s) =0 (V2), € [tnsr,tu]-

Here, o(V/?) means that lim,, _, | O(VL? = 0. Hence,

X(s) :El(l—cos(s—tn)) +Vnsin(s—tn)+1+0(Vf), S € [tnt1,tn),

V(s) = Eysin(s —t,) + V,cos(s —t,) + o (VnQ) , S € Jtni1,tnl,
or
E
(2.12) X(s)zi(s—tn)Q—I—Vn (s—tn)—l—l—ko(‘/qf), S € [tnt1,tn),
(2.13) V(s) = Ei (s —to) + Vo +0 (V) S € Jtnit, tal.

Since t, 41 is a solution to X (t,.1) = 1, t, — t,41 satisfies

By (tn = tn1)? = 2Vo (tn = tay1) + 0 (V2) =0,

By (tn = tnsr) = Vo £/ V7 +0 (V7).

By definition of V1,
Vi1 = =V (t51) = By (ty — ta) = Va + 0 (V7).

Given the positive sign of V,, and V,, 1, it results

By (ty = tni1) = Vo +/V2+0(V3) =2V, +0 (V) and Vi =Va+o(V2).

ANNALES HENRI LEBESGUE
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Thus, for some ng large enough,
Vo1 2V, (1=V,), n=no.
Denote by h : x + 2 — 2% and
h? =ho---oh, pe N*.

p times
Let ny = ng be such that V,, < %, n > ny. It holds that
(2.14) Vigap = WP (Vi), peN.
Moreover, it can easily be proven by induction that
T 1
2.15 W(z)> —— p>1, [0, } .
(2.15) (z) P € 0,5
It results from (2.14)—(2.15) that
n n—mni n—ni 1
oV (V) 2V > -, n=n+1,
p=ni1-+1 p=1 p=1 p

which contradicts the statement of Lemma 2.3. Hence the number of bounces at
x = 1 is finite. The case 0,F(t*,1) > 0 (resp. 0,F(t*,1) = 0) is similar and also
leads to (2.12)-(2.13) (see [Giol9)]). O

Proposition 2.4 can similarly be extended to the case where ¢t — E(t,1) is not a
constant function.

We now consider the continuity of the function f defined by (1.9). Despite the
continuity of f°, f may be discontinuous. Actually, issues arise when X (0;¢,x,v) is
exactly zero (or one). This is illustrated in the following example.

Example 2.5. — Let the field E be a positive constant. Let ¢ €]0, 7] and = > ETtQ
The map v — V(0;t, x,v) is discontinuous at v = £ + %t and continuous elsewhere.

Proof of Example 2.5. — The backward in time characteristics from (¢, z, v) before
any bounce at x = 0 is given by

E
X(s)=z—v(t—s)+ §(t —5)%, V(s)=v—E(t—s), scl0,1].
For v = 7 + %t, there is no bounce on |0,t], X (0;t,z,v) = 0 and V(0;¢,z,v)
> (. For © < v, the backward in time characteristics from (¢, z, v) has no bounce and
V(0;t,x,0) =0 —tE.

For v > v, the backward in time characteristics from (¢, z,7) encounters a bounce
at time

U — V02— 22F

ty=1t— z >0, and V(0;t,x,0) =0 —tFE —2Vv? — 2zF.
Thus,
lim V(0;t,2,0) =v—tE, lim V(0;t,2,0) = —(v—tE).
v o — vt
Hence the map v +— V/(0;¢,z,v) is discontinuous at v = 7 + %t. d
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PROPOSITION 2.6. — The map (t,z,v) — (X(0;t,x,v),|V(0;t,2,v)|) is continu-
ous on [0,7] x [0,1] x R.

Proof of Proposition 2.6. — Let (¢, %,7) be given. If the backwards characteristics
from (¢,Z,v) reaches t = 0 at X (0;t,%,0) €]0, 1], then analogous arguments as for
classical characteristics imply that

lim (X(O;t,x,v), V(O;t,x,v)) = (X (0;5,%,17) Vv (o;f,f,a) )

(t,z,v) — (f, z, f))

What remains to be proven is the continuity of (¢, z,v) — (X (0;t,z,v), |V (0;¢,2,v)|)
at (t,7,0) such that its backwards characteristics reaches t = 0 at X(0;¢,2,7) €
{0,1}. Assume X (0;%, 7, ) = 0. Consider (¢, z,v) such that the backwards character-
istics (X, V)(+;¢,x,v) has an earliest bounce at time ¢, (¢, z,v) > 0. For (¢,z,v) close

enough to (¢,, ), there is no bounce of the backwards characteristics from (£, Z, )
on the interval [0, (¢, z,v)]. Define the extended electric field E¢ on [0,7] x R by

E¢(t,x) = E(t,x), t>=0,z¢€]0,1],
E¢(t,x) = E(t,0), t>0,x<0,
E¢(t,z) = E(t,1), t>0,z>1,

and the extended classical characteristics (X¢, V) from (¢, z,v) € [0,7] %[0, 1] xR by
0, X =V Xt;t,x,v) =z, o Ve = E°(s, X)), V(t;t,x,v) = v.
First consider tlle case where Ey < 0. There is no restriction to consider v > 0,
and (t,x) (resp. (¢,7)) in the strip close to z = 0 where E < 0.

v 30

Let € > 0 be given, and v €3, 5[. For (¢, z,v) in an appropriate neighborhood of
(t,2,7), it holds that

(2.16) ’Xe(s;t,:c,v) - X (s;f,%,ﬁ)‘ + ‘Ve(s;t,:v,v) - Ve (s;f,f, T))’
<€ s€E {Oﬂ .
It follows from
Ve(ty;t,xv) 2 v, X(t;t,x,v) =0,
Xe(s;t,x,v) = VE(ty;t,z,v)(s — ty) + /:1(7" — s)E° (r, X¢(r;t,x,v))dr,
that

X(s;t,x,v) < —2¢, s<ty — —.
v
Together with (2.16) and X (0,%,%,9) = 0, this implies that ¢; < %. Consequently,

V (it a0) = VOt 2,0)| + |V (4552,0) =V (0,5,7)| < 2 Ellacts < ce,
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and

V(Ost,2,0) +V (0:£,7,7)|

<V (Ost,z,0) =V (trst,z,0) | + |V (0:£,7,0) = V (t;7,7,0)]
+ ‘V (tl;f,f,ﬂ) -V (tf;t,x,v)‘
< ce.
The inequality
’X(O;t,x,v) —X(O'ff 17)‘ < ce,
can be proven by bounding | X (0;¢,z,v) — X (0;1,%,9)| from above by
X(05t,2,0) = X (ty;t,2,0) | + | X (0,7,5) - X (4135,7,7))|
‘X (tl;t,x,v> — X(tl;t,x,v)’.

Consider the case where Ey > 0 and (¢, z,v) (resp. (t,7,7)) such that the backwards
characteristics (X, V)(+1¢,z,v) (vesp. (X, V)(-;¢,7,0)) has an earliest bounce at time
t1(t,z,v) > 0 (resp. has no bounce on [0, (¢, z,v)] and is such that X (0;¢,,v) = 0).
There is no restriction to consider © > 0, and (¢, z) (resp. (£, %)) in the strip close to
x = 0 where £ > % Let € > 0 be given. It holds that for (¢,z,v) in an appropriate
neighborhood of (¢, %, v),

‘Xe(s;t,x,v) — X (s;ﬂf,f))‘ + ’Ve(s;t,x,v) — Ve (s;ﬂ%,ﬂ)‘ <€ sSE {O,Z} )
Consider the extreme case where V(t1(t, z,v);t, z,v) = 0.

Then 0 < V(s;t,7,0) < ¢, for s € [0,¢1(¢, z,v)]. And so,

Ey
2

From here the proof is analogous to the case where Ey < 0. 0

i \/()“E(T,X(r;f,f,ﬁ))drzV(tl;af,ﬁ) —V(O;f,fﬁ) < ce.

Consequently, taking f° continuous and even w.r.t. the v variable and defining
f(t,z,v) = fO(X(O;t,x,'U),V(O;t,x,v)), (t,z,v) € [0,+00[ x [0,1] x R,

as in (1.9), makes f continuous.

3. Proof of the existence Theorem 1.3

In this section, the parameter € in (1.3) does not play any role and is taken as one
for the sake of simplicity. Let T" > 0 be given. Theorem 1.3 is proven with a fixed
point argument for the map S defined on

K ={ae (o1 [0,1); /01 alt, 2)dz = | f°
by S = S30550.95;. Here,
Sy (a)(t, z) = Eo+/0$a(t,y)dy, (t,2) € [0,T] x [0, 1],
Sa(E) = (f,9),

AN Hg

o te [O,T]},
Ll
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where f (resp. g) is the solution to the linear Vlasov equation with force field F
(resp. —FE), initial datum f° (resp. ¢°) and direct reflection boundary conditions,
and

Sulf.9) = [(f = 9)(,-v)dv.

In a first step we prove that S maps K into K. In a second step we prove the
compactness of S in C([0, 7] x [0,1]). In a third step we prove its continuity. By a
Schauder theorem we conclude that there is a fixed point a of S. The definition of a
finally implies that (f, g) = S2051(a) is a solution to the Cauchy problem (1.1)—(1.8).

First step of the proof. Let us prove that the map S is well defined and maps K
into K. Si(a) = F is continuous on [0, 7] x [0, 1] like a, and globally Lipschitz with
respect to x since
(31)  |BEt) - E2)| < lalol —al, t€[0,T], (z.2) € 0,12

Moreover, E(t,0) = Ey and E(t,1) = Ey + || f°l|z1 — ||¢°||z: are constants different
from zero by (1.11). The analysis from Section 2 and the evenness of (f°, ¢°) with
respect to v allow to define So(E) = (f, g), where f (resp. g) is the solution to the
linear Vlasov equation with force field E (resp. —F), initial datum f° (resp. ¢°) and
direct reflection boundary conditions. Recall that

ft,x,v) = fO<X(0;t,x,v), |V(O;t,x,v)|>,
(resp. g(t,x,v) = (Y (0st,2,v), [W (05, t,2,0)])),  (t,z,v) € [0,T] x [0,1] x R,

where (X, V) (resp. (Y, W)) are the generalized characteristics associated to E (resp.
—FE), and are such that

(32)  (t,x,0) > (X(05t,2,0), [V(0;t,,0)], Y (0;t,2,0), [W(0; 8, ,v)])
is continuous. Consequently, f (resp. g) is continuous, and nonnegative like f°
(resp. ¢°). S(a) = [(f — 9)(-,-,v)dv belongs to C([0,T] x [0,1]). Indeed, let
R = (|Eo| + [lall) T
By (1.10), there is U > 0 such that
/ sup f(z,w)dv and sup ¢ (x,w)dv
[v|>U zel0,1], lw—v| <R lv|>U gzel0,1], lw—v| <R

are arbitrarily small. It follows from the continuity of (3.2) and (f°, ¢°), that the
map

(t,x) — (f —g)(t,x,v)dv

[v|<U

= (fo (X(O; t,x,v), |V(0;t,x, U)l) — gO(Y(O;t, x,v), |W(0;t, x, U)|)>dv

[v|<U

is continuous on [0, 7] x [0, 1]. Finally, the mass conservation of f (resp. g) implies
that

1
/ /(f - g)(t,x,v)dvdw = HfO IR - Hg(] L’ te [OvT]
0
Consequently S(a) belongs to K. O
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Second step of the proof. — Let us prove that S is compact in C([0,7] x [0, 1]).
Let (an)nen with a, € C([0,T] x [0, 1]) bounded by M. Denote by

E, =5 (an) and (fnagn) = (SQ o Sl) (an) .
By (1.10), (S(an))nen is bounded in C([0, 7] x [0, 1]) by

/ sup Oz, w)dv + / sup ¢°(x,w)dv.

z €10,1], |lw—v| < (|Eo| + M)T € [0, 1], |lw—v| < (|Eo| + M)T

Prove its uniform equicontinuity. Let n > 0 be given. By (1.10), there is U > 0 such
that,

/ sup Oz, w)dv
[v|>U ze0,1], |lw—v| < (|Eo| + M)T
n

+/ sup ¢ (z,w)dv < =.
vl >U z€[0,1], jw—v| < (| Bo|+M)T 2

Let (X, Vi) (resp. (Y, W,,)) be the generalized characteristics associated to the field
Si(ay,) (resp. —Si(ay)). The existence of hy > 0 such that

sup /||<U ‘fO(Xn(O;t+h,x+k,v), |Vn(0;t—|—h,x+k7v)|)

(t,z) €[0,T] x [0,1]
— P(Xa (0, ,0), [V (0: £, 2, 0) )] do < Z
(resp.

sup /WU (Y03t + o+ k,0), [Wo (03 + 2+ )]

(t,z) €[0,T] x [0,1]
— gD(Yn(O;t,x,v), ]Wn(O;t,x,v)])‘dv < g,
neN, |h]+ k| < ho,
follows from the uniform continuity on [0, 7] x [0, 1] x [=U, U] of the map
(t,z,v) — (Xn(O;t,:E, ), [V (0; t, 2, 0)|, Yo (05 ¢, 2, 0), [W,(0; ¢, x, v)|),

and its continuous dependence with respect to the fields. The Ascoli theorem applies,
which ends the proof of the second step. O

Third step of the proof. — Let us prove that S is continuous in C([0,77] x [0, 1]).
Let (an)nen converging to a in C([0, 7] x [0, 1]). Denote by

By =S$1(@n). (furg) = (20 8)(a), S(an) = [ (fu = ga)do,
E=S(),  (f9)=(%o8)(@),  S)=[(f g
The sequence (E,),en converges to F in C([0,7] x [0,1]), because

max |E, —E| < max |a,—al.
[0,7] x [0,1] [0,7] x [0,1]
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Let n > 0 be given. By (1.10), there is U > 0 such that,

/ sup 1Oz, w)dv
[vI>U z€[0,1], [w—v| <(|Eo|+M)T

—l—/ sup ¢ (z,w)dv < n.
[0 >U 2 e 0,1, lw—v| < (| Eo|+M)T

And so,
/ (fO(Xnm;t,x,v), V(038 2,0)]) + ¢°(Ya (0 8, 2, 0), rWn<o;t,x,v>!))dv
|v| >U

+ (fO(X(o;t,x,v), V(0 t,2,0)]) + ¢ (Y (O t,,0), [W (058, ,0)]) ) o
lv| >U
<4n, neN.
The convergence of
[ (o (al0st 2,00, W05, 0)]) = 6 (Ya(0s 2,00, [Wa (0,2, 0)]) ) o
v <U
to
/ (fO(Xm;t,x,v), V058, 0)]) = ¢ (Y(0; 1, 2,v), |W<o;t,x,v)|))dv
v <U
in C([0,7T] x [0,1]) when n — 400 follows from the continuous dependence of
[0,T] x [0,1] x [-U, U] > (t,z,v)
= (X (0:8,2,0), |V (0;8,2,0)], Y (038, 2,v), W (0; £, 2, )] )
with respect to the fields. O

4. Proof of the uniqueness Theorem 1.4

This section splits into two lemmas. Under the assumptions of Theorem 1.4 and
locally in time, Lemma 4.1 provides a uniform bound with respect to (¢,z,v) €
[0,7] x [0,1] x R of the number of possible bounces at the boundary of the domain
of the generalized characteristics associated to a solution to (1.1)-(1.8). Lemma 4.2
proves the local in time uniqueness result of Theorem 1.4.

LEMMA 4.1. — Assume that for some ¢y > 0 and Vy > ¢y,
(4.1) for,0) =0, x€l0,1], |v|<c or |p|=VW.
Let T €]0, 52[, where
1 /1
(4.2) i = | Bol + — /0 [ (5°+6°) (. v)duda.

Then the number of possible bounces of the generalized characteristics of a solution
to (1.1)—(1.8) at the boundaries x = 0 and x = 1 of the domain is bounded by

TCZ'

JVE + 20— 2V
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Proof of Lemma 4.1. — By the mass conservations,
/f(t,x,v)dxdv = /fo(x,v)dacdv, /g(t,x,v)dzdv = /go(:v,v)dxdv, t€[0,7].

Hence, ¢; is a bound from above of ||E||w. Let zo € [0,1] and ¢y < |vg] < Vp. By (2.5)
and (4.2), the velocities V (s; 0, xg, vp) along the generalized characteristics starting
at (0, xo, vg) satisfy

Co
(4.3) 5
Assume a first bounce on the generalized characteristics starting at (0, zg, vg) occurs
at s; on the x = 1 boundary. It follows from the positive bound from below of
|V (s;0, 29, v0)| in (4.3) that the next possible bounce will occur at = 0. Denote by
s the time of such a bounce. Since

X (8250, 20,v0) = X (82;81, 1,V (sf;O,xo,UOD ,

< |V (s;0,20,v0)| < 2Vo, s €[0,T].

it holds that
14V (Sf; 0,:Bo,v0) (s9 — s1) +/ i (so—71)E(r, X (r;0,20,v0)) dr = 0.

Taking into account that |V (s7;0,xo,v0)| (resp. E(r,X(r;0,xq,v0))) is bounded
from above (resp. from below) by 2V} (resp. —c¢;) implies that

C; (82 — 81>2 + 2% (82 — 81) -2 2 0.
The result of the lemma follows. U

LEMMA 4.2. — Under the assumptions of Theorem 1.4, the solution to the Cauchy
problem (1.1)-(1.8) is locally unique in time.

Proof of Lemma 4.2. — Let T > 0 be given. Let (f, g) and (f, ) be two solutions
to the problem on [0, 7]. Denote by (X (-;t,z,v), V(- ,t,x,v)) (resp.
t

(Y(~;t,x,v), W(-;t,x,v)), resp. (X( Lx,0), V(- ,t,x,v)) ,
resp. (}7(7 t? xz, U)? W(7 ta xz, /U)) )
the generalized characteristics associated to f (resp. g, resp. f , Tesp. g) starting at
(t,z,v). Let us prove that for Tj €]0,7[ small enough,

(X(O; t,z,v),|V(0;t,x,v)|,Y(0;t,z,v), |[W(0;t, x, v)|)
= (Y(O;t,x,v), ~(O;t,at,v) ,?(O;t,x,v),)W(O;t,x,’u)’),
(t,x,v) € [0,Tp] x [0,1] x R.
By Lemma 4.1, the number of bounces on [0, 7] of generalized characteristics on
the boundaries * = 0 and x = 1 is uniformly bounded. Let us first consider the

case where the generalized characteristics encounter no bounce (resp. at most one
bounce) at x = 0 (resp. at z = 1) on [0,T]. Denote by Ay (resp. As) the set of

(r,y,u) € [0, T]x[0,1]xR such that the (X V) and (X, V) characteristics respectively

associated to f and f and passing at (r,y,u), both have no bounce (resp. one bounce)
at x =1 on [0,T]. Denote by A; the set of (r,y,u) € [0,7] x [0, 1] x R such that the
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(X,V) (resp. the (X,V)) characteristics passing at (r,y,u) has one bounce (resp.
no bounce) at = = 1 on [0,7]. Denote by A; the set of (r,y,u) € [0,7] x [0,1] x R
such that the (X, V) (resp. the (X, V)) characteristics passing at (r,y,u) has no
bounce (resp. one bounce) at = 1 on [0, 7). Denote by (B;)o<i<z U By analogous

sets relative to the (Y, 1) and (Y, W) characteristics respectively associated to g
and g. Denote by

a = sup (‘(X—)A()(0;r7y,U)’+‘(V—‘~/)(0§7‘;yau)‘>

(T,y,u) €AgU A

e (=R e |7+ 7))

(Tayv u) €A L-JA’Z‘l

+ sup <‘(Y—}7> (O;r,y,u)‘—l—‘(W—W) (O;r,y,U)D

(r,y,u) € BoU B>
+ sup <‘(Y—§~/) (O;T,y,u)’ + ’(W—FW) (O;r,y,u)‘).

(r,y,u) € B1

Using the Lipschitz assumption on fy and gy, and their evenness when considering
A; and Bq, notice that

‘E - E‘ (r,2)

— ‘/oz/ (X 57,y 0), V(0 y,w)) = S0 (X (0, w), V(0 7, y,0) ) | dudy

—/ / Y (0; r,y,u),W(O;r,y,u)) —¢° (?(O;T,y,u),W(O;r,y,u))} dudy

<ca, (r,z)el0,T]x]0,1].

Let (t,x,v) € Ay. Both generalized characteristics (X, V) and (X, V) without back-
ward bounce, starting at (¢,z,v), are given by

X(s;t,x,v) —:U—i-v(s—t)—l—/: (r—s)E(r,X(r;t,m,v))dr,
Vi(s;t,x,v) =v — /:E(T,X(r;t,x,v))dr,
X/(s;t,x,v):m—i—v(s—t +/t(T—S)E(T,Y(T;t,$,U))dT‘,
V(stxv—v—/ TXrtxv))dr s € ]0,1].

Hence
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(‘X—)ﬂ#—“/—f/‘) (s;t,x,v)

<<(/
o

t - _ t
<c</ E—E‘ (T,X('r’;t,:z:,v)) d'r’—i—/

t
<C<Ta+/

(‘X—Y’%—’V—VD (s;t,z,v) < cTa, s€0,T], (t,x,v)€ Ap.

E — E" (T,Y(r;t,:z;,v)) dr

E(r,X(r;t,x,v) — E (r, )N((r;t,x,v))‘dr)

X — j(v‘ (r; ¢, :c,v)dr)

X —j(v’ (r;t,x,v)dr) . s€l0,t].

Consequently,

In particular,
(4.4) (’X — j(v‘ + ‘V — 17‘) 0;t,z,v) < T, (t,x,v) € Ap.

Let (t,z,v) € As. Both generalized characteristics with a backward bounce at
(ti(t,z,v),1) for (X, V) (resp. at (£,(t,x,v),1) for (X,V)), starting at (¢, z,v), are
given by

t
X(s;t,x,v) =x +v(s —1t) +/ (r—s)E (r, X (r;t,z,v))dr,
t
Vis;t,z,v) = —/ E(r,X(r;t,x,v))dr, s € [ti(t,x,v),t],
¢
X(sit,x,v) =14 (t1 — 9) (v —/ E(r,X(r;t,x,v))dr)
t1

+ /stl(r — $)E(r, X (r;t,z,v))dr,

V(s;t,z,0) = —v+ :E(r,X('r;t,x,v))dr
~ [ B Xt o)), s € 0,00t 0),
and similar equations for (X, V). Assume ¢, (¢, z,v) < {1(t,z,v). It holds that
(X = X)(s) = /:(r — ) [Br, X(r) - B (r, X(r))] dr,
(V=7) ) = [ [B0: X))~ B (. X0)]dr, s € [t 1]
Hence,

(4.5) (‘X — 5(/‘ + ‘V — f/D (s;t,z,v) < cTa, s€ [fl(t,x,v),t} , (t,x,v) € As,
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as in the Ay case. Moreover,

(4.6) (X = X)(s)

—2 (7 — ) (_U + [ E(nXm) dr> + /:1(7» — $)(E(r, X(r)) — E (r, X(r)) dr

t1

—1—/;(7"—3)(E(7",X(r)) —E(r,X(r)dr,  se€ |t(tz0),htzv)|.

The distance from ¢; to ¢; can be controlled in the following way. The definition of
(tl (ta xz, U)7 v(tii_))u

o ldot— )+ [ (= t)Er X()dr =0, v— [ B X()dr = V(EH),

t1 t1
implies that

V() (B -t)

- ~t1 (r — t~1) E(r, X(r))dr + t (r — t~1> (E (7‘, Xv(r)) — E(r, X(r))) dr.

t1 51

Hence, for T' small enough,

(4.7) OgtltlgcT(sup XX(T)—i—oz)

refing
< dl'a,
by (4.5). Consequently,
(4.8) ‘X — )A(/’ (s) < c‘ﬂ — t1’ <cTa, se€e {tl(t,x,v),fl(t,m,v)[.
Finally,
(X =X)(s)

t

= ot =) = (=) [ B X))+ (5 - s) /ttE (r, X(r)) dr

4 /Stl(r G E(r, X (r))dr — /;1@ — 9B (n X(r)) dr
— (fi—t) (—o+ /tt E(r, X(r)dr )
— (=) [ (B0 X)) = B (X)) dr
— (f - s) /tt E(r, X(r))dr + /t (r—s) (B, X(r) - E (r.X(r))) dr

+ [ (r—s)E(r,X(r))dr,

t1
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t

(V-V)(s)=2 " B X()dr + [[(B(n X () — B (r, X (r)) dr

_/:l (E(T,X(T))—E(T,Y(T)) dr, s € [0, t].
Hence,

(4.9) |x = X](s)

gc‘fl—t1‘+cTa+cT sup ’X—Y‘(T)%—c/tl X—Y‘(r)dr
} S

rE[ti,t
t —
< cTa+ c/ X = X[ (r)dr, by (4.7), (4.5) and (4.8),
< CTO(, 5 € [Oatl[a
’V—V‘ (s) < c‘ﬂ —tl‘ + cTa+ T sup ‘X—)?’ (r)

(4.10) refo.q
< cTa, se€(0,t], by (4.5), (4.8) and (4.9).

It follows from (4.9)—(4.10) taken at s = 0 that
(4.11) (’X — X‘ + ‘V — ‘N/D 0;t,2,v) < T,  (t,x,v) € As.

Let us consider the last case where (t,z,v) € Aj, the case where (¢,z,v) € A
being similarly treated. Again,

(4.12) (‘X - X‘ + ‘V — ‘7)) (s;t,x,v) < cTa, s € [ta(t,z,v),1].

Moreover,

X(0) = (6 =)V (0)+ [ (= 9)B (. X(r)) dr

<

—~
V)

~—
|

% V (t) — /:1 E(r,X(r)dr,  se[0ti(t,z,v)[.

<
—~
w
S~—

Il

Consequently,

(4.13) (|x = X[+ [V +V|) (0;t,2,0)
< (‘X - )7] + ’V - 17]) (t (t,2,0)it,2,0) + ety
< cdl'a+ cty, by (4.12).

Moreover, X being non-increasing on [0, ¢| because the sign of V cannot change,

0<X(0) = X (1) <1—X (1) = (X = X) (h) < Ta.

TOME 5 (2022)



724 P.-A. GIORGI & A. NOURI

It then follows from X (0) — X (t1) = t;|V ()| for some 7 € [0,t,] that #; < ¢Ta.
Together with (4.13), this implies that

(4.14) (‘X - /X’ + }V + ‘N/D 0;t,z,v) < cTa, (t,x,v) € Ay,
It follows from (4.4), (4.11) and (4.14) that
sup (‘X—Y’%—’V—VD (0;t, z,v)

(t,z,v) € AgU Az
+ sup (‘X—y’+)‘/+‘~/‘)(0;t,x,v)<cToz.
(t,z,v) € A1 UA;
It similarly holds that
sup (‘Y—Y/‘ + ‘W—WD (05, z,v)

(t,xz,v) € BoU B2
+ sup (‘Y — 17‘ + ‘W + W’) (0;t,z,v) < Ta
(t,z,v) € B1UB;

The case where more than zero (resp. one) bounce occurs at x = 0 (resp. at z = 1)
can be analogously treated by splitting the characteristics between those bouncing
an even (resp. odd) number of times. And so, a < ¢T'a. Hence a = 0 for T small
enough. Consequently,

(X,Y)(0;t,x,v) = (Xv, ?) (05, x,v),
(V,W)(0;t,,0) = & (VW) (03t,2,0),  (t,2) €[0,T] x [0,1], ) < |v| <2V,

It follows that (f,g) = (f,§) on [0, T]. O

5. Electroneutrality

The obtention of quasineutrality from the Vlasov—Poisson system, i.e., the passage
to the limit when € — 0 in (1.1)—(1.8) is a difficult problem. The formal limit does
not hold for unstable profiles, as proven by D. Han-Kwan and M. Hauray in [HKH15].
In [HKR16], D. Han-Kwan and F. Rousset justified the quasineutral limit of a Vlasov—
Poisson system with adiabatic electrons for small times in Sobolev spaces, and for
initial data satisfying a Penrose stability condition.

In the following theorem, we pass to the limit when ¢ — 0 in (1.3) only, and prove
that the electroneutrality equation (5.4) holds at the limit.

THEOREM 5.1. — For every € > 0 let (fe, g, F.) be a solution on [0,T] to the
Vlasov—Poisson system (1.1)—(1.8) with initial datum (f2,q°, E.o) satisfying the
assumptions of Theorem 1.3, and

(5.1) / v? (fEO + g?) dxdv < c,
[0,1] x R

€ >0, (uniformly bounded initial kinetic energy),

(5.2) VeE.o<ec, €>0,
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(5.3) /Rff(x,v)dv:/RgS(x,v)dv,

a.e. x € [0,1], >0, (initial electroneutrality), <c

0 0
fe el S 6
for some ¢ > 0. There exist a subsequence (fe.,,g.,) of (fe, ge), a subsequence (E,)
of (E.), and functions (f, g) such that

L2+

e >0,

(fens Yen)nen Weakly converges to (f, g) in L*([0,T] x [0,1] x R) when n — 400,
(VenEe,), ey weakly converges in L*([0,T] x [0,1]) when n — +o0.

Moreover, ([g fe,dv)nen (resp. (Jg ge,dv)nen) weakly converges in L*([0,T] x [0, 1])
to [z fdv (resp. [z gdv) when n — 400, and

(5.4) /R F(t, 2, v)dv = /R gtz 0)dv, a.a. () € [0,T] % [0,1].

Proof of Theorem 5.1. — The proof is classical and relies on the conservation of
energy. The energy associated to the Vlasov—Poisson system (1.1)—(1.8) is the sum
of the kinetic and potential energies,

1
(5.5) E(t) == v? (f. + go) (t,z,v)drdv + E/ E(t,z)*dz.
2 Jjo,1] xR 2 Jjo,1]
The boundary conditions have been chosen in order to ensure the conservation
of the energy. This classically follows from the multiplication by v? of the Vlasov

equations (1.1)—(1.2), their integration with respect to (z,v), and the use of the
continuity equations,

o[ (=go)+o. ([ —g)dn) =0

More details can be found in [Giol19]. And so,
_ 1 2/(40 , 0 € o
2 Joapm - (fe +9e) (@, 0)dedv + SECo, ¢ €[0,T].

The family (y/€E.)cso being uniformly bounded in L*([0,7] x [0,1]), there is a
sequence (€,) tending to zero when n — +o0o such that (,/€,E.,) weakly converges
in L*([0, 7] x [0, 1]). Hence (€, ., ) weakly converges to zero in L*([0, 7] x [0, 1]) when
n — +o00. The family (f.) and (g.) being uniformly bounded in L?([0, 7] x [0, 1] x R),
there is a subsequence of (€,),cn, still denoted by (€,), e for the sake of simplicity,
and functions f and g in L*([0,7] x [0,1] x R), such that (f,)nen (resp. (ge, Jnen)
weakly converges in L?([0,T] x [0,1] x R) to f (resp. g) when n — +oc0, and

/v2(f + g)(t, z,v)drdv < +00.

Ec(t)

Moreover, ([ fe. (t,z,v)dv),en (resp. ([ g, (t,z,v)dv),cn) weakly converges in
L3([0,T] x [0,1]) to [ f(t,z,v)dv (resp. [g(t,x,v)dv). Indeed, for any function
a € L*([0,T] x [0, 1]),

(5.6) ‘ [ata) [ (o= 1) (t,x,v)dvdwdt’

[[vf]oo

v? (f., + f) (t,z,v)dvdxdt + ‘/a(t, )Xk (V) (fe, = [) (t, 2, v)dvdzdt|,
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where x i denotes the characteristic function of | — K, K[. The first term in the r.h.s.
of (5.6) tends to zero when K — +o00 uniformly with respect to n. The second term
in the r.h.s. of (5.6) tends to zero for any fixed K, given that the map a(t, z)xx(v)
belongs to L([0,T] x [0,1] x R). The passage to the limit when n — +o00 in (1.3)
leads to the electroneutrality equation (5.4). O
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