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#### Abstract

We compute the expectation of the number of linear spaces on a random complete intersection in $p$-adic projective space. Here "random" means that the coefficients of the polynomials defining the complete intersections are sampled uniformly from the $p$-adic integers. We show that as the prime $p$ tends to infinity the expected number of linear spaces on a random complete intersection tends to 1 . In the case of the number of lines on a random cubic in three-space and on the intersection of two random quadrics in four-space, we give an explicit formula for this expectation.

Résumé. - Nous calculons l'espérance du nombre d'espaces linéaires dans des intersections complètes aléatoires dans l'espace projectif $p$-adique. Ici "aléatoire" signifie que les coefficients des polynômes définissant les intersections complètes sont tirés uniformément parmi les entiers $p$-adiques. Nous montrons que lorsque le nombre premier $p$ tend vers l'infini, le nombre moyen d'espaces linéaires dans une intersection complète aléatoire tend vers 1 . Dans le cas du nombre de droites sur une cubique aléatoire en trois dimensions, et de l'intersection de deux quadriques aléatoires en quatre dimensions, nous donnons une formule explicite pour cette espérance.
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## 1. Introduction

### 1.1. Classical and probabilistic enumerative geometry

In this paper we deal with the enumerative problem of counting the number of $k$-dimensional projective subspaces (called " $k$-flats") on a complete intersection in $n$-dimensional $p$-adic projective space.
If this problem is approached over an algebraically closed field, it is a classic of enumerative geometry and we get a generic answer, e.g. there are 27 lines on a generic cubic surface in $\mathbb{C P}{ }^{3}$. At this point the word "generic" has its standard meaning from algebraic geometry: the generic object of a family has a property if this property is true for all the elements of the family except possibly for a proper algebraic subset of the family; below we will also exploit the measure-theoretic nature of this notion. Over a non-algebraically closed field, in general, we do not get such a generic answer and the number of solutions depends on the choice of the defining equations for the complete intersection. For instance, on a generic real cubic surface in $\mathbb{R} P^{3}$ the number of real lines can be either $3,7,15$ or 27 (meaning that all possibilities occur for open sets in the space of cubics). Over the field of $p$-adic numbers, to our knowledge, it is not even clear what these generic possibilities are. In fact a cubic polynomial over $p$-adic fields needs to have a lot of variables (22) to ensure that the cubic surface has at least one line (see [BD20, Theorem 1.3 and Theorem 1.4]).
This is a generalization of the problem of counting the number of zeroes of a polynomial of one variable: for the generic polynomial (i.e. for a polynomial whose discriminant is nonzero) the number of zeroes over $\mathbb{C}$ equals the degree of the polynomial; over a non-algebraically closed field (e.g. $\mathbb{R}$ or $\mathbb{Q}_{p}$ ) it depends on the coefficients of the polynomial.
This motivates a probabilistic approach to the problem: when there is not a single generic answer, we can put a probability distribution on the space of polynomials and ask for the expectation of the number of solutions to the enumerative question. Over $\mathbb{C}$ this approach gives back the classical generic count.
Clearly the expectation of the number of solutions, in the non-algebraically closed case, depends on the choice of the probability distribution, but there are some distributions which are especially interesting as they have a clear geometric meaning: these are the distributions on the space of polynomials which are invariant under the action of the group of isometries of the projective space by change of variables; following the notation for the real case, we call them invariant distributions (we will clarify this notion below). For these distributions there are no preferred points or directions in the projective space.

Example 1.1. - Let $\left\{\xi_{\alpha}\right\}_{|\alpha|=d}$ be a family of independent gaussian variables with:

$$
\begin{equation*}
\xi_{\alpha_{0} \cdots \alpha_{n}} \sim N\left(0, \frac{d!}{\alpha_{0}!\cdots \alpha_{n}!}\right) . \tag{1.1}
\end{equation*}
$$

Consider the following real polynomial with random coefficients:

$$
\begin{equation*}
f(x)=\sum_{|\alpha|=d} \xi_{\alpha} \cdot x_{0}^{\alpha_{0}} \cdots x_{n}^{\alpha_{n}} . \tag{1.2}
\end{equation*}
$$

Using (1.2) we can turn the space $\mathbb{R}\left[x_{0}, \ldots, x_{n}\right]_{(d)}$ of real homogeneous polynomials of degree $d$ into a gaussian space, i.e. a space with a gaussian probability distribution. This distribution is called the Kostlan distribution. The scaling coefficient for the variances of the gaussian variables $\xi_{\alpha}$ is what makes the distribution invariant under isometries: for every orthogonal transformation $g \in O(n+1)$ the random polynomial $f \circ R$ obtained by a linear change of variables has the same distribution as $f$. In this way, if we denote by $Z\left(f_{1}, \ldots, f_{\nu}\right) \subset \mathbb{R P}^{n}$ the common zero set of the polynomials $f_{1}, \ldots, f_{\nu}$, if they are sampled at random as in (1.2), we have the notion of random complete intersection. The expected cardinality of $Z\left(f_{1}, \ldots, f_{n}\right) \subset \mathbb{R P}^{n}$, with each $f_{j}$ of degree $d_{j}$ and defined as in (1.2), is $\sqrt{d_{1} \cdots d_{n}}$, see [SS93]. The expected number of real lines on a random real cubic surface $Z(f) \subset \mathbb{R P}^{3}$ defined by picking $f$ as in (1.2) is $6 \sqrt{2}-3$, see [BLLP19].

Remark 1.2. - In the real case, the probabilistic approach goes back to Kac [Kac43], who computed the expected number of real zeroes of a random polynomial with i.i.d. standard gaussian coefficients. The geometric point of view of invariant distributions was first adopted by Edelman, Kostlan, Shub and Smale [EK95, EKS94, SS93], for counting the expectation of the number of solutions of a system of random equations. The extension of this approach to questions in real enumerative geometry was initiated by the second named author of this paper together with Bürgisser [BL20] and with Basu, Lundberg and Peterson [BLLP19]. In the real gaussian case the invariant distributions were classified by Kostlan [Kos93] and, in a recent work [AEMBM21], the first named author of this paper together with Belotti and Meroni provided a closed formula for the expectation of the number of real lines on a real random cubic surface for all the possible invariant distributions.

### 1.2. The $p$-adic case

Let us now move to the $p$-adic case. We begin by setting up the geometric framework for the enumerative problems of our interest. Given homogeneous polynomials $f_{1}, \ldots, f_{\nu}$ with coefficients in $\mathbb{Z}_{p}$ and of degrees $d_{1}, \ldots, d_{\nu} \in \mathbb{N}$, we denote by $Z\left(f_{1}, \ldots, f_{\nu}\right) \subset \mathbb{Q}_{p} \mathrm{P}^{n}$ their common zero set in the $p$-adic projective space. If the list of degrees $d_{1}, \ldots, d_{\nu}$ satisfies

$$
\begin{equation*}
\sum_{j=1}^{\nu}\binom{k+d_{j}}{d_{j}}=(k+1)(n-k), \tag{1.3}
\end{equation*}
$$

then for the generic choice of the polynomials, the number of $k$-flats on $Z\left(f_{1}, \ldots, f_{\nu}\right)$ is finite, see [DM98, Théorème 2.1].
As we already observed, the number of solutions to our enumerative problem strongly depends on the coefficients of the polynomials. For instance, already in the case $\nu=1, k=0, d=3$ and $n=1$, the possibilities for the number of $p$-adic zeroes in $\mathbb{Q}_{p} \mathrm{P}^{1}$ of a cubic polynomial $f \in \mathbb{Z}_{p}\left[x_{0}, x_{1}\right]_{(3)}$ with nonzero discriminant are 0,1 or 3 (note the difference with the real case). It is therefore natural to approach this problem from the random point of view, and ask for the expectation of this number.

Remark 1.3. - Before turning to the probabilistic side, let us briefly explain the meaning of the condition (1.3). We denote by $\mathbb{Q}_{p} \mathbb{G}_{k, n}$ the Grassmannian of $k$-flats in $\mathbb{Q}_{p} \mathrm{P}^{n}$. Every element $\ell \in \mathbb{Q}_{p} \mathbb{G}_{k, n}$ can be seen as the projectivization $\ell=P(L)$ of a vector space $L \simeq \mathbb{Q}_{p}^{k+1} \subset \mathbb{Q}_{p}^{n+1}$. The dimension of $\mathbb{Q}_{p} \mathbb{G}_{k, n}$ is $(k+1)(n-k)$ (the right hand side of (1.3)). We denote by $\tau_{k, n}$ the tautological vector bundle on $\mathbb{Q}_{p} \mathbb{G}_{k, n}$ :

$$
\begin{equation*}
\tau_{k, n}=\left\{(P(L), v) \in \mathbb{Q}_{p} \mathbb{G}_{k, n} \times \mathbb{Q}_{p}^{n+1} \mid v \in L\right\} \tag{1.4}
\end{equation*}
$$

The dual of this bundle is denoted by $\tau_{k, n}^{*}$ : the fiber of the dual bundle over a point $\ell=P(L)$ is the set of linear functions on $L$. For every $d \in \mathbb{N}$ we denote by $\operatorname{Sym}^{(d)}\left(\tau_{k, n}^{*}\right)$ the $d^{\text {th }}$ symmetric power of $\tau_{k, n}^{*}$ : the fiber of $\operatorname{Sym}^{(d)}\left(\tau_{k, n}^{*}\right)$ over a point $\ell=P(L)$ is the set of homogeneous polynomial functions of degree $d$ on $L$. Notice that every $f \in \mathbb{Z}_{p}\left[x_{0}, \ldots, x_{n}\right]_{(d)}$ gives rise to a section $\sigma_{f}$ of $\operatorname{Sym}^{(d)}\left(\tau_{k, n}^{*}\right)$, defined by $\sigma_{f}(\ell)=\left.f\right|_{L}$.
Given the list of degrees $d_{1}, \ldots, d_{\nu}$ we can consider the following vector bundle, with corresponding section:

$$
\begin{array}{r}
\oplus_{j=1}^{\nu} \mathbb{Q}_{p}^{\binom{d_{j}+k}{d_{j}}} \longrightarrow \bigoplus_{j=1}^{\nu} \operatorname{Sym}^{\left(d_{j}\right)}\left(\tau_{k, n}^{*}\right) \\
\mathbb{Q}_{p} \mathbb{G}_{k, n} \tag{1.5}
\end{array}
$$

The rank of this vector bundle is $\sum_{j=1}^{\nu}\binom{k+d_{j}}{d_{j}}$ (the left hand side of (1.3)). The zero locus of the section $\sigma_{f_{1}} \oplus \cdots \oplus \sigma_{f_{\nu}}$ consists of the set of $k$-flats which are contained in $Z\left(f_{1}, \ldots, f_{\nu}\right)$. In particular we see that, if (1.3) is verified, for the generic choice of $f_{1}, \ldots, f_{\nu}$, the corresponding section vanishes at finitely many points (i.e. the zero locus of the section is zero-dimensional, in the language of [DM98]).
We now move to the probabilistic framework. The first step is to endow $\mathbb{Z}_{p}\left[x_{0}, \ldots\right.$, $\left.x_{n}\right]_{(d)}$ with a probability distribution. To this end, we endow $\mathbb{Q}_{p}$ with the Haar measure $\lambda$, normalized such that $\lambda\left(\mathbb{Z}_{p}\right)=1$. In this way the $p$-adic integers become a probability space, and we call the corresponding distribution the uniform distribution. This is a special case of what is called a Gaussian distribution on $p$-adic fields, see [EMT19]. Mimicking (1.2), we also turn the space of polynomials with coefficients in $\mathbb{Z}_{p}$ into a probability space.

Definition 1.4. - We define a probability distribution on $\mathbb{Z}_{p}\left[x_{0}, \ldots, x_{n}\right]_{(d)}$ by

$$
\begin{equation*}
f(x)=\sum_{|\alpha|=d} \xi_{\alpha} \cdot x_{0}^{\alpha_{0}} \cdots x_{n}^{\alpha_{n}}, \tag{1.6}
\end{equation*}
$$

where now $\left\{\xi_{\alpha}\right\}_{|\alpha|=d}$ is a family of i.i.d. uniform elements in $\mathbb{Z}_{p}$. We will call this distribution the uniform distribution.

The uniform distribution on the space of polynomials is invariant under the action of $\mathrm{GL}_{n+1}\left(\mathbb{Z}_{p}\right)$ by change of variables (Proposition 2.6) and it has therefore a clear
geometric meaning. Notice that proper algebraic sets in $\mathbb{Z}_{p}\left[x_{0}, \ldots, x_{n}\right]_{(d)}$ have probability zero: for instance, with probability one the zero set of a random polynomial is smooth. The natural map $f \mapsto \sigma_{f}$ induces a probability distribution on the space of sections of the bundle (1.5). The zeroes of $\sigma_{f_{1}} \oplus \cdots \oplus \sigma_{f_{\nu}}$ are nondegenerate with probability one.

Our first theorem computes the expectation (below denoted by "E्") of the number of zeroes of the random section $\sigma_{f_{1}} \oplus \cdots \oplus \sigma_{f_{\nu}}$, under the assumption (1.3), i.e. the expectation of the number of $k$-flats on a random complete intersection $Z\left(f_{1}, \ldots, f_{\nu}\right) \subset \mathbb{Q}_{p} \mathrm{P}^{n}$.

Theorem 1.5. - Let $f_{1}, \ldots, f_{\nu}$ be independent random polynomials of degrees $d_{1}, \ldots, d_{\nu}$ sampled from the uniform distribution (1.6). Then

$$
\begin{equation*}
\lim _{p \rightarrow \infty} \mathbb{E} \#\left\{k \text {-flats on } Z\left(f_{1}, \ldots, f_{\nu}\right) \subset \mathbb{Q}_{p} \mathrm{P}^{n}\right\}=1 \tag{1.7}
\end{equation*}
$$

Remark 1.6. - Theorem 1.5 is in sharp contrast with its real analogue, at least for the case of hypersurfaces. Denoting by $C_{n}$ the number of lines on a generic hypersurface of degree $2 n-3$ in $\mathbb{C P}^{n}$ and by $E_{n}$ the expectation of the number of real lines on a random, Kostlan distributed real hypersurface of degree $2 n-3$ in $\mathbb{R P}^{n},[$ BLLP19, Theorem 12] states that:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\log E_{n}}{\log C_{n}}=\frac{1}{2} \tag{1.8}
\end{equation*}
$$

Since $C_{n}$ grows super-exponentially in $n$ (in fact $\log C_{n}=2 n \log n+O(n)$ ), on hypersurfaces of degree $2 n-3$ in large dimensional projective spaces we expect to see many real lines - there is in fact a deterministic lower bound for this number, see Section 1.3 below. Here, at least for large $p$, as a consequence of Theorem 1.5, having many $p$-adic lines is an extremely rare event. In the $p$-adic case, we will also prove an asymptotic upper bound on our expectation as $n \rightarrow \infty$, see Theorem 3.14 below.

Remark 1.7. - The probabilistic approach in the $p$-adic case has been introduced by [Eva06], who first computed the expectation of the number of zeroes of a system of random equations (with respect to a probability distribution which is different from (1.6)). In the recent paper [KL21], the second named author of the current paper, together with Kulkarni, proved a generalization of the integral geometry formula to the $p$-adic setting, allowing to deduce some results on random systems of equations distributed as in (1.6). Independently, the distribution of zeroes of a random uniform univariate polynomial was also recently studied by Caruso in [Car22]. We notice that [KL21, Corollary 41] corresponds to the case $k=0, \nu=n$ of Theorem 1.5, in which case we can actually prove the following result.

Theorem 1.8. - Let $f_{1}, \ldots, f_{n}$ be independent random polynomials of degrees $d_{1}, \ldots, d_{n}$ sampled from the uniform distribution (1.6). Then

$$
\begin{equation*}
\mathbb{E} \# Z\left(f_{1}, \ldots, f_{n}\right)=1 \tag{1.9}
\end{equation*}
$$

As a corollary of this result we compute the expectation of the absolute value of the determinant of a matrix $M_{n} \in \mathbb{Z}_{p}^{n \times n}$ filled with i.i.d. uniform elements in $\mathbb{Z}_{p}$ (Corollary 3.6):

$$
\begin{equation*}
\mathbb{E}\left\{\left|\operatorname{det} M_{n} ;\right|_{p}\right\}=\frac{(p-1) p^{n}}{p^{n+1}-1} \tag{1.10}
\end{equation*}
$$

Another case of special interest is the count of the number of lines on a cubic surface in $\mathbb{Q}_{p} \mathrm{P}^{3}$, for which we can prove the following sharper version of Theorem 1.5.

Theorem 1.9. - The expected number of $p$-adic lines on a random uniform $p$-adic cubic surface in $\mathbb{Q}_{p} \mathrm{P}^{3}$ is $\frac{\left(p^{3}-1\right)\left(p^{2}+1\right)}{p^{5}-1}$.
We also prove a similar result for the intersection of two random quadrics in $\mathbb{Q}_{p} \mathrm{P}^{4}$.
Theorem 1.10. - The average number of $p$-adic lines on the intersection of two random quadrics in $\mathbb{Q}_{p} \mathrm{P}^{4}$ is 1 .

The proof of Theorem 1.5 is based on a $p$-adic version of the Kac-Rice formula for sections of vector bundles (Theorem 3.3), which reduces the computation of the expectation of the number of zeroes of a random section to the expectation of the valuation of the determinant of a special random matrix $J$ :

$$
\begin{equation*}
\mathbb{E} \#\left\{k \text {-flats on } Z\left(f_{1}, \ldots, f_{\nu}\right) \subset \mathbb{Q}_{p} \mathrm{P}^{n}\right\}=\mu\left(\mathbb{Q}_{p} \mathbb{G}_{k, n}\right) \cdot \mathbb{E}\left\{|\operatorname{det}(J)|_{p}\right\} . \tag{1.11}
\end{equation*}
$$

Here the matrix $J$ is a random square matrix with $(n-k)(k+1)$ columns and whose structure depends on $\nu, k$ and $d_{1}, \ldots, d_{\nu}$, and $\mu$ is a measure over $\mathbb{Q}_{p} \mathbb{G}_{k, n}$ defined in (2.5). For instance, when $k=0$ the matrix $J=M_{n}$ is the above matrix filled with i.i.d. uniform elements in $\mathbb{Z}_{p}$ (which explains (1.10)), but the general case is more complicated. Theorem 1.5 is based on the asymptotic analysis of (1.11); Theorem 1.9 and Theorem 1.10 require instead a more delicate study, based on a counting argument in the reduction modulo $p^{m}$.

### 1.3. Signed counts

It is interesting to observe that over the reals there is a deterministic lower bound on the number of real lines on a generic cubic surface. In fact, generalizing a construction of Segre [Seg42], Okonek and Teleman [OT14] and Kharlamov and Finashin [FK13] introduced a way to assign a sign to each line on the zero set of a hypersurface of degree $2 n-3$ in $\mathbb{R} \mathrm{P}^{n}$. The signed count of the number of real lines does not depend on the hypersurface and gives $(2 n-3)!$ !, where for an integer $k$, we denote by $k!$ ! the product of all odd numbers smaller than $k$. In particular there are always 3 lines on a smooth real cubic surface, and exactly 3 if counted with signs. This enriched count has been extended to any field [KW21], and it gives an invariant with values in the Grothendieck-Witt group of the field. In the $p$-adic case however this is not enough to guarantee a solution: there are $p$-adic cubic surfaces with no lines on them.
In the real case the computation of the signed count can also be done in a probabilistic way, as showed in [BLLP19]. Let us explain this point in the simplest case of cubics. Using the real version of the Kac-Rice formula, it can be proved that the expectation $E_{3}$ of the number of real lines on a random real cubic surface equals:

$$
\begin{equation*}
E_{3}=\frac{1}{12 \pi^{2}} \cdot \mu(\mathbb{R} \mathbb{G}(1,3)) \cdot \mathbb{E}|\operatorname{det} J| \tag{1.12}
\end{equation*}
$$

where $\mu(\mathbb{R} \mathbb{G}(1,3))=2 \pi^{2}$ is the volume of the real Grassmannian, and $J$ is the following matrix, filled with the random gaussian variables defined in (1.1):

$$
J=\left(\begin{array}{cccc}
\xi_{2010} & 0 & \xi_{2001} & 0  \tag{1.13}\\
\xi_{1110} & \xi_{2010} & \xi_{1101} & \xi_{2001} \\
\xi_{0210} & \xi_{1110} & \xi_{0201} & \xi_{1101} \\
0 & \xi_{0210} & 0 & \xi_{0201}
\end{array}\right)
$$

Note that this matrix is the Jacobian, in local coordinates, of the random section $\sigma_{f}$ at $\ell_{0}=P\left(L_{0}\right)$, where $L_{0}=\left\{x_{2}=x_{3}=0\right\} \subset \mathbb{R}^{4}$. As we already mentioned, the Kac-Rice approach works also over the $p$-adics, and it is our starting point for the proofs of Theorem 1.5 and Theorem 1.9. For instance, in the case of cubics:

$$
\begin{equation*}
\mathbb{E} \#\{p \text {-adic lines on a random cubic surface }\}=\mu\left(\mathbb{Q}_{p} \mathbb{G}(1,3)\right) \cdot \mathbb{E}|\operatorname{det} J|_{p} \tag{1.14}
\end{equation*}
$$

where now $\mu\left(\mathbb{Q}_{p} \mathbb{G}(1,3)\right)$ denotes the volume of the $p$-adic Grassmannian (defined in Section 2.1 below) and $J$ is the same matrix as in (1.13), this time filled with uniform variables in $\mathbb{Z}_{p}$.

The interesting point now is that in the real case the signed count can be obtained simply by computing the expectation of the quantity on the r.h.s. of (1.12), but where we remove the modulus from the determinant of $J$ see [BLLP19, Proposition 3]. (A similar statement holds true for higher dimensions/degrees). Mimicking the proof of [BLLP19, Proposition 2] we can compute the expectation of the determinant of $J$ in the $p$-adic case. Computing this expectation amounts now to compute the integral of a function with values in $\mathbb{Q}_{p}$. We do this using the notion of Volkenborn integral, which for a continuous function $f: \mathbb{Z}_{p}^{k} \rightarrow \mathbb{Q}_{p}$ is defined by the following limit (if it exists):

$$
\int_{\mathbb{Z}_{p}^{k}} f(x) \mathrm{dy}=\lim _{n \rightarrow+\infty} \frac{1}{p^{k n}} \sum_{a_{1}=0}^{p^{n}-1} \cdots \sum_{a_{k}=0}^{p^{n}-1} f\left(a_{1}, \ldots, a_{k}\right)
$$

In the case of cubics, this would give:

$$
\begin{aligned}
& \mathbb{E}\{\operatorname{det}(J)\} \\
& =\mathbb{E}\left\{\left(\xi_{2010} \xi_{0201}-\xi_{0210} \xi_{2001}\right)^{2}-\left(\xi_{2010} \xi_{1101}-\xi_{1110} \xi_{2001}\right)\left(\xi_{1110} \xi_{0201}-\xi_{0210} \xi_{1101}\right)\right\} \\
& =\int_{\mathbb{Z}_{p}^{6}}\left(x_{1} x_{6}-x_{3} x_{4}\right)^{2}-\left(x_{1} x_{5}-x_{2} x_{4}\right)\left(x_{2} x_{6}-x_{3} x_{5}\right) \mathrm{d} x_{1} \ldots d x_{6} \\
& =\lim _{n \rightarrow+\infty} \frac{1}{p^{6 n}} \sum_{0 \leqslant a_{1}, \ldots, a_{6} \leqslant p^{n}-1}\left(a_{1} a_{6}-a_{3} a_{4}\right)^{2}-\left(a_{1} a_{5}-a_{2} a_{4}\right)\left(a_{2} a_{6}-a_{3} a_{5}\right) \\
& =\lim _{n \rightarrow+\infty} \frac{1}{p^{6 n}} \cdot \frac{p^{6 n}\left(p^{n}-1\right)^{2}\left(5 p^{2 n}+p^{n}-4\right)}{36} \\
& =-\frac{1}{9} \in \mathbb{Q}_{p} .
\end{aligned}
$$

We do not have a clear interpretation of the meaning of this number, but we believe this can be the starting point for future investigations.

### 1.4. Structure of the paper

The rest of the paper is organized as follow: Section 2 contains definitions and properties used to prove the main results. In Section 3.1 we prove our $p$-adic version of the Kac-Rice formula. The answer involves the expectation of the $p$-adic absolute value of the determinant of a random matrix of a certain shape, where in Section 3.2 we present the shape of that random matrix in different cases. Section 3.3 contains the proof of Theorem 1.5 which is based on the fact that our random matrix does not vanish with probability 1 . Sections 3.5, 3.6 contain proofs of Theorem 1.9, and Theorem 1.10. These proofs rely on the $p$-adic version of the Kac-Rice formula theorem 3.3 and computing the expectation of the $p$-adic absolute value of the determinant of our random matrix in the cases of lines on a cubic and lines on the intersection of two quadrics respectively. In Section 3.7 we give an asymptotic limit of the average of the number of lines on an hypersurface of degree $2 n-3$.
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## 2. Preliminaries

## 2.1. $p$-adic spaces as metric measure spaces

Let $p$ be a prime number and denote by $|\cdot|_{p}$ the $p$-adic absolute value. We endow the space $\mathbb{Q}_{p}^{n}$ with the norm $\|\cdot\|_{p}$ defined by:

$$
\begin{equation*}
\forall\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{Q}_{p}^{n}: \quad\left\|\left(a_{1}, \ldots, a_{n}\right)\right\|_{p}:=\sup _{i}\left|a_{i}\right|_{p} \tag{2.1}
\end{equation*}
$$

In this way $\mathbb{Q}_{p}^{n}$ becomes a metric space. We endow it also with the Haar measure $\lambda$ normalized over the unit ball $\mathbb{Z}_{p}^{n}$. i.e. $\lambda\left(\mathbb{Z}_{p}^{n}\right)=1$. In particular, for any ball $B\left(x ; p^{-m}\right) \subset \mathbb{Q}_{p}^{n}$ we have:

$$
\begin{equation*}
\lambda\left(B\left(x ; p^{-m}\right)\right)=p^{-n m} . \tag{2.2}
\end{equation*}
$$

The measure $\lambda$ is invariant under the group $\mathrm{GL}_{n}\left(\mathbb{Z}_{p}\right)$, i.e. for every measurable set $U \subseteq \mathbb{Q}_{p}^{n}$ and every element $M \in \mathrm{GL}_{n}\left(\mathbb{Z}_{p}\right)$ we have $\lambda(M(U))=\lambda(U)$.
Once restricted to $\mathbb{Z}_{p}^{n}$, the measure $\lambda$ becomes a probability measure. We call the corresponding probability distribution on $\mathbb{Z}_{p}^{n}$ the uniform distribution. Using this terminology, we can restate the $\mathrm{GL}_{n}\left(\mathbb{Z}_{p}\right)$-invariance of $\lambda$ as follows: let $\xi$ be a uniformly distributed random vector in $\mathbb{Z}_{p}^{n}$; then for every $M \in \mathrm{GL}_{n}\left(\mathbb{Z}_{p}\right)$ the vectors $\xi$ and $M \xi$ have the same distribution.
We view the set of $n \times n$ matrices as a subset of $\mathbb{Q}_{p}^{n \times n}$, with the corresponding measure. Under this identification, the set $\mathrm{GL}_{n}\left(\mathbb{Z}_{p}\right)$ is contained in $\mathbb{Z}_{p}^{n \times n}$ and it
consists of matrices which are invertible modulo $p$; its measure is given by [Eva02, Theorem 4.1]:

$$
\begin{equation*}
\lambda\left(\mathrm{GL}_{n}\left(\mathbb{Z}_{p}\right)\right)=\left(1-\frac{1}{p}\right) \cdots\left(1-\frac{1}{p^{n}}\right) \tag{2.3}
\end{equation*}
$$

More generally, again by [Eva02], we have:

$$
\begin{equation*}
\lambda\left(\left\{|\operatorname{det}(M)|_{p}=p^{-m}\right\}\right)=\Pi_{n} p^{-m} \frac{\Pi_{n+m-1}}{\Pi_{m} \cdot \Pi_{n-1}} \tag{2.4}
\end{equation*}
$$

where $\Pi_{k}=\left(1-\frac{1}{p}\right) \cdots\left(1-\frac{1}{p^{k}}\right)$.
We endow the Grassmannian $\mathbb{Q}_{p} \mathbb{G}_{k, n}$ with the normalized pushforward measure

$$
\begin{equation*}
\mu:=\frac{1}{\lambda\left(\mathrm{GL}_{n-k}\left(\mathbb{Z}_{p}\right)\right) \lambda\left(\mathrm{GL}_{k+1}\left(\mathbb{Z}_{p}\right)\right)} q_{*} \lambda, \tag{2.5}
\end{equation*}
$$

where the $\operatorname{map} q: \mathrm{GL}_{n+1}\left(\mathbb{Z}_{p}\right) \rightarrow \mathbb{Q}_{p} \mathbb{G}_{k, n}$ is given by

$$
\begin{equation*}
q: M \mapsto \operatorname{im}\left(M\binom{\mathbf{1}_{k+1}}{0}\right) \tag{2.6}
\end{equation*}
$$

In this way the measure of the Grassmannian equals

$$
\begin{equation*}
\mu\left(\mathbb{Q}_{p} \mathbb{G}_{k, n}\right)=\frac{\lambda\left(\mathrm{GL}_{n+1}\left(\mathbb{Z}_{p}\right)\right)}{\lambda\left(\mathrm{GL}_{n-k}\left(\mathbb{Z}_{p}\right)\right) \lambda\left(\mathrm{GL}_{k+1}\left(\mathbb{Z}_{p}\right)\right)}, \tag{2.7}
\end{equation*}
$$

reflecting the real case.
We refer the reader to [KL21] for more details on the properties of $\mathbb{Q}_{p}^{n}$ and related spaces as metric measure spaces. On these spaces continuous functions can be integrated and a useful proposition for the sequel is the following change of variable formula from [Eva06].

Proposition 2.1.- Let $X$ be an open subset of $\mathbb{Q}_{p}^{m}$ and $f: X \rightarrow \mathbb{Q}_{p}^{n}$ a continuously differentiable map. For all measurable subsets $Y$ of $\mathbb{Q}_{p}^{n}$ we have:

$$
\int_{Y} \#\{f=y\} \mathrm{d} y=\int_{f^{-1}(Y)}|\operatorname{det}(J f(x))|_{p} \mathrm{~d} y .
$$

The next lemma, which is going to be used in the proofs of Theorem 1.9 and Theorem 1.10, gives the analogue of Riemann sums for performing integrals of continuous functions on $\mathbb{Z}_{p}^{n}$.

Lemma 2.2. - Let $f: \mathbb{Z}_{p}^{n} \rightarrow \mathbb{R}$ be a continuous function. Then $f$ is integrable and its integral is given by:

$$
\begin{equation*}
\int_{\mathbb{Z}_{p}^{n}} f(x) \mathrm{dy}=\lim _{m \rightarrow+\infty} \frac{1}{p^{m n}} \sum_{0 \leqslant a_{1}, \ldots, a_{n} \leqslant p^{m}-1} f\left(a_{1}, \ldots, a_{n}\right) \tag{2.8}
\end{equation*}
$$

Proof. - The proof is elementary. Since $f$ is continuous, it is bounded and therefore integrable. For every $m \in \mathbb{N}$, consider the function:

$$
\begin{equation*}
f_{m}(x):=\sum_{0 \leqslant a_{1}, \ldots, a_{n} \leqslant p^{m}-1} f\left(a_{1}, \ldots, a_{n}\right) \cdot \chi_{B\left(a ; p^{-m}\right)}(x), \tag{2.9}
\end{equation*}
$$

where $a=\left(a_{1}, \ldots, a_{n}\right)$ and $\chi_{B\left(a ; p^{-m}\right)}$ is the indicator function of $B\left(a ; p^{-m}\right)$. The sequence of functions $\left\{f_{m}\right\}_{m \in \mathbb{N}}$ converge pointwise to $f$ and is dominated by the constant $\max _{x \in \mathbb{Z}_{p}^{n}}|f(x)|$. Therefore:

$$
\begin{align*}
\int_{\mathbb{Z}_{p}^{n}} f(x) d x & =\int_{\mathbb{Z}_{p}^{n}} \lim _{m \rightarrow \infty} f_{m}(x) d x  \tag{2.10}\\
& =\lim _{m \rightarrow \infty} \int_{\mathbb{Z}_{p}^{n}} f_{m}(x) d x  \tag{2.11}\\
& =\lim _{m \rightarrow+\infty} \lambda\left(B\left(0 ; p^{-m}\right)\right) \sum_{0 \leqslant a_{1}, \ldots, a_{n} \leqslant p^{m}-1} f\left(a_{1}, \ldots, a_{n}\right)  \tag{2.12}\\
& =\lim _{m \rightarrow+\infty} \frac{1}{p^{m n}} \sum_{0 \leqslant a_{1}, \ldots, a_{n} \leqslant p^{m}-1} f\left(a_{1}, \ldots, a_{n}\right) . \tag{2.13}
\end{align*}
$$

Let us also recall the following proposition, which is going to be used in the proofs of Lemma 3.8 and Lemma 3.11; it is a consequence of the $p$-adic singular value decomposition, see [Eva02, Theorem 3.1].

Proposition 2.3. - Let $M \in\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)^{k \times k}$ with $\operatorname{det}(M) \neq 0$, then there exist unique integers $0 \leqslant u_{1} \leqslant \cdots \leqslant u_{k} \leqslant n-1$ and $U, V \in G L_{k}\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)$ such that:

$$
M=U\left(\begin{array}{ccc}
p^{u_{1}} & & \\
& \ddots & \\
& & p^{u_{k}}
\end{array}\right) V
$$

### 2.2. The reduction modulo $p^{m}$

For every $m \in \mathbb{N}$, let us denote by

$$
\begin{equation*}
\pi_{m}: \mathbb{Z}_{p}^{k} \rightarrow\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)^{k} \tag{2.14}
\end{equation*}
$$

the map that sends a vector to its reduction modulo $p^{m}$. This map is a ring homomorphism and for a set $U \subseteq \mathbb{Z}_{p}^{n}$ we denote by $N_{m}(U)$ the cardinality of $\pi_{m}(U)$. The following result from [KL21] relates the volume of a set with the cardinality of its reduction modulo $p^{m}$.

Lemma 2.4 (Lemma 25 from [KL21]). - Let $U \subseteq \mathbb{Z}_{p}^{n}$ be an open and compact subset of an algebraic set. Then $N_{m}(U)$ equals the minimum number of affine balls of radius $p^{-m}$ that we need to cover $U$. In particular, if $U \subseteq \mathbb{Z}_{p}^{n}$ is an open set, then

$$
\begin{equation*}
\lambda(U)=\lim _{m \rightarrow \infty} p^{-m n} N_{m}(U) \tag{2.15}
\end{equation*}
$$

In particular, since $\pi_{m}\left(\mathrm{GL}_{n}\left(\mathbb{Z}_{p}\right)\right)=\mathrm{GL}_{n}\left(\mathbb{Z}_{p} / p^{m} \mathbb{Z}_{p}\right)$, using (2.3) we see that:

$$
\begin{equation*}
\# \mathrm{GL}_{n}\left(\mathbb{Z}_{p} / p^{m} \mathbb{Z}_{p}\right)=p^{m n^{2}} \lambda\left(\mathrm{GL}_{n}\left(\mathbb{Z}_{p}\right)\right)=p^{m n^{2}}\left(1-\frac{1}{p}\right) \cdots\left(1-\frac{1}{p^{n}}\right) \tag{2.16}
\end{equation*}
$$

More generally, for $\ell<m$, we have:

$$
\begin{align*}
& \#\left\{\left.M \in\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)^{n \times n}| | \operatorname{det}(M)\right|_{p}=p^{-\ell}\right\}  \tag{2.17}\\
&=p^{m n^{2}} \lambda\left(\left\{\left.M \in \mathbb{Z}_{p}^{n \times n}| | \operatorname{det}(M)\right|_{p}=p^{-\ell}\right\}\right)
\end{align*}
$$

### 2.3. Random $p$-adic polynomials

Let $\mathbb{Q}_{p}\left[x_{0}, \ldots, x_{n}\right]_{(d)}$ be the space of homogeneous polynomials of degree $d, n+1$ variables and coefficients in $\mathbb{Q}_{p}$; denote by $D_{d, n}=\binom{d+n}{d}$ its dimension.
Definition 2.5. - We define a random polynomial $f$ in $\mathbb{Z}_{p}\left[x_{0}, \ldots, x_{n}\right]_{(d)}$ as follows:

$$
\begin{equation*}
f=\sum_{|\alpha|=d} \xi_{\alpha} x_{0}^{\alpha_{0}} \cdots x_{n}^{\alpha_{n}} \tag{2.18}
\end{equation*}
$$

where $\xi_{\alpha}$ are independent random variables uniformly distributed in $\mathbb{Z}_{p}$. We call the probability distribution induced by (2.18) on $\mathbb{Z}_{p}\left[x_{0}, \ldots, x_{n}\right]_{(d)}$ the uniform distribution.
Identifying a polynomial in $\mathbb{Z}_{p}\left[x_{0}, \ldots, x_{n}\right]_{(d)}$ with the list of its coefficients (in the monomial basis), we see that the uniform distribution (2.18) coincides with the uniform distribution on the unit ball $\mathbb{Z}_{p}^{D_{d, n}}$ defined in Section 2.1.
Proposition 2.6. - The uniform probability distribution on $\mathbb{Z}_{p}\left[x_{0}, \ldots, x_{n}\right]_{(d)}$ is invariant under the action of $\mathrm{GL}_{n+1}\left(\mathbb{Z}_{p}\right)$ by change of variables.
Proof. - Let us denote by $\rho: \mathrm{GL}_{n+1}\left(\mathbb{Z}_{p}\right) \rightarrow \mathrm{GL}_{D_{d, n}}\left(\mathbb{Q}_{p}\right)=\mathrm{GL}\left(\mathbb{Q}_{p}\left[x_{0}, \ldots, x_{n}\right]_{(d)}\right)$ the representation by change of variables. Observe that for a matrix $M \in \mathrm{GL}_{n+1}\left(\mathbb{Z}_{p}\right)$, the matrix $\rho(M)$ has coefficients in $\mathbb{Z}_{p}$ and, since $\rho(M)^{-1}=\rho\left(M^{-1}\right)$, its inverse also has coefficients in $\mathbb{Z}_{p}$. It follows that $\rho(M) \in \mathrm{GL}_{D_{d, n}}\left(\mathbb{Z}_{p}\right)$. The uniform probability distribution on $\mathbb{Z}_{p}^{D_{d, n}}$ is invariant under elements in $\mathrm{GL}_{D_{d, n}}\left(\mathbb{Z}_{p}\right)$ and therefore it is in particular invariant under change of variables in $\mathrm{GL}_{n+1}\left(\mathbb{Z}_{p}\right)$.

## 3. Linear spaces on complete intersections

### 3.1. Counting $k$-flats as zeroes of sections

We are going now to perform some preliminary reductions for our problem of counting the expectation of the number of $k$-flats on a random complete intersection.
Let $U \subset \mathbb{Q}_{p} \mathbb{G}_{k, n}$ be the open set consisting of all projective spaces $\ell=P(L)$ whose first entry of the Plücker coordinates is nonzero and denote by $\phi: U \rightarrow \mathbb{Q}_{p}^{(n-k) \times(k+1)}$ the map:

$$
\begin{equation*}
\phi(\ell)=\phi\left(\operatorname{im}\binom{\mathbf{1}_{k+1}}{A}\right)=A . \tag{3.1}
\end{equation*}
$$

This map is well defined and $(U, \phi)$ is a chart of the $p$-adic manifold $\mathbb{Q}_{p} \mathbb{G}_{k, n}$.

Lemma 3.1. - Let $U_{m}=\phi^{-1}\left(B\left(0 ; p^{-m}\right)\right)$. There exists $g_{1}, \ldots, g_{N_{m}} \in \mathrm{GL}_{n+1}\left(\mathbb{Z}_{p}\right)$ such that the Grassmannian can be written as a disjoint union:

$$
\begin{equation*}
\mathbb{Q}_{p} \mathbb{G}_{k, n}=\bigcup_{i=1}^{N_{m}}\left(g_{i} \cdot U_{m}\right) . \tag{3.2}
\end{equation*}
$$

Moreover:

$$
\begin{equation*}
\mu\left(U_{m}\right)=p^{-m(k+1)(n-k)} \quad \text { and } \quad N_{m}=\mu\left(\mathbb{Q}_{p} \mathbb{G}_{k, n}\right) \cdot p^{m(k+1)(n-k)} . \tag{3.3}
\end{equation*}
$$

Proof. - First observe that for every $g \in \mathrm{GL}_{n+1}\left(\mathbb{Z}_{p}\right)$ the set $g \cdot U_{m}$ is open in $\mathbb{Q}_{p} \mathbb{G}_{k, n}$ and $\left\{g \cdot U_{m}\right\}_{g \in \mathrm{GL}_{n+1}\left(\mathbb{Z}_{p}\right)}$ is an open cover of the Grassmannian. By compactness we can extract a finite subcover, and it remains to prove that the open sets from this finite cover can be taken to be disjoint.
Let us consider the following subgroup of $\mathrm{GL}_{n+1}\left(\mathbb{Z}_{p}\right)$ :

$$
\begin{align*}
\mathcal{H}_{m}:=\left\{\left.\left[\begin{array}{cc}
A & B \\
C & D
\end{array}\right] \in \mathrm{GL}_{n+1}\left(\mathbb{Z}_{p}\right) \right\rvert\,\right. & A \in G L_{k+1}\left(\mathbb{Z}_{p}\right), D \in G L_{n-k}\left(\mathbb{Z}_{p}\right),  \tag{3.4}\\
& \left.C \in B\left(0 ; p^{-m}\right), B \in \mathbb{Z}_{p}^{(k+1)(n-k)}\right\} . \tag{3.5}
\end{align*}
$$

We will show that given $g \in \mathrm{GL}_{n+1}\left(\mathbb{Z}_{p}\right)$ and $X \in U_{m}$, then $g \cdot X \in U_{m}$ if and only if $g \in \mathcal{H}_{m}$. Moreover, $\forall g_{1}, g_{2} \in \mathrm{GL}_{n+1}\left(\mathbb{Z}_{p}\right)$ : either $g_{1} \cdot U_{m}=g_{2} \cdot U_{m}$ or $g_{1} \cdot U_{m} \cap g_{2} \cdot U_{m}=\emptyset$. From this it follows that the previous cover of $\mathbb{Q}_{p} \mathbb{G}_{k, n}$ can be taken to be disjoint.

Set $X=\left[\begin{array}{c}\mathbf{1}_{k+1} \\ X\end{array}\right]$ where $\widehat{X} \in B\left(0 ; p^{-m}\right)$ and $g=\left[\begin{array}{cc}A & B \\ C & D\end{array}\right] \in \mathrm{GL}_{n+1}\left(\mathbb{Z}_{p}\right)$. With this notation we have

$$
g \cdot X=\left[\begin{array}{l}
A+B \widehat{X} \\
C+D \widehat{X}
\end{array}\right] \in U_{m} \Leftrightarrow\left\{\begin{array}{l}
\operatorname{det}(A+B \widehat{X}) \neq 0 \\
(C+D \widehat{X})(A+B \widehat{X})^{-1} \in B\left(0 ; p^{-m}\right)
\end{array}\right.
$$

Suppose first that $g \cdot X=\left[\begin{array}{c}A+B \hat{X} \\ C+D \hat{X}\end{array}\right] \in U_{m}$. Since $A+B \widehat{X} \in \mathbb{Z}_{p}^{(k+1) \times(k+1)}$, we have

$$
|C+D \widehat{X}|_{p} \leqslant\left|(C+D \widehat{X})(A+B \widehat{X})^{-1}\right|_{p}
$$

It follows that $C+D \widehat{X} \in B\left(0 ; p^{-m}\right)$, which implies $C \in B\left(0 ; p^{-m}\right)$. By reducing $g$ modulo $p$, we get that

$$
\operatorname{det}(g)=\operatorname{det}(A) \cdot \operatorname{det}(D)(\bmod p)
$$

Therefore $A \in \mathrm{GL}_{k+1}\left(\mathbb{Z}_{p}\right)$, and $D \in \mathrm{GL}_{n-k}\left(\mathbb{Z}_{p}\right)$. The converse is trivial.
We will now prove that either $g_{1} \cdot U_{m} \cap g_{2} \cdot U_{m}=\emptyset$ or $g_{1} \cdot U_{m}=g_{2} \cdot U_{m}$. Suppose that $g_{1} \cdot U_{m} \cap g_{2} \cdot U_{m} \neq \emptyset$ i.e. $g_{1}^{-1} g_{2} \cdot U_{m} \cap U_{m} \neq \emptyset$. By the previous point $g_{1}^{-1} g_{2} \in \mathcal{H}_{m}$ which implies $g_{1}^{-1} g_{2} \cdot U_{m} \subseteq U_{m}$. But by changing $g_{1}$ with $g_{2}$ we also have $g_{2}^{-1} g_{1} \in \mathcal{H}_{m}$, and therefore $g_{2}^{-1} g_{1} \cdot U_{m} \subseteq U_{m}$. Thus

$$
U_{m}=g_{2}^{-1} g_{1} \cdot\left(g_{1}^{-1} g_{2} \cdot U_{m}\right) \subseteq g_{2}^{-1} g_{1} \cdot U_{m} \subseteq U_{m}
$$

Which implies $g_{2}^{-1} g_{1} \cdot U_{m}=U_{m}$ i.e. $g_{1} \cdot U_{m}=g_{2} \cdot U_{m}$.

The properties (3.3) follow immediately from the definition of the pushforward measure $\mu$ and the structure of $\mathcal{H}_{m}$. Indeed,

$$
\begin{aligned}
\mu\left(U_{m}\right) & =\frac{\lambda\left(q^{-1}\left(U_{m}\right)\right)}{\lambda\left(G L_{k+1}\left(\mathbb{Z}_{p}\right)\right) \lambda\left(G L_{n-k}\left(\mathbb{Z}_{p}\right)\right)} \\
& =\frac{\lambda\left(\mathcal{H}_{m}\right)}{\lambda\left(G L_{k+1}\left(\mathbb{Z}_{p}\right)\right) \lambda\left(G L_{n-k}\left(\mathbb{Z}_{p}\right)\right)}=p^{-m(k+1)(n-k)}
\end{aligned}
$$

and

$$
\mu\left(\mathbb{Q}_{p} \mathbb{G}_{k, n}\right)=N_{m} \cdot \mu\left(U_{m}\right)
$$

Recall now that for every $d \in \mathbb{N}$ we have denoted by $\operatorname{Sym}^{(d)}\left(\tau_{k, n}^{*}\right)$ the vector bundle which is the $d^{t h}$ symmetric power of the dual of the tautological bundle on $\mathbb{Q}_{p} \mathbb{G}_{k, n}$ : the fiber over a point $\ell=P(L)$ is the set of homogeneous polynomials of degree $d$ on $L \simeq \mathbb{Q}_{p}^{k+1}$. Given the list of degrees $d_{1}, \ldots, d_{\nu}$ satisfying (1.3), we define the vector bundle:

$$
\begin{equation*}
E=\bigoplus_{j=1}^{\nu} \operatorname{Sym}^{\left(d_{j}\right)}\left(\tau_{k, n}^{*}\right) \rightarrow \mathbb{Q}_{p} \mathbb{G}_{k, n} \tag{3.6}
\end{equation*}
$$

Over the open set $U$ we have a trivialization of the vector bundle $E$ :


Given the list of polynomials $f_{1}, \ldots, f_{\nu}$ with degrees respectively $d_{1}, \ldots, d_{\nu}$ that satisfy (1.3), we get a section $\sigma_{f}: \mathbb{Q}_{p} \mathbb{G}_{k, n} \rightarrow E$ of the form

$$
\begin{equation*}
\sigma_{f}=\sigma_{f_{1}} \oplus \cdots \oplus \sigma_{f_{\nu}} \tag{3.8}
\end{equation*}
$$

If the polynomials $f_{1}, \ldots, f_{\nu}$ are random, we use the section $\sigma_{f}$ to define the random map

$$
\begin{equation*}
\psi_{f}:=\left.p_{2} \circ h \circ \sigma_{f}\right|_{U} \circ \phi^{-1}: \mathbb{Q}_{p}^{(n-k)(k+1)} \rightarrow \mathbb{Q}_{p}^{(n-k)(k+1)} . \tag{3.9}
\end{equation*}
$$

This map takes a matrix $A \in \mathbb{Q}_{p}^{(n-k) \times(k+1)}$ and gives the list of coefficients of the restriction of the polynomials $f_{1}, \ldots, f_{\nu}$ to the subspace $\phi^{-1}(A)$. These coefficients clearly depend on the choice of the trivialization $h$ and we choose such trivialization in such a way that the components of the random map $\psi_{f}=\left(\psi_{f_{1}}, \ldots, \psi_{f_{\nu}}\right)$ are the coefficients of the polynomials

$$
\begin{equation*}
f_{j}\left(\binom{\mathbf{1}_{k+1}}{A} y\right) \in \mathbb{Q}_{p}\left[y_{0}, \ldots, y_{k}\right]_{\left(d_{j}\right)}, \quad y=\left(y_{0}, \ldots, y_{k}\right) \tag{3.10}
\end{equation*}
$$

where the monomials are ordered w.r.t lexicographical ordering.

Lemma 3.2. - Using the above notations, for every $m \in \mathbb{N}$ we have

$$
\begin{equation*}
\mathbb{E} \#\left\{\sigma_{f}=0\right\}=N_{m} \cdot \mathbb{E} \#\left\{\left.\psi_{f}\right|_{B\left(0 ; p^{-m}\right)}=0\right\} . \tag{3.11}
\end{equation*}
$$

Proof. - Using Lemma 3.1, we can cover the Grassmannian with disjoint open sets $\left\{g_{i} U_{m}\right\}_{i=1}^{N_{m}}$ and therefore:

$$
\begin{align*}
\mathbb{E} \#\left\{\sigma_{f}=0\right\} & =\sum_{i=1}^{N_{m}} \mathbb{E} \#\left\{\sigma_{f}=0\right\} \cap g_{i} U_{m}  \tag{3.12}\\
& =\sum_{i=1}^{N_{m}} \mathbb{E} \#\left\{\sigma_{f} \circ g_{i}=0\right\} \cap U_{m}  \tag{3.13}\\
& =\sum_{i=1}^{N_{m}} \mathbb{E} \#\left\{\sigma_{f}=0\right\} \cap U_{m}  \tag{3.14}\\
& =N_{m} \cdot \mathbb{E} \#\left\{\sigma_{f}=0\right\} \cap U_{m}, \tag{3.15}
\end{align*}
$$

where from the second to the third line we have used the $\mathrm{GL}_{n+1}\left(\mathbb{Z}_{p}\right)$-invariance. On the other hand $\sigma_{f}$ vanishes at $\ell \in U_{m}$ if and only if $\psi_{f}$ vanishes at $\phi(\ell) \in B\left(0 ; p^{-m}\right)$ and the conclusion follows.
Recall that the total volume of the Grassmannian is given in (2.7) by:

$$
\mu\left(\mathbb{Q}_{p} \mathbb{G}_{k, n}\right)=\frac{\lambda\left(\mathrm{GL}_{n+1}\left(\mathbb{Z}_{p}\right)\right)}{\lambda\left(\mathrm{GL}_{n-k}\left(\mathbb{Z}_{p}\right)\right) \lambda\left(\mathrm{GL}_{k+1}\left(\mathbb{Z}_{p}\right)\right)}
$$

The next result is our version of the $p$-adic Kac-Rice formula for sections of vector bundles: it allows us to reduce the calculation of the expectation of the number of zeroes of $\sigma_{f}$ to the evaluation of a random determinant.

Theorem 3.3. - Let $f_{1}, \ldots, f_{\nu}$ be random polynomial as before. The expected number of $k$-flats on $Z\left(f_{1}, \ldots, f_{\nu}\right)$ is given by:

$$
\mathbb{E} \#\left\{\sigma_{f}=0\right\}=\mu\left(\mathbb{Q}_{p} \mathbb{G}_{k, n}\right) \cdot \mathbb{E}\left\{\left|\operatorname{det}\left(J \psi_{f}(0)\right)\right|_{p}\right\}
$$

Proof. - Let $D=(k+1)(n-k)$. For every

$$
a=\left(a_{1}, \ldots, a_{\nu}\right) \in \bigoplus_{j=1}^{\nu} \mathbb{Z}_{p}\left[x_{0}, \ldots, x_{k}\right]_{\left(d_{j}\right)} \simeq \mathbb{Z}_{p}^{D}
$$

denote by $f_{a}=\left(f_{a_{1}}, \ldots, f_{a_{\nu}}\right)$ the list of polynomials in $n+1$ variables and of degrees $\left(d_{1}, \ldots, d_{\nu}\right)$ obtained as follows. For every $i=1, \ldots, \nu$ consider the polynomial $g_{a_{i}} \in \mathbb{Q}_{p}\left[x_{0}, \ldots, x_{k}\right]_{\left(d_{j}\right)}$ whose coefficients are the entries of the vector $a_{i}$, and then set:

$$
\begin{equation*}
f_{a}\left(x_{0}, \ldots, x_{n}\right):=g_{a}\left(x_{0}, \ldots, x_{k}\right) . \tag{3.16}
\end{equation*}
$$

(So $f_{a_{i}}$ is a polynomial on $\mathbb{Q}_{p}^{n+1}$ which depends only on the first $k+1$ variables).
If $\xi \in \mathbb{Z}_{p}^{D}$ denotes the list of coefficients of the random vector $f$, the list of the coefficients of $f-f_{a}$ is $\xi-a$. Observe that, given a random uniform vector $\xi \in \mathbb{Z}_{p}^{D}$ and $a \in \mathbb{Z}_{p}^{D}$ the random vector $\xi-a$ is also uniformly distributed in the unit ball; therefore $f$ and $f-f_{a}$ have the same distribution. It follows that for every $m \in \mathbb{N}$

$$
\begin{equation*}
\mathbb{E} \#\left\{\sigma_{f}=0\right\} \cap U_{m}=\mathbb{E} \#\left\{\sigma_{f-f_{a}}=0\right\} \cap U_{m} . \tag{3.17}
\end{equation*}
$$

On the other hand, by (3.10), $\psi_{f_{a}} \equiv a$, and $A \in B\left(0 ; p^{-m}\right)=\phi^{-1}\left(U_{m}\right)$ is a zero of $\psi_{f_{a}}$ if and only if $\psi_{f}(A)=a$. Therefore:
(3.18) $\mathbb{E} \#\left\{\sigma_{f}=0\right\} \cap U_{m}=\mathbb{E} \#\left\{\psi_{f}=a\right\} \cap B\left(0 ; p^{-m}\right)=\mathbb{E} \#\left\{\left.\psi_{f}\right|_{B\left(0 ; p^{-m}\right)}=a\right\}$.

We use now Proposition 2.1 and write:

$$
\begin{align*}
\mathbb{E} \#\left\{\left.\psi_{f}\right|_{B\left(0 ; p^{-m}\right)}=a\right\} & =\mathbb{E} \#\left\{\left.\psi_{f}\right|_{B\left(0 ; p^{-m}\right)}=0\right\}  \tag{3.19}\\
& =\int_{\mathbb{Z}_{p}^{D}} \mathbb{E} \#\left\{\left.\psi_{f}\right|_{B\left(0 ; p^{-m}\right)}=a\right\} d a  \tag{3.20}\\
& =\mathbb{E} \int_{\mathbb{Z}_{p}^{D}} \#\left\{\left.\psi_{f}\right|_{B\left(0 ; p^{-m}\right)}=a\right\} d a  \tag{3.21}\\
& =\mathbb{E} \int_{B\left(0 ; p^{-m}\right)}\left|\operatorname{det}\left(J \psi_{f}(x)\right)\right|_{p} d x . \tag{3.22}
\end{align*}
$$

Notice that as $x \rightarrow 0$ we have

$$
\begin{equation*}
\left|\operatorname{det}\left(J \psi_{f}(x)\right)\right|_{p}=\left|\operatorname{det}\left(J \psi_{f}(0)\right)\right|_{p}+o(\|x\|) \tag{3.23}
\end{equation*}
$$

where the implied constant is uniformly bounded because the coefficients of the random vector $f$ range in the unit ball. Therefore, using (3.22) and Lemma 3.2, we can write for every $m \in \mathbb{N}$ :

$$
\begin{align*}
& \mathbb{E} \#\left\{\sigma_{f}=0\right\}=N_{m} \mathbb{E} \#\left\{\left.\psi_{f}\right|_{B\left(0 ; p^{-m}\right)}=0\right\}  \tag{3.24}\\
&= N_{m} \mathbb{E} \int_{B\left(0 ; p^{-m}\right)}\left|\operatorname{det} J \psi_{f}(x)\right|_{p} d x  \tag{3.25}\\
&= \mu\left(\mathbb{Q}_{p} \mathbb{G}_{k, n}\right) \cdot p^{m(k+1)(n-k)} \mathbb{E} \int_{B\left(0 ; p^{-m}\right)}\left|\operatorname{det} J \psi_{f}(x)\right|_{p} d x  \tag{3.26}\\
&= \mu\left(\mathbb{Q}_{p} \mathbb{G}_{k, n}\right) \cdot p^{m(k+1)(n-k)} \mathbb{E}  \tag{3.27}\\
& \quad \int_{B\left(0 ; p^{-m}\right)}\left(\left|\operatorname{det}\left(J \psi_{f}(0)\right)\right|_{p}+o(\|x\|)\right) d x(3.23)  \tag{3.23}\\
&= \lim _{m \rightarrow \infty}\left(\mu\left(\mathbb{Q}_{p} \mathbb{G}_{k, n}\right) \cdot p^{m(k+1)(n-k)} \mathbb{E}\right.  \tag{3.28}\\
&\left.\quad \int_{B\left(0 ; p^{-m}\right)}\left(\left|\operatorname{det}\left(J \psi_{f}(0)\right)\right|_{p}+o(\|x\|)\right) d x\right) \\
&= \mu\left(\mathbb{Q}_{p} \mathbb{G}_{k, n}\right) \mathbb{E}\left|\operatorname{det}\left(J \psi_{f}(0)\right)\right|_{p} \tag{3.29}
\end{align*}
$$

This concludes the proof of Theorem 3.3.

### 3.2. The structure of the matrix $J \psi_{f}(0)$

The random matrix $J\left(\psi_{f}(0)\right)$ is filled with random variables uniformly distributed in $\mathbb{Z}_{p}$ and it has a special shape that we are going to compute.
Let us start with the case of points on the intersection of $n$ hypersurfaces in $\mathbb{Q}_{p} \mathrm{P}^{n}$ i.e. $\nu=n$. For all $1 \leqslant j \leqslant n$, the polynomial $f_{j}$ has the form :

$$
\begin{equation*}
f_{j}=\sum_{|\alpha|=d_{j}} \xi_{\alpha}^{(j)} x_{0}^{\alpha_{0}} \cdots x_{n}^{\alpha_{n}} . \tag{3.30}
\end{equation*}
$$

Using (3.10), we have:

$$
\psi_{f_{j}}(A)=f_{j}\left(y_{0}\left(\begin{array}{c}
1  \tag{3.31}\\
t_{1} \\
\vdots \\
t_{n}
\end{array}\right)\right)=\sum_{|\alpha|=d_{j}} \xi_{\alpha}^{(j)} t_{1}^{\alpha_{1}} \cdots t_{n}^{\alpha_{n}} y_{0}^{d_{j}}
$$

Therefore $\frac{\partial \psi_{f_{j}}(0)}{\partial t_{i}}=\xi_{d_{j}-1,0, \ldots, 1, \ldots, 0}^{(j)}$, thus $J \psi_{f}(0)$ has the following shape:

$$
J \psi_{f}(0)=\left(\begin{array}{ccc}
\xi_{d_{1}-1,1,0, \ldots, 0}^{(1)} & \ldots & \xi_{d_{1}-1,0, \ldots, 0,1}^{(1)}  \tag{3.32}\\
\vdots & & \vdots \\
\xi_{d_{n}-1,1,0, \ldots, 0}^{(n)} & \cdots & \xi_{d_{n}-1,0, \ldots, 0,1}^{(n)}
\end{array}\right)
$$

Let us now consider the case of lines on a cubic surface i.e. $n=3, \nu=1$, and $d=3$. In this case, for a matrix $A=\left(\begin{array}{cc}t_{1} & t_{2} \\ t_{3} & t_{4}\end{array}\right)$, using (3.10), we can write:

$$
\begin{aligned}
\psi_{f}(A) & =f\left(y_{0}\left(\begin{array}{c}
1 \\
0 \\
t_{1} \\
t_{3}
\end{array}\right)+y_{1}\left(\begin{array}{c}
0 \\
1 \\
t_{2} \\
t_{4}
\end{array}\right)\right) \\
& =\sum_{|\alpha|=3} \xi_{\alpha} y_{0}^{\alpha_{0}} y_{1}^{\alpha_{1}}\left(y_{0} t_{1}+y_{1} t_{2}\right)^{\alpha_{2}}\left(y_{0} t_{3}+y_{1} t_{4}\right)^{\alpha_{3}}
\end{aligned}
$$

Therefore $J \psi_{f}(0)$ has the following shape:

$$
J \psi_{f}(0)=\left(\begin{array}{cccc}
\xi_{2010} & 0 & \xi_{2001} & 0 \\
\xi_{1110} & \xi_{2010} & \xi_{1101} & \xi_{2001} \\
\xi_{0210} & \xi_{1110} & \xi_{0201} & \xi_{1101} \\
0 & \xi_{0210} & 0 & \xi_{0201}
\end{array}\right) .
$$

A simple computation generalizing this shows that for the case of lines on an hypersurface of degree $2 n-3$ we have (nonzero entries are uniform random variables in the unit ball):

$$
J \psi_{f}(0)=\left(\begin{array}{ccccc}
\xi_{1,1} & 0 & \cdots & \xi_{1, n-1} & 0 \\
\xi_{2,1} & \xi_{1,1} & \cdots & \xi_{2, n-1} & \xi_{1, n-1} \\
\vdots & \xi_{2,1} & & \vdots & \xi_{2, n-1} \\
\xi_{2 n-3,1} & \vdots & & \xi_{2 n-3, n-1} & \vdots \\
0 & \xi_{2 n-3,1} & \cdots & 0 & \xi_{2 n-3, n-1}
\end{array}\right)
$$

(here the variables $\xi_{i, j}$ are some of the coefficients of $f$ ).
Before giving the general construction let us study the case of lines on the intersection of two quadrics i.e. the case when $\nu=2, d_{1}=2, d_{2}=2$, and $n=4$.
In this case the matrix $A$ has the form

$$
A=\left(\begin{array}{ll}
t_{0}^{(1)} & t_{1}^{(1)} \\
t_{0}^{(2)} & t_{1}^{(2)} \\
t_{0}^{(3)} & t_{1}^{(3)}
\end{array}\right)
$$

which implies

$$
\begin{align*}
\psi_{f_{1}} & (A)  \tag{3.33}\\
& =f_{1}\left(\binom{\mathbf{1}_{2}}{A}\binom{y_{0}}{y_{1}}\right) \\
& =\sum_{|\alpha|=2} \xi_{\alpha}^{(1)} y_{0}^{\alpha_{0}} y_{1}^{\alpha_{1}}\left(t_{0}^{(1)} y_{0}+t_{1}^{(1)} y_{1}\right)^{\alpha_{2}}\left(t_{0}^{(2)} y_{0}+t_{1}^{(2)} y_{1}\right)^{\alpha_{3}}\left(t_{0}^{(3)} y_{0}+t_{1}^{(3)} y_{1}\right)^{\alpha_{4}} .
\end{align*}
$$

Note that we have the following:

$$
\begin{gather*}
\frac{d \psi_{f_{1}}(0)}{d t_{0}^{(1)}}=\left(\begin{array}{c}
\xi_{1,0,1,0,0}^{(1)} \\
\xi_{0,1,1,0,0}^{(1)} \\
0
\end{array}\right), \quad \frac{d \psi_{f_{1}}(0)}{d t_{1}^{(1)}}=\left(\begin{array}{c}
0 \\
\xi_{1,0,1,0,0}^{(1)} \\
\xi_{0,1,1,0,0}^{(1)}
\end{array}\right), \quad \frac{d \psi_{f_{1}}(0)}{d t_{0}^{(2)}}=\left(\begin{array}{c}
\xi_{1,0,0,1,0}^{(1)} \\
\xi_{0,1,0,1,0}^{(1)} \\
0
\end{array}\right)  \tag{3.34}\\
\frac{d \psi_{f_{1}}(0)}{d t_{1}^{(1)}}=\left(\begin{array}{c}
0 \\
\xi_{1,0,0,1,0}^{(1)} \\
\xi_{0,1,0,1,0}^{(1)}
\end{array}\right), \quad \frac{d \psi_{f_{1}}(0)}{d t_{0}^{(3)}}=\left(\begin{array}{c}
\xi_{1,0,0,0,1}^{(1)} \\
\xi_{0,1,0,0,1}^{(1)} \\
0
\end{array}\right), \quad \frac{d \psi_{f_{1}}(0)}{d t_{1}^{(1)}}=\left(\begin{array}{c}
0 \\
\xi_{1,0}^{(1)} \\
\xi_{0,1,0,0,0,1}^{(1)}
\end{array}\right) . \tag{3.35}
\end{gather*}
$$

Therefore

$$
J \psi_{f_{1}}(0)=\left(\begin{array}{cccccc}
\xi_{1,0}^{(1)} & 0 & \xi_{1,0,0,0}^{(1)} & 0 & \xi_{1,0,0,0,0}^{(1)} & 0 \\
\xi_{0,1,1,0,0}^{(1)} & \xi_{1,0,1,0,0}^{(1)} & \xi_{0,1,0,1,0}^{(1)} & \xi_{1,0,0,1,0}^{(1)} & \xi_{0,1,0,0,1}^{(1)} & \xi_{1,0,0,0,1}^{(1)} \\
0 & \xi_{0,1,1,0,0}^{(1)} & 0 & \xi_{0,1,0,1,0}^{(1)} & 0 & \xi_{0,1,0,0,1}^{(1)}
\end{array}\right) .
$$

In a similar way we find that

$$
J \psi_{f_{2}}(0)=\left(\begin{array}{cccccc}
\xi_{1,0,1,0,0}^{(2)} & 0 & \xi_{1,0,0,1,0}^{(2)} & 0 & \xi_{1,0,0,0,1}^{(2)} & 0 \\
\xi_{0,1,1,0,0}^{(2)} & \xi_{1,0,1,0,0}^{(2)} & \xi_{0,1,0,1,0}^{(2)} & \xi_{1,0}^{(2)}, 0,1,0 & \xi_{0,1,0,0,1}^{(2)} & \xi_{1,0,0,0,1}^{(2)} \\
0 & \xi_{0,1,1,0,0}^{(2)} & 0 & \xi_{0,1,0,1,0}^{(2)} & 0 & \xi_{0,1,0,0,1}^{(2)}
\end{array}\right)
$$

Therefore $J \psi_{f}(0)$ is given as follow:

$$
J \psi_{f}(0)=\left(\begin{array}{cccccc}
\xi_{1,0,1,0,0}^{(1)} & 0 & \xi_{1,0,0,1,0}^{(1)} & 0 & \xi_{1,0,0,0,1}^{(1)} & 0 \\
\xi_{0,1,1,0,0}^{(1)} & \xi_{1,0,1,0,0}^{(1)} & \xi_{0,1,0,1,0}^{(1)} & \xi_{1,0,0,1,0}^{(1)} & \xi_{0,1,0,0,1}^{(1)} & \xi_{1,0,0,0,1}^{(1)} \\
0 & \xi_{0,1,1,0,0}^{(1)} & 0 & \xi_{0,1,0,1,0}^{(1)} & 0 & \xi_{0,1,0,0,1}^{(1)} \\
\xi_{1,0,1,0,0}^{(2)} & 0 & \xi_{1,0,0,1,0}^{(2)} & 0 & \xi_{1,0,0,0,1}^{(2)} & 0 \\
\xi_{0,1,1,0,0}^{(2)} & \xi_{1,0,1,0,0}^{(2)} & \xi_{0,1,0,1,0}^{(2)} & \xi_{1,0,0,1,0}^{(2)} & \xi_{0,1,0,0,1}^{(2)} & \xi_{1,0,0,0,1}^{(2)} \\
0 & \xi_{0,1,1,0,0}^{(2)} & 0 & \xi_{0,1,0,1,0}^{(2)} & 0 & \xi_{0,1,0,0,1}^{(2)}
\end{array}\right) .
$$

For the general case of $k$-flats on the complete intersection $Z\left(f_{1}, \ldots, f_{\nu}\right)$ :

$$
J \psi_{f}(0)=\left(\begin{array}{c}
M_{1} \\
\vdots \\
M_{j} \\
\vdots \\
M_{\nu}
\end{array}\right)
$$

where $M_{j}$ is the Jacobian of the map given by the restriction of the polynomial $f_{j}$ to the space $\left\{x_{k+1}=\ldots=x_{n}=0\right\}$. Using again (3.10) we get:

$$
\begin{align*}
& f_{j}\left(\binom{\mathbf{1}_{k+1}}{A} y\right)  \tag{3.36}\\
= & \sum_{\alpha} \xi_{\alpha}^{(j)} y_{0}^{\alpha_{0}} \cdots y_{k}^{\alpha_{k}}\left(y_{0} t_{0}^{(1)}+\ldots+y_{k} t_{k}^{(1)}\right)^{\alpha_{k+1}} \cdots\left(y_{0} t_{0}^{(n-k)}+\ldots+y_{k} t_{k}^{(n-k)}\right)^{\alpha_{n}}
\end{align*}
$$

Thus the row corresponding to $y_{0}^{u_{0}} \cdots y_{k}^{u_{k}}\left(u_{0}+\ldots+u_{k}=d_{j}\right)$ in the matrix $M_{j}$ is given as follows:

$$
\begin{align*}
& \quad\left(\beta_{u_{0}-1, u_{1}, \cdots, u_{k}, 1,0, \cdots, 0}^{(j)}, \cdots, \beta_{u_{0}, u_{1}, \cdots, u_{k}-1,1,0, \ldots, 0}^{(j)}\right) \cdots  \tag{3.37}\\
& \left.\cdots\left(\beta_{u_{0}-1, u_{1}, \cdots, u_{k}, 0, \cdots, 0,1}^{(j)}, \cdots, \beta_{u_{0}, u_{1}, \cdots, u_{k}-1,0, \cdots, 0,1}^{(j)}\right)\right) \tag{3.38}
\end{align*}
$$

where

$$
\beta_{u_{0}, \ldots, u_{i}-1, \ldots, u_{k}, 0 \ldots, 1, \ldots, 0}^{(j)}=\left\{\begin{array}{l}
0 \quad \text { if } u_{i}=0 \\
\xi_{u_{0}, \ldots, u_{i}-1, \ldots, u_{k}, 0 \ldots, 1, \ldots, 0}^{(j)} \quad \text { if } u_{i} \geqslant 1
\end{array}\right.
$$

Remark 3.4. - Every entry that is not 0 in the matrix $J \psi_{f}(0)$ is repeated exactly $k+1$ times and appears in different rows.

### 3.3. Proof of Theorem 1.5

We first need to prove the following lemma:
Lemma 3.5. - Let $F \in \mathbb{Z}\left[x_{1}, \ldots, x_{n}\right]$ be a non-zero polynomial then:

$$
\lim _{p \rightarrow+\infty} \frac{\#\{F=0 \text { in } \mathbb{Z} / p \mathbb{Z}\}}{p^{n}}=0
$$

Proof. - Let $m_{1}$ the degree of $x_{1}$ in the polynomial $F$. We can write $F$ as follows:

$$
F=P_{m_{1}} x_{1}^{m_{1}}+\cdots+P_{1} x_{1}+P_{0} .
$$

Then $\#\{F=0$ in $\mathbb{Z} / p \mathbb{Z}\} \leqslant m_{1} p^{n-1}+\#\left\{P_{m_{1}}=0\right.$ in $\left.\mathbb{Z} / p \mathbb{Z}\right\}$ where $P_{m_{1}}$ involves a lower number of variables. We apply the same procedure several times and we get:

$$
\#\{F=0 \text { in } \mathbb{Z} / p \mathbb{Z}\} \leqslant m_{1} p^{n-1}+m_{2} p^{n-2}+\cdots+m_{n}
$$

which conclude the proof.
Now we apply the previous lemma to prove Theorem 1.5. Note the:

$$
\begin{aligned}
\mathbb{E}\left\{\left|\operatorname{det}\left(J \psi_{f}(0)\right)\right|_{p}\right\} & \geqslant \mathbb{P}\left(\left|\operatorname{det}\left(J \psi_{f}(0)\right)\right|_{p}=1\right) \\
& =1-\mathbb{P}\left(\operatorname{det}\left(J \psi_{f}(0)\right)=0(\bmod p)\right) \\
& =1-\frac{\#\left\{\operatorname{det}\left(J \psi_{f}(0)\right)=0 \operatorname{in} \mathbb{Z} / p \mathbb{Z}\right\}}{p^{s}}
\end{aligned}
$$

where $s$ denotes the number of random variables involved in the random matrix $J \psi_{f}(0)$.

Recall that $J \psi_{f}(0)$ is given as the jacobian matrix of the random section $\sigma_{f}$ of the vector bundle (1.5). Since $\sigma_{f}$ is transversal to the zero section generically (by [DM98,

Théorème 2.1]) then $J \psi_{f}(0)$ is non-singular with probability 1 , hence $\operatorname{det}\left(J \psi_{f}(0)\right)$ can not be identically zero. Thus applying Lemma 3.5 we have that:

$$
\begin{equation*}
\lim _{p \rightarrow+\infty} \mathbb{E}\left\{\left|\operatorname{det}\left(J \psi_{f}(0)\right)\right|_{p}\right\} \geqslant 1 \tag{3.39}
\end{equation*}
$$

On the other hand we have:

$$
\begin{equation*}
\mathbb{E}\left\{\left|\operatorname{det}\left(J \psi_{f}(0)\right)\right|_{p}\right\} \leqslant 1, \tag{3.40}
\end{equation*}
$$

because $\operatorname{det}\left(J \psi_{f}(0)\right)$ takes its values in $\mathbb{Z}_{p}$. Using (2.3) for $\lambda\left(\mathrm{GL}_{m}\left(\mathbb{Z}_{p}\right)\right)$, we see that

$$
\begin{equation*}
\lim _{p \rightarrow+\infty} \frac{\lambda\left(\mathrm{GL}_{n+1}\left(\mathbb{Z}_{p}\right)\right)}{\lambda\left(\mathrm{GL}_{k+1}\left(\mathbb{Z}_{p}\right)\right) \cdot \lambda\left(\mathrm{GL}_{n-k}\left(\mathbb{Z}_{p}\right)\right)}=1 \tag{3.41}
\end{equation*}
$$

Hence, using Theorem 3.3, (3.39), (3.40) and (3.41), we conclude that

$$
\begin{equation*}
\lim _{p \rightarrow \infty} \mathbb{E} \#\left\{k \text {-flats on } Z\left(f_{1}, \ldots, f_{\nu}\right) \subset \mathbb{Q}_{p} \mathrm{P}^{n}\right\}=1 \tag{3.42}
\end{equation*}
$$

### 3.4. Proof of Theorem 1.8

From Section 3.2, the matrix $J \psi_{f}(0)$ is given in (3.32) as a random matrix with all entries which are random independent variables uniformly distributed in $\mathbb{Z}_{p}$. This is independent of the choice of the degrees $d_{1}, \ldots, d_{n}$. Therefore, the expected number of points on $Z\left(f_{1}, \ldots, f_{n}\right)$ when the degrees $d_{1}, \ldots, d_{n}$ are arbitrary is the same when $d_{1}=\ldots=d_{n}=1$. Thus this is exactly the number of points in the intersection of $n$ generic hyperplanes lying in $\mathbb{Q}_{p} \mathrm{P}^{n}$. Therefore,

$$
\mathbb{E} \# Z\left(f_{1}, \ldots, f_{n}\right)=1
$$

Corollary 3.6. - Let $M_{n}$ a random matrix in $\mathbb{Z}_{p}^{n \times n}$ whose entries are random independent variables uniformly distributed in $\mathbb{Z}_{p}$. Then:

$$
\begin{equation*}
\mathbb{E}\left\{\left|\operatorname{det}\left(M_{n}\right)\right|_{p}\right\}=\frac{(p-1) p^{n}}{p^{n+1}-1} \tag{3.43}
\end{equation*}
$$

Proof. - This is a direct consequence of Theorem 1.8 and Theorem 3.3:

$$
\begin{align*}
1=\mathbb{E} \# Z\left(f_{1}, \ldots, f_{n}\right) & =\mu\left(\mathbb{Q}_{p} \mathrm{P}^{n}\right) \cdot \mathbb{E}\left\{\left|\operatorname{det} M_{n}\right|_{p}\right\} \\
& =\frac{p^{n+1}-1}{p^{n}(p-1)} \cdot \mathbb{E}\left\{\left|\operatorname{det} M_{n}\right|_{p}\right\}, \tag{3.44}
\end{align*}
$$

from which (3.43) follows.
Remark 3.7. - The previous corollary can be also obtained by an inductive process on the size of the matrix. We refer to [Eva02] for more results about the distribution of the random matrix $M_{n}$.

### 3.5. Proof of Theorem 1.9

Proof. - Applying Theorem 3.3 in the case $k=1, \nu=1$ and $d=3$ we get:

$$
\mathbb{E} \#\left\{\sigma_{f}=0\right\}=\frac{\lambda\left(\mathrm{GL}_{4}\left(\mathbb{Z}_{p}\right)\right)}{\lambda\left(\mathrm{GL}_{2}\left(\mathbb{Z}_{p}\right)\right)^{2}} \cdot \mathbb{E}\left\{\left|\operatorname{det}\left(J \psi_{f}(0)\right)\right|_{p}\right\} .
$$

By (2.3) we have:

$$
\begin{equation*}
\frac{\lambda\left(\mathrm{GL}_{4}\left(\mathbb{Z}_{p}\right)\right)}{\lambda\left(\mathrm{GL}_{2}\left(\mathbb{Z}_{p}\right)\right)^{2}}=\frac{\left(p^{3}-1\right)\left(p^{2}+1\right)}{p^{4}(p-1)} \tag{3.45}
\end{equation*}
$$

it remains to compute $\mathbb{E}\left\{\mid \operatorname{det}\left(\left.J \psi_{f}(0)\right|_{p}\right\}\right.$ where

$$
J \psi_{f}(0)=\left(\begin{array}{cccc}
\xi_{1} & 0 & \xi_{4} & 0 \\
\xi_{2} & \xi_{1} & \xi_{5} & \xi_{4} \\
\xi_{3} & \xi_{2} & \xi_{6} & \xi_{5} \\
0 & \xi_{3} & 0 & \xi_{6}
\end{array}\right)
$$

and $\xi_{1}, \ldots, \xi_{6}$ are random variables i.i.d uniformly distributed in $\mathbb{Z}_{p}$.
By Lemma 2.2, we can compute the expectation of $\operatorname{det}\left(J \psi_{f}(0)\right)=\left(\xi_{1} \xi_{6}-\xi_{3} \xi_{4}\right)^{2}$ $-\left(\xi_{1} \xi_{5}-\xi_{2} \xi_{4}\right)\left(\xi_{2} \xi_{6}-\xi_{3} \xi_{5}\right)$ as:

$$
\begin{align*}
& \mathbb{E}\left\{\left|\operatorname{det}\left(J \psi_{f}(0)\right)\right|_{p}\right\}  \tag{3.46}\\
& \quad=\lim _{n \rightarrow \infty} \frac{1}{p^{6 n}} \sum_{0 \leqslant \xi_{1}, \ldots, \xi_{6} \leqslant p^{n}-1}\left|\left(\xi_{1} \xi_{6}-\xi_{3} \xi_{4}\right)^{2}-\left(\xi_{1} \xi_{5}-\xi_{2} \xi_{4}\right)\left(\xi_{2} \xi_{6}-\xi_{3} \xi_{5}\right)\right|_{p} .
\end{align*}
$$

We are going now to introduce an alternative way of performing the summation in (3.46).
Let us introduce first the following notation:

$$
\begin{equation*}
\mathbb{P}^{2}\left(\mathbb{Z} / p^{n} \mathbb{Z}\right):=\left(\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)^{3} \backslash(0,0,0)\right) / \sim, \tag{3.47}
\end{equation*}
$$

where $(x, y, z) \sim\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ if and only if there exists $\lambda$ invertible in $\mathbb{Z} / p^{n} \mathbb{Z}$ such that $(x, y, z)=\lambda\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$. We call $\left[k_{1}: k_{2}: k_{3}\right] \in \mathbb{P}^{2}\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)$ unit if at least one of the coordinates $k_{i}$ is invertible in $\mathbb{Z} / p^{n} \mathbb{Z}$
Observe that to every element $\boldsymbol{\xi}:=\left(\xi_{1}, \ldots, \xi_{6}\right) \in \mathbb{Z}_{p}^{6}$ we can associate a matrix $M(\boldsymbol{\xi})$ in $\mathbb{Z}_{p}^{3 \times 2}$ :

$$
M(\boldsymbol{\xi})=\left(\begin{array}{ll}
\xi_{1} & \xi_{4}  \tag{3.48}\\
\xi_{2} & \xi_{5} \\
\xi_{3} & \xi_{6}
\end{array}\right),
$$

as well as its reduction $\pi_{n}(M(\boldsymbol{\xi})) \in\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)^{3 \times 2}$ modulo $p^{n}$. The determinant of $J \psi_{f}(0)$ is a function of the minors of $M(\boldsymbol{\xi})$. Let $\mathcal{M} \subset\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)^{3 \times 2}$ be the subset of matrices of maximal rank and let us consider the following map:

$$
\begin{aligned}
h: \mathcal{M} \subset\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)^{3 \times 2} \rightarrow & \mathbb{P}^{2}\left(\mathbb{Z} / p^{n} \mathbb{Z}\right) \\
& \left(\xi_{1}, \ldots, \xi_{6}\right) \mapsto\left[\xi_{1} \xi_{5}-\xi_{2} \xi_{4}: \xi_{1} \xi_{6}-\xi_{3} \xi_{4}: \xi_{2} \xi_{6}-\xi_{3} \xi_{5}\right] .
\end{aligned}
$$

Observe that $h$ is surjective. Denote by $Q$ the set of elements $\left[k_{1}: k_{2}: k_{3}\right] \in$ $\mathbb{P}^{2}\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)$ such that $k_{2}^{2}-k_{1} k_{3}=0$, and by $S:=h^{-1}(Q)$ the set of matrices in $\mathcal{M}$
for which the corresponding matrices in $\mathbb{Z}_{p}^{4 \times 4}$ have valuation of determinant greater or equal to $n$. Using this notation we see that the sum

$$
\begin{equation*}
\sum_{0 \leqslant \xi_{1}, \ldots, \xi_{6} \leqslant p^{n}-1}\left|\left(\xi_{1} \xi_{6}-\xi_{3} \xi_{4}\right)^{2}-\left(\xi_{1} \xi_{5}-\xi_{2} \xi_{4}\right)\left(\xi_{2} \xi_{6}-\xi_{3} \xi_{5}\right)\right|_{p} \tag{3.49}
\end{equation*}
$$

is bounded from below by

$$
\begin{equation*}
L_{n}:=\sum_{\left[k_{1}: k_{2}: k_{3}\right] \notin Q} \# h^{-1}\left(\left[k_{1}: k_{2}: k_{3}\right]\right) \cdot\left|k_{2}^{2}-k_{1} k_{3}\right|_{p} \tag{3.50}
\end{equation*}
$$

and bounded from above by

$$
\begin{equation*}
R_{n}:=\sum_{\left[k_{1} ; k_{2} ; k_{3}\right] \notin Q} \# h^{-1}\left(\left[k_{1}: k_{2}: k_{3}\right]\right) \cdot\left|k_{2}^{2}-k_{1} k_{3}\right|_{p}+\frac{\# S}{p^{n}} \tag{3.51}
\end{equation*}
$$

In particular, from (3.46), it will follow that:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{L_{n}}{p^{6 n}} \leqslant \mathbb{E}\left\{\left|\operatorname{det}\left(J \psi_{f}(0)\right)\right|_{p}\right\} \leqslant \lim _{n \rightarrow \infty} \frac{R_{n}}{p^{6 n}} . \tag{3.52}
\end{equation*}
$$

In Lemma 3.9 below we will prove that

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \frac{\# S}{p^{7 n}}=0 \tag{3.53}
\end{equation*}
$$

from which we deduce that:

$$
\begin{equation*}
\mathbb{E}\left\{\left|\operatorname{det}\left(J \psi_{f}(0)\right)\right|_{p}\right\}=\lim _{n \rightarrow \infty} \frac{1}{p^{6 n}} \sum_{\left[k_{1}: k_{2}: k_{3}\right] \notin Q} \# h^{-1}\left(\left[k_{1}: k_{2}: k_{3}\right]\right) \cdot\left|k_{2}^{2}-k_{1} k_{3}\right|_{p} \tag{3.54}
\end{equation*}
$$

Let us compute the cardinality of the fibers of $h$. To this end, let $\left[k_{1}: k_{2}: k_{3}\right] \in$ $\mathbb{P}^{2}\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)$. Without loss of generality we can assume that:

$$
\begin{equation*}
\left[k_{1}: k_{2}: k_{3}\right]=\left[p^{m_{1}}: p^{m_{2}} \lambda_{2}: p^{m_{3}} \lambda_{3}\right] \tag{3.55}
\end{equation*}
$$

with $m_{1} \leqslant m_{2}, m_{3}$. In Lemma 3.8 we will show that:

$$
\begin{equation*}
\# h^{-1}\left(\left[p^{m_{1}}: \lambda_{2} p^{m_{2}}: \lambda_{3} p^{m_{3}}\right]\right)=p^{4 n-3-m_{1}}(p-1)(p+1)\left(p^{m_{1}+1}-1\right) \tag{3.56}
\end{equation*}
$$

Let $0 \leqslant m \leqslant n-1$ be such that $p^{m}$ is the largest power of $p$ that divides all $k_{i}$ in $\left[k_{1}: k_{2}: k_{3}\right]$; such elements $\left[k_{1}: k_{2}: k_{3}\right]$ with this property are in bijection with the unit elements in $\mathbb{P}^{2}\left(\mathbb{Z} / p^{n-m} \mathbb{Z}\right)$, via the map that sends $\left[k_{1}: k_{2}: k_{3}\right]$ to [ $\left.k_{1} / p^{m}: k_{2} / p^{m}: k_{3} / p^{m}\right]$. Then by (3.56) we have

$$
\begin{equation*}
L_{n} \leqslant \sum_{m=0}^{n-1} \sum_{\substack{\left[k_{1}: k_{2}: k_{3}\right] \text { unit } \\ \text { in } \mathbb{P}^{2}\left(\mathbb{Z} / p^{n-m} \mathbb{Z}\right.}} \alpha_{n} \cdot\left(p^{m+1}-1\right) \cdot \frac{\left|k_{2}^{2}-k_{1} k_{3}\right|_{p}}{p^{3 m}} \leqslant R_{n} \tag{3.57}
\end{equation*}
$$

where $\alpha_{n}:=p^{4 n-3}(p-1)(p+1)$.
We will need a further step of reduction. For $1 \leqslant k$ let us denote by $A(k)$ the number of unit elements $\left(k_{1}, k_{2}, k_{3}\right) \in\left(\mathbb{Z} / p^{k} \mathbb{Z}\right)^{3}$ such that

$$
k_{2}^{2}-k_{1} k_{3}=0\left(\bmod p^{k}\right)
$$

and set $A(0)=1-1 / p^{3}$. We claim that:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{L_{n}}{p^{6 n}}=\lim _{n \rightarrow \infty} \frac{R_{n}}{p^{6 n}} \tag{3.58}
\end{equation*}
$$

(3.59) $=\lim _{n \rightarrow \infty} \frac{1}{p^{6 n}} \alpha_{n} \cdot \sum_{m=0}^{n-1} \frac{p^{m+1}-1}{p^{3 m}} \sum_{k=0}^{n-m-1} \frac{p^{3(n-m-k)} A(k)-p^{3(n-m-k-1)} A(k+1)}{p^{n-m-1}(p-1) p^{k}}$.

In fact $p^{3(n-m-k)} A(k)$ represents the number of unit elements

$$
\left(k_{1}, k_{2}, k_{3}\right) \in\left(\mathbb{Z} / p^{n-m} \mathbb{Z}\right)^{3}
$$

such that $\left|k_{2}^{2}-k_{1} k_{3}\right|_{p} \leqslant p^{-k}$. Therefore,

$$
\frac{p^{3(n-m-k)} A(k)-p^{3(n-m-k-1)} A(k+1)}{p^{n-m-1}(p-1)}
$$

represents the number of unit elements $\left[k_{1}: k_{2}: k_{3}\right] \in \mathbb{P}^{2}\left(\mathbb{Z} / p^{n-m} \mathbb{Z}\right)$ such that $\left|k_{2}^{2}-k_{1} k_{3}\right|_{p}=p^{-k}$. Therefore (3.59) follows from (3.57).
Using the formula for $A(k)$, given below in Lemma 3.10, we have:

$$
\begin{aligned}
& \sum_{k=1}^{n-m-1} \frac{A(k) p^{3(n-m-k)}-A(k+1) p^{3(n-m-k-1)}}{p^{k}} \\
&=\sum_{k=1}^{n-m-1} p^{3(n-m-1)}\left(p^{-2 k+3}-p^{-2 k+1}-p^{-2 k+2}+p^{-2 k}\right) \\
&=p^{3(n-m-1)}\left(p-p^{-2(n-m-1)+1}-1+p^{-2(n-m-1)}\right)
\end{aligned}
$$

and, for $k=0$ :

$$
\frac{A(0) p^{3(n-m)}-A(1) p^{3(n-m-1)}}{p^{0}}=p^{3(n-m-1)}\left(p^{3}-p^{2}\right)
$$

In particular we have

$$
\begin{aligned}
& \alpha_{n} \sum_{m=0}^{n-1} \frac{p^{m+1}-1}{p^{2 m}} \sum_{k=0}^{n-m-1} \frac{p^{3(n-m-k)} A(k)-p^{3(n-m-k-1)} A(k+1)}{p^{n+k-1}(p-1)} \\
&= \alpha_{n} \sum_{m=0}^{n-1}\left(p^{m+1}-1\right) p^{2 n-5 m-2}\left(\frac{p^{3}-p^{2}+p-1+p^{-2(n-m-1)}-p^{-2(n-m-1)+1}}{p-1}\right) \\
&= \alpha_{n} \sum_{m=0}^{n-1}\left(p^{m+1}-1\right)\left(p^{2 n-2}\left(p^{2}+1\right) p^{-5 m}-p^{-3 m}\right) \\
&= \alpha_{n} p^{2 n-2}\left(p^{2}+1\right) \sum_{m=0}^{n-1}\left(p^{-4 m+1}-p^{-5 m}\right)-\alpha_{n} \sum_{m=0}^{n-1}\left(p^{-2 m+1}-p^{-3 m}\right) \\
&= \alpha_{n} p^{2 n-2}\left(p^{2}+1\right)\left(\frac{\left(p^{4 n}-1\right) p^{5}}{p^{4 n}\left(p^{4}-1\right)}-\frac{\left(p^{5 n}-1\right) p^{5}}{p^{5 n}\left(p^{5}-1\right)}\right) \\
& \quad-\alpha_{n}\left(\frac{p^{2 n}-1}{p^{2 n-3}\left(p^{2}-1\right)}-\frac{p^{3 n}-1}{p^{3 n-3}\left(p^{3}-1\right)}\right) .
\end{aligned}
$$

It remains now to put the pieces together. Combining (3.54) with (3.59), and substituting the value for $\alpha_{n}$, we get:

$$
\begin{aligned}
& \mathbb{E}\left\{\left|\operatorname{det}\left(J \psi_{f}(0)\right)\right|_{p}\right\} \\
& \quad=\lim _{n \rightarrow \infty} \frac{1}{p^{6 n}} p^{4 n-3}(p-1)(p+1) p^{2 n-2}\left(p^{2}+1\right)\left(\frac{p^{5}}{p^{4}-1}-\frac{p^{5}}{p^{5}-1}\right) \\
& \quad=\frac{p^{4}}{p^{4}+p^{3}+p^{2}+p+1} .
\end{aligned}
$$

Together with (3.45) this finally gives:

$$
\mathbb{E} \#\left\{\sigma_{f}=0\right\}=\frac{\left(p^{3}-1\right)\left(p^{2}+1\right)}{p^{5}-1}
$$

This concludes the proof of Theorem 1.9. It remains to prove the lemmas that we have used in the proof.

Lemma 3.8. - Using the above notations:

$$
\begin{equation*}
\# h^{-1}\left(\left[p^{m_{1}}: \lambda_{2} p^{m_{2}}: \lambda_{3} p^{m_{3}}\right]\right)=p^{4 n-3-m_{1}}(p-1)(p+1)\left(p^{m_{1}+1}-1\right) . \tag{3.60}
\end{equation*}
$$

Proof. - Now we need to compute $\# h^{-1}\left(\left[k_{1}: k_{2}: k_{3}\right]\right)$. This depends only on $m_{1}$ if we consider $\left[k_{1}: k_{2}: k_{3}\right]=\left[p^{m_{1}}: \lambda_{2} p^{m_{2}}: \lambda_{3} p^{m_{3}}\right]$ as before. Indeed, let $g \in h^{-1}\left(\left[p^{m_{1}}: \lambda_{2} p^{m_{2}}: \lambda_{3} p^{m_{3}}\right]\right)$. By Proposition 2.3, $g$ has the following form:

$$
g=\left(\begin{array}{cc}
U\left(\begin{array}{cc}
p^{u} & 0 \\
0 & p^{v}
\end{array}\right) V \\
x & y
\end{array}\right) \in h^{-1}\left(\left[p^{m_{1}}: \lambda_{2} p^{m_{2}}: \lambda_{3} p^{m_{3}}\right]\right),
$$

where $u+v=m_{1}$ and $U, V$ are invertible matrices in $\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)^{2 \times 2}$. This is equivalent to

$$
\left(\begin{array}{cc}
U\left(\begin{array}{cc}
p^{u} & 0 \\
0 & p^{v}
\end{array}\right) \\
x^{\prime} & y^{\prime}
\end{array}\right) \in h^{-1}\left(\left[p^{m_{1}}: \lambda_{2} p^{m_{2}}: \lambda_{3} p^{m_{3}}\right]\right),
$$

where $\left(x^{\prime}, y^{\prime}\right)=(x, y) \cdot V^{-1}$. Set $U=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$, then we have

$$
\left\{\begin{array}{l}
a y^{\prime} p^{u}-b x^{\prime} p^{v}=\lambda_{2} p^{m_{2}}(a d-b c)  \tag{3.61}\\
c y^{\prime} p^{u}-d x^{\prime} p^{v}=\lambda_{3} p^{m_{3}}(a d-b c)
\end{array}\right.
$$

The previous system is equivalent to

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\binom{y^{\prime} p^{u}}{-x^{\prime} p^{v}}=\binom{\lambda_{2} p^{m_{2}}(a d-b c)}{\lambda_{3} p^{m_{3}}(a d-b c)},
$$

which gives:

$$
\binom{y^{\prime} p^{u}}{-x^{\prime} p^{v}}=\left(\begin{array}{ll}
a & b  \tag{3.62}\\
c & d
\end{array}\right)^{-1}\binom{\lambda_{2} p^{m_{2}}(a d-b c)}{\lambda_{3} p^{m_{3}}(a d-b c)} .
$$

Notice that $m_{2}, m_{3} \geqslant u, v$. For all $z \in \mathbb{Z} / p^{n} \mathbb{Z}$ the equation $p^{v} x^{\prime}=p^{v} z$ has $p^{v}$ solutions in $\mathbb{Z} / p^{n} \mathbb{Z}$. In fact, this is equivalent to $p^{n-v}$ divides $x^{\prime}-z$. Thus (3.62) has exactly
$p^{u} p^{v}=p^{m_{1}}$ solutions, which means that we have $p^{m_{1}}$ choices for $(x, y)$. Therefore, using Lemma 2.4 and (2.4) we finally get:

$$
\begin{align*}
& \# h^{-1}\left(\left[p^{m_{1}}: \lambda_{2} p^{m_{2}}: \lambda_{3} p^{m_{3}}\right]\right)  \tag{3.63}\\
& \quad=p^{m_{1}} \cdot \#\left\{\left.M \in\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)^{2 \times 2}| | \operatorname{det}(M)\right|_{p}=p^{-m_{1}}\right\} \\
& \quad=p^{m_{1}} \cdot p^{4 n} \cdot \lambda\left(\left\{\left.M \in\left(\mathbb{Z}_{p}\right)^{2 \times 2}| | \operatorname{det}(M)\right|_{p}=p^{-m_{1}}\right\}\right)  \tag{3.64}\\
& \quad=p^{4 n-3-m_{1}}(p-1)(p+1)\left(p^{m_{1}+1}-1\right) \tag{3.65}
\end{align*}
$$

Lemma 3.9. - Using the above notations we have:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\# S}{p^{7 n}}=0 \tag{3.66}
\end{equation*}
$$

Proof. - We claim first that the number of triples $\left(k_{1}, k_{2}, k_{3}\right) \in\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)^{3}$ such that $k_{2}^{2}-k_{1} k_{3}=0$ is less than $2 p^{2 n}$.
Indeed, suppose first that $k_{1}=p^{u} k_{1}^{\prime} \neq 0(0 \leqslant u \leqslant n-1)$ with $k_{1}^{\prime}$ invertible. Then $k_{1} k_{3}-k_{2}^{2}=0$ if and only if $p^{u} k_{3}=k_{2}^{2} \cdot k_{1}^{\prime-1}$. Fixing $k_{1}^{\prime}$ and $k_{2}$, the last equation has either $p^{u}$ or 0 solutions for $k_{3}$, depending on whether the valuation of $k_{2}$ is less than $u / 2$ or not. Then the number of elements $k_{2}$ for which the equation has solutions is $\leqslant p^{n-u / 2}$. Therefore, the number of triples $\left(k_{1}, k_{2}, k_{3}\right)$ such that $k_{2}^{2}=k_{1} k_{3}$ and $k_{1} \neq 0$ is less than or equal to

$$
\sum_{u=0}^{n-1} p^{n-u-1}(p-1) p^{u} p^{n-u / 2}=p^{2 n-1}(p-1) \cdot \frac{p^{n / 2}-1}{p^{n / 2}} \cdot \frac{p^{n / 2}}{p^{n / 2}-1} \leqslant 2 p^{2 n-1}(p-1)
$$

For the case when $k_{1}=0$ we must have also $k_{2}=0$, hence in this case there exist $p^{n}$ triples $\left(k_{1}, k_{2}, k_{3}\right)$ solving $k_{2}^{2}-k_{1} k_{3}=0$. In particular the number of solution of $k_{2}^{2}-k_{1} k_{3}=0$ in $\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)^{3}$ is less than $2 p^{2 n-1}(p-1)+p^{n} \leqslant 2 p^{2 n}$, as claimed.

By (3.56), for every element $\left[k_{1}: k_{2}: k_{3}\right] \in \mathbb{P}^{2}\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)$ we have

$$
\# h^{-1}\left(\left[k_{1} ; k_{2} ; k_{3}\right]\right) \leqslant p^{4 n-3}(p-1)(p+1) \frac{p^{n}-1}{p^{n-1}}
$$

Therefore,

$$
\# S \leqslant p^{4 n-3}(p-1)(p+1) \frac{p^{n}-1}{p^{n-1}} 2 p^{2 n} \leqslant O\left(p^{6 n}\right)
$$

which immediately implies:

$$
\lim _{n \rightarrow \infty} \frac{\# S}{p^{7 n}}=0
$$

Lemma 3.10. - Using the above notations,

$$
\begin{equation*}
\forall k \geqslant 1: A(k)=p^{2 k}-p^{2 k-2} \tag{3.67}
\end{equation*}
$$

Proof. - Suppose $k_{2}$ is invertible, then also $k_{1}$ and $k_{3}$ must be invertible. By fixing specific values for $k_{1}$ and $k_{2}$, there exists only one possible value for $k_{3}$ for which $k_{2}^{2}-k_{1} k_{3}=0$. Therefore in this case we have $p^{2(k-1)}(p-1)^{2}$ elements $\left(k_{1}, k_{2}, k_{3}\right)$ satisfying the equation $k_{2}^{2}-k_{1} k_{3}=0$. Let us now suppose that $k_{2}$ is not invertible,
then either $k_{1}$ or $k_{3}$ is invertible. Without loss of generality suppose $k_{1}$ is invertible, again $k_{3}$ can have only one unique value whenever you fix $k_{2}$ and $k_{1}$. Therefore in this case we have $2 p^{2(k-1)}(p-1)$, and hence we get $A(k)=p^{2 k}-p^{2 k-2}$.

### 3.6. The intersection of two quadrics

Let us consider now the problem of counting lines on a complete intersection of two quadrics ( $\nu=2$ and $d_{1}=d_{2}=2$ ). Using Section 3.2, the matrix $J \psi_{f}(0)$ in this case is given as follow:

$$
J \psi_{f}(0)=\left(\begin{array}{cccccc}
a_{1} & 0 & b_{1} & 0 & c_{1} & 0  \tag{3.68}\\
a_{2} & a_{1} & b_{2} & b_{1} & c_{2} & c_{1} \\
0 & a_{2} & 0 & b_{2} & 0 & c_{2} \\
a_{1}^{\prime} & 0 & b_{1}^{\prime} & 0 & c_{1}^{\prime} & 0 \\
a_{2}^{\prime} & a_{1}^{\prime} & b_{2}^{\prime} & b_{1}^{\prime} & c_{2}^{\prime} & c_{1}^{\prime} \\
0 & a_{2}^{\prime} & 0 & b_{2}^{\prime} & 0 & c_{2}^{\prime}
\end{array}\right) .
$$

We can exchange some rows and columns, without changing the valuation of the determinant, and get the following matrix:

$$
\left(\begin{array}{cccccc}
a_{1} & b_{1} & c_{1} & 0 & 0 & 0 \\
a_{2} & b_{2} & c_{2} & a_{1} & b_{1} & c_{1} \\
a_{1}^{\prime} & b_{1}^{\prime} & c_{1}^{\prime} & 0 & 0 & 0 \\
a_{2}^{\prime} & b_{2}^{\prime} & c_{2}^{\prime} & a_{1}^{\prime} & b_{1}^{\prime} & c_{1}^{\prime} \\
0 & 0 & 0 & a_{2} & b_{2} & c_{2} \\
0 & 0 & 0 & a_{2}^{\prime} & b_{2}^{\prime} & c_{2}^{\prime}
\end{array}\right) .
$$

Notice that in this case $\operatorname{det}\left(J \psi_{f}(0)\right)=k_{1} k_{4}-k_{2} k_{3}$ where $k_{1}, \ldots, k_{4}$ are the minors of the matrix

$$
\left(\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2} \\
a_{1}^{\prime} & b_{1}^{\prime} & c_{1}^{\prime} \\
a_{2}^{\prime} & b_{2}^{\prime} & c_{2}^{\prime}
\end{array}\right) .
$$

The special shape of this matrix allows us to apply the ideas of the proof of Theorem 1.9 and get the following result.

### 3.6.1. Proof of Theorem 1.10

Proof. - Applying Theorem 3.3 in the case $k=1, \nu=2$, and $n=4$ we get:

$$
\begin{equation*}
\mathbb{E} \#\left\{\sigma_{f}=0\right\}=\frac{\lambda\left(\operatorname{GL}_{5}\left(\mathbb{Z}_{p}\right)\right)}{\lambda\left(\operatorname{GL}_{3}\left(\mathbb{Z}_{p}\right)\right) \cdot \lambda\left(\mathrm{GL}_{2}\left(\mathbb{Z}_{p}\right)\right)} \mathbb{E}\left\{\left|\operatorname{det}\left(J \psi_{f}(0)\right)\right|_{p}\right\} \tag{3.69}
\end{equation*}
$$

where $J \psi_{f}(0)$ is given by (3.68). By (2.3) we have:

$$
\begin{equation*}
\frac{\lambda\left(\operatorname{GL}_{5}\left(\mathbb{Z}_{p}\right)\right)}{\lambda\left(\mathrm{GL}_{3}\left(\mathbb{Z}_{p}\right)\right) \cdot \lambda\left(\mathrm{GL}_{2}\left(\mathbb{Z}_{p}\right)\right)}=\frac{\left(p^{4}-1\right)\left(p^{5}-1\right)}{p^{6}(p-1)\left(p^{2}-1\right)} \tag{3.70}
\end{equation*}
$$

It remains to compute $\mathbb{E}\left\{\left|\operatorname{det}\left(J \psi_{f}(0)\right)\right|_{p}\right\}$. By Lemma 2.2 we have:

$$
\begin{equation*}
\mathbb{E}\left\{\left|\operatorname{det}\left(J \psi_{f}(0)\right)\right|_{p}\right\}=\lim _{n \rightarrow+\infty} \frac{1}{p^{12 n}} \sum_{0 \leqslant \xi_{1} \ldots . \xi_{12} \leqslant p^{n}-1}\left|\operatorname{det}\left(M\left(\xi_{1}, \ldots, \xi_{12}\right)\right)\right|_{p} \tag{3.71}
\end{equation*}
$$

where

$$
M\left(\xi_{1}, \ldots, \xi_{12}\right)=\left(\begin{array}{cccccc}
\xi_{1} & \xi_{2} & \xi_{3} & 0 & 0 & 0  \tag{3.72}\\
\xi_{4} & \xi_{5} & \xi_{6} & \xi_{1} & \xi_{2} & \xi_{3} \\
\xi_{7} & \xi_{8} & \xi_{9} & 0 & 0 & 0 \\
\xi_{10} & \xi_{11} & \xi_{12} & \xi_{4} & \xi_{5} & \xi_{6} \\
0 & 0 & 0 & \xi_{7} & \xi_{8} & \xi_{9} \\
0 & 0 & 0 & \xi_{10} & \xi_{11} & \xi_{12}
\end{array}\right)
$$

We are going to follow the same reasoning of the proof of Theorem 1.9. Let us first consider the following surjective map:

$$
\begin{aligned}
h: \mathcal{M} \subset\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)^{4 \times 3} & \rightarrow \mathbb{P}^{3}\left(\mathbb{Z} / p^{n} \mathbb{Z}\right) \\
\left(\xi_{1}, \ldots, \xi_{12}\right) & \mapsto\left[k_{1}: k_{2}: k_{3}: k_{4}\right],
\end{aligned}
$$

where $\mathcal{M}$ is the subset of matrices with full rank, and $k_{1}, \ldots, k_{4}$ are the minors of the following matrix:

$$
\left(\begin{array}{lll}
\xi_{1} & \xi_{2} & \xi_{3}  \tag{3.73}\\
\xi_{4} & \xi_{5} & \xi_{6} \\
\xi_{7} & \xi_{8} & \xi_{9} \\
\xi_{10} & \xi_{11} & \xi_{12}
\end{array}\right)
$$

Therefore the sum

$$
\begin{equation*}
\sum_{0 \leqslant \xi_{1} \ldots \xi_{12} \leqslant p^{n}-1}\left|\operatorname{det}\left(M\left(\xi_{1}, \ldots, \xi_{12}\right)\right)\right|_{p} \tag{3.74}
\end{equation*}
$$

is bounded from below by:

$$
L_{n}^{\prime}:=\sum_{\left[k_{1}: \cdots: k_{4}\right] \in \mathbb{P}^{2}\left(\mathbb{Z} / p^{n} \mathbb{Z}\right) \backslash Q} \# h^{-1}\left(\left[k_{1}: k_{2}: k_{3}: k_{4}\right]\right)\left|k_{1} k_{4}-k_{2} k_{3}\right|_{p}
$$

and from above by:

$$
R_{n}^{\prime}:=\sum_{\left[k_{1}: \cdots: k_{4}\right] \in \mathbb{P}^{2}\left(\mathbb{Z} / p^{n} \mathbb{Z}\right) \backslash Q} \# h^{-1}\left(\left[k_{1}: k_{2}: k_{3}: k_{4}\right]\right)\left|k_{1} k_{4}-k_{2} k_{3}\right|_{p}+\frac{\# S}{p^{n}}
$$

Here $Q$ is the set of $\left[k_{1}: k_{2}: k_{3}: k_{4}\right] \in \mathbb{P}^{3}\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)$ such that $k_{1} k_{4}-k_{2} k_{3}=0$, and $S:=h^{-1}(Q)$ consists of matrices $\mathcal{M}$ for which the corresponding matrices $M\left(\xi_{1}, \ldots, \xi_{12}\right) \in\left(\mathbb{Z}_{p}\right)^{6 \times 6}$ have valuation of determinant greater or equal $n$.
We will show in Lemma 3.12 below that:

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \frac{\# S}{p^{13 n}}=0 \tag{3.75}
\end{equation*}
$$

which implies:

$$
\begin{align*}
\mathbb{E}\left\{\left|\operatorname{det}\left(J \psi_{f}(0)\right)\right|_{p}\right\} & =\lim _{n \rightarrow+\infty} \frac{L_{n}^{\prime}}{p^{12 n}}  \tag{3.76}\\
& =\lim _{n \rightarrow+\infty} \frac{R_{n}^{\prime}}{p^{12 n}} \tag{3.77}
\end{align*}
$$

Let us compute the cardinality of the fibers of $h$. To this end, let $\left[k_{1}: k_{2}: k_{3}\right.$ : $\left.k_{4}\right] \in \mathbb{P}^{3}\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)$. Without loss of generality we can assume that:

$$
\begin{equation*}
\left[k_{1}: k_{2}: k_{3}: k_{4}\right]=\left[p^{m_{1}}: p^{m_{1}} \lambda_{2}: p^{m_{3}} \lambda_{3}: p^{m_{4}} \lambda_{4}\right] \tag{3.78}
\end{equation*}
$$

with $m_{1} \leqslant m_{2}, m_{3}, m_{4}$. In Lemma 3.11 we will show that:
(3.79) $h^{-1}\left(\left[p^{m_{1}}: \lambda_{2} p^{m_{2}}: \lambda_{3} p^{m_{3}}: \lambda_{4} p^{m_{4}}\right]\right)$

$$
=p^{9 n-6-m_{1}}\left(p^{3}-1\right)\left(p^{m_{1}+1}-1\right)\left(p^{m_{1}+2}-1\right) .
$$

Set $B(0)=1-\frac{1}{p^{4}}$ and for $k \geqslant 1$, let us denote by $B(k)$ the number of unit elements $\left(k_{1}, k_{2}, k_{3}, k_{4}\right) \in\left(\mathbb{Z} / p^{k} \mathbb{Z}\right)^{4}$ such that

$$
\begin{equation*}
k_{1} k_{4}-k_{2} k_{3}=0 \tag{3.80}
\end{equation*}
$$

Reasoning as in the proof of Theorem 1.9 we get:
(3.81) $L_{n}^{\prime}$

$$
\begin{aligned}
& \leqslant \beta_{n} \cdot \sum_{m=0}^{n-1} \frac{\left(p^{m+1}-1\right)\left(p^{m+2}-1\right)}{p^{3 m}(p-1)} \sum_{k=0}^{n-m-1} \frac{B(k) p^{4(n-m-k)}-B(k+1) p^{4(n-m-k-1)}}{p^{n-m-1+k}} \\
& \leqslant R_{n}^{\prime}
\end{aligned}
$$

where $\beta_{n}=p^{9 n-6}\left(p^{3}-1\right)$.
By (3.76) we get

$$
\begin{equation*}
\mathbb{E}\left\{\left|\operatorname{det}\left(J \psi_{f}(0)\right)\right|_{p}\right\}=\lim _{n \rightarrow \infty} \frac{T_{n}}{p^{12 n}}, \tag{3.82}
\end{equation*}
$$

where:
(3.83) $T_{n}:=$

$$
\beta_{n} \sum_{m=0}^{n-1} \frac{\left(p^{m+1}-1\right)\left(p^{m+2}-1\right)}{p^{3 m}(p-1)} \sum_{k=0}^{n-m-1} \frac{B(k) p^{4(n-m-k)}-B(k+1) p^{4(n-m-k-1)}}{p^{n-m-1+k}} .
$$

Using the formula for $B(k)$ which is given in Lemma 3.13 below we have, for $k \geqslant 1$ :

$$
\frac{B(k) p^{4(n-m-k)}-B(k+1) p^{4(n-m-k-1)}}{p^{k}}=p^{4(n-m-1)}\left(p^{-2 k+4}-2 p^{-2 k+2}+p^{-2 k}\right),
$$

and

$$
\begin{aligned}
& \sum_{k=1}^{n-m-1} \frac{B(k) p^{4(n-m-k)}-B(k+1) p^{4(n-m-k-1)}}{p^{k}} \\
&=p^{4(n-m-1)}\left(p^{2}-1-p^{-2 n+2 m+4}+p^{-2 n+2 m+2}\right)
\end{aligned}
$$

For $k=0$ we have

$$
\frac{B(0) p^{4(n-m)}-B(1) p^{4(n-m-1)}}{p^{0}}=p^{4(n-m-1)}\left(p^{4}-p^{3}-p^{2}+p\right)
$$

Putting these two together, we have:

$$
\begin{aligned}
& \sum_{k=0}^{n-m-1} \frac{B(k) p^{4(n-m-k)}-B(k+1) p^{4(n-m-k-1)}}{p^{k}} \\
& \quad=p^{4(n-m-1)}\left(p^{3}+1\right)(p-1)-p^{2(n-m-1)}\left(p^{2}-1\right) .
\end{aligned}
$$

In particular,
(3.84) $T_{n}=\beta_{n} \sum_{m=0}^{n-1} \frac{\left(p^{m+1}-1\right)\left(p^{m+2}-1\right)}{p^{3 m}}\left(p^{3}+1\right) p^{3(n-m-1)}$

$$
\begin{align*}
& -\beta_{n} \sum_{m=0}^{n-1} \frac{\left(p^{m+1}-1\right)\left(p^{m+2}-1\right)}{p^{3 m}}(p+1) p^{n-m-1}  \tag{3.85}\\
& =\beta_{n}\left(p^{3}+1\right) p^{3(n-1)} \sum_{m=0}^{n-1} \frac{p^{2 m+3}-p^{m+2}-p^{m+1}+1}{p^{6 m}}-\beta_{n} O\left(p^{n}\right)  \tag{3.86}\\
& =\beta_{n}\left(p^{3}+1\right) p^{3(n-1)} \sum_{m=0}^{n-1}\left(p^{-4 m+3}-p^{-5 m+2}-p^{-5 m+1}+p^{-6 m}\right)-O\left(p^{10 n}\right)  \tag{3.87}\\
& =\beta_{n}\left(p^{3}+1\right) p^{3(n-1)}  \tag{3.88}\\
& \quad\left(p^{3} \frac{p^{4 n}-1}{p^{4}-1} \frac{p^{4}}{p^{4 n}}-p^{2} \frac{p^{5 n}-1}{p^{5}-1} \frac{p^{5}}{p^{5 n}}-p \frac{p^{5 n}-1}{p^{5}-1} \frac{p^{5}}{p^{5 n}}+\frac{p^{6 n}-1}{p^{6}-1} \frac{p^{6}}{p^{6 n}}\right) \\
& -O\left(p^{10 n}\right) \tag{3.89}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\mathbb{E}\left\{\left|\operatorname{det}\left(J \psi_{f}(0)\right)\right|_{p}\right\}=\lim _{n \rightarrow+\infty} \frac{T_{n}}{p^{12 n}}=\frac{p^{6}-1}{p^{3}}\left(\frac{p}{p^{4}-1}-\frac{p+1}{p^{5}-1}+\frac{1}{p^{6}-1}\right) \tag{3.90}
\end{equation*}
$$

Multiplying this equation with (3.70) we get:
$\mathbb{E} \#\left\{\right.$ lines on the intersection of two quadrics in $\left.\mathbb{Q}_{p} \mathrm{P}^{4}\right\}=1$.
This concludes the proof of our Theorem 1.10.
It remains to prove the lemmas that we have used.
Lemma 3.11. - Using the above notations we have:

$$
\begin{align*}
& h^{-1}\left(\left[p^{m_{1}}: \lambda_{2} p^{m_{2}}: \lambda_{3} p^{m_{3}}: \lambda_{4} p^{m_{4}}\right]\right)  \tag{3.91}\\
&=p^{9 n-6-m_{1}}\left(p^{3}-1\right)\left(p^{m_{1}+1}-1\right)\left(p^{m_{1}+2}-1\right)
\end{align*}
$$

Proof. - Arguing as before, let us write a point in the fiber of $h$ as:

$$
g=\left(\begin{array}{c}
U\left(\begin{array}{ccc}
p^{u} & 0 & 0 \\
0 & p^{v} & 0 \\
0 & 0 & p^{w}
\end{array}\right) V \\
x
\end{array} y_{z} \quad \begin{array}{l}
z
\end{array}\right) \in h^{-1}\left(\left[p^{m_{1}}: \lambda_{2} p^{m_{2}}: \lambda_{3} p^{m_{3}}: \lambda_{4} p^{m_{4}}\right]\right)
$$

where $u+v+w=m_{1}$ and $U, V$ are invertible matrices in $\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)^{3 \times 3}$.
Set

$$
U=\left(\begin{array}{lll}
a & b & c \\
d & e & f \\
g & h & k
\end{array}\right)
$$

Then

$$
g V^{-1}=\left(\begin{array}{ccc}
a p^{u} & b p^{v} & c p^{w} \\
d p^{u} & e p^{v} & f p^{w} \\
g p^{u} & h p^{v} & k p^{w} \\
x^{\prime} & y^{\prime} & z^{\prime}
\end{array}\right) \in h^{-1}\left(\left[p^{m_{1}}: \lambda_{2} p^{m_{2}}: \lambda_{3} p^{m_{3}}: \lambda_{4} p^{m_{4}}\right]\right)
$$

if and only if

$$
\left\{\begin{array}{l}
x^{\prime} p^{v+w}(b f-c e)-y^{\prime} p^{u+w}(a f-c d)+z^{\prime} p^{u+v}(a e-b d)=\lambda_{2} p^{m_{2}} \operatorname{det}(U) \\
x^{\prime} p^{v+w}(b k-c h)-y^{\prime} p^{u+w}(a k-c g)+z^{\prime} p^{u+v}(a h-b g)=\lambda_{3} p^{m_{3}} \operatorname{det}(U) \\
x^{\prime} p^{v+w}(e k-f h)-y^{\prime} p^{u+w}(d k-f g)+z^{\prime} p^{u+v}(d h-e g)=\lambda_{4} p^{m_{4}} \operatorname{det}(U)
\end{array}\right.
$$

In other words:

$$
\left(\begin{array}{c}
p^{v+w} x^{\prime} \\
-p^{u+w} y^{\prime} \\
p^{u+v} z^{\prime}
\end{array}\right)=\operatorname{co}(U)^{-1}\left(\begin{array}{l}
\lambda_{4} p^{m_{4}} \\
\lambda_{3} p^{m_{3}} \\
\lambda_{2} p^{m_{2}}
\end{array}\right) \operatorname{det}(U),
$$

where $\operatorname{co}(U)$ is the matrix of cofactors of $U$. This system has $p^{v+w}$ solutions for $x^{\prime}$, $p^{u+w}$ for $y^{\prime}$, and $p^{u+v}$ for $z^{\prime}$. This means that we have $p^{2 m_{1}}$ solutions for $(x, y, z)$. Therefore,

$$
\begin{align*}
& h^{-1}\left(\left[p^{m_{1}}: \lambda_{2} p^{m_{2}}: \lambda_{3} p^{m_{3}}: \lambda_{4} p^{m_{4}}\right]\right.  \tag{3.92}\\
& \quad=p^{2 m_{1}} \cdot \#\left\{\left.M \in\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)^{3 \times 3}| | \operatorname{det}(M)\right|_{p}=p^{-m_{1}}\right\} \\
& \quad=p^{2 m_{1}} \cdot p^{9 n} \cdot \lambda\left(\left\{\left.M \in\left(\mathbb{Z}_{p}\right)^{3 \times 3}| | \operatorname{det}(M)\right|_{p}=p^{-m_{1}}\right\}\right)  \tag{3.93}\\
& =p^{9 n-6-m_{1}}\left(p^{3}-1\right)\left(p^{m_{1}+1}-1\right)\left(p^{m_{1}+2}-1\right) \tag{3.94}
\end{align*}
$$

Lemma 3.12. - Using the notations above we have:

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \frac{\# S}{p^{13 n}}=0 \tag{3.95}
\end{equation*}
$$

Proof. - Notice that the number of elements $\left(k_{1}, k_{2}, k_{3}, k_{4}\right) \in\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)^{4}$ such that $k_{1} k_{4}-k_{2} k_{3}=0$, viewing $\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)^{4} \simeq\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)^{2 \times 2}$ represents the number of matrices in $\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)^{2 \times 2}$ with determinant 0 . Let us call this number $S_{n}$. It can be computed using (2.17) and (2.4) as follows:

$$
\begin{aligned}
S_{n} & =p^{4 n}-\sum_{m=0}^{n-1} \#\left\{\left.M \in\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)^{2 \times 2}| | \operatorname{det}(M)\right|_{p}=p^{-m}\right\} \\
& =p^{4 n}-p^{4 n} \cdot \sum_{m=0}^{n-1} \lambda\left(\left\{\left.M \in\left(\mathbb{Z}_{p}\right)^{2 \times 2}| | \operatorname{det}(M)\right|_{p}=p^{-m}\right\}\right) \\
& =p^{4 n}-p^{4 n} \cdot \sum_{m=0}^{n-1} \frac{\left(p^{2}-1\right)\left(p^{m+1}-1\right)}{p^{2 m+3}} \\
& =p^{4 n}-p^{3 n-1}(p+1)\left(p^{n}-1\right)+p^{2 n-1}\left(p^{2 n}-1\right) \\
& =p^{3 n}+p^{3 n-1}-p^{2 n-1} \cdot
\end{aligned}
$$

Let $\left[p^{m_{1}}: \lambda_{1} p^{m_{2}}: \lambda_{3} p^{m_{3}}: \lambda_{4} p^{m_{4}}\right] \in \mathbb{P}^{3}\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)$ with $m_{1} \leqslant m_{2}, m_{3}, m_{4}$ : this element has $p^{n-m_{1}-1}(p-1)$ representatives in $\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)^{4}$. Moreover, the number of $\left(k_{1}, k_{2}, k_{3}, k_{4}\right) \in\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)^{4}$ such that $p^{m_{1}}$ divides all the coordinates is $p^{4\left(n-m_{1}\right)}$. Therefore the number of [ $k_{1}: k_{2}: k_{3}: k_{4}$ ] such that $k_{1} k_{4}=k_{2} k_{3}$ is less than or equal to:

$$
\sum_{m=\left\lfloor\frac{n}{2}\right\rfloor}^{n-1} \frac{p^{4(n-m)}}{p^{(n-m-1)}(p-1)}+\frac{p^{3 n}+p^{3 n-1}-p^{2 n-1}}{p^{n-\left\lfloor\frac{n}{2}\right\rfloor}(p-1)}=O\left(p^{5 n / 2}\right) .
$$

On the other hand, by (3.94) every $\left[k_{1}: k_{2}: k_{3}: k_{4}\right]$ has at most $p^{8 n-5}\left(p^{3}-1\right)$ $\left(p^{n}-1\right)\left(p^{n+1}-1\right)$ preimages under $h$. Thus, $\# S=O\left(p^{12 n+n / 2}\right)$, and hence

$$
\lim _{n \rightarrow+\infty} \frac{\# S}{p^{13 n}}=0
$$

Lemma 3.13. - Using the above notations we have:

$$
\forall k \geqslant 1: B(k)=p^{3 k}+p^{3 k-1}-p^{3 k-2}-p^{3 k-3} .
$$

Proof. - Suppose first that $k_{1}$ is invertible. Then $k_{4}=k_{3} k_{2} k_{1}^{-1}$, and in this case we have $p^{3 k-1}(p-1)$ elements satisfying the equation $k_{1} k_{4}=k_{2} k_{3}$.

Suppose now that $k_{1}$ is not invertible, then there are two cases:

- $k_{2}$ invertible. In this case $k_{1} k_{4} k_{2}^{-1}=k_{3}$, and the number of elements $\left(k_{1}, k_{2}, k_{3}\right.$, $k_{4}$ ) satisfying $k_{1} k_{4}=k_{2} k_{3}$ is $p^{3 k-2}(p-1)$.
- $k_{2}$ not invertible. Then either $k_{3}$ or $k_{4}$ is invertible. Suppose $k_{3}$ is invertible: then $k_{2}=k_{1} k_{4} k_{3}^{-1}$. In this case we have $p^{3 k-2}(p-1)$ elements verifying $k_{4}=k_{3} k_{2} k_{1}^{-1}$. Suppose now $k_{3}$ is not invertible, then $k_{4}$ is invertible and we have $k_{1}=k_{2} k_{3} k_{4}^{-1}$. In this case the number of solutions to our equation is $p^{3 k-1}(p-1)$.
Adding up the resulting numbers from the previous cases, we get

$$
B(k)=p^{3 k}+p^{3 k-1}-p^{3 k-2}-p^{3 k-3}
$$

### 3.7. Lines on hypersurfaces: the limit as $n \rightarrow \infty$

Theorem 3.14. - Let $f \in \mathbb{Z}_{p}\left[x_{0}, \ldots, x_{n}\right]_{(2 n-3)}$ be a random uniform polynomial. Then:

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \mathbb{E} \#\left\{\text { lines on } Z(f) \subset \mathbb{Q}_{p} \mathrm{P}^{n}\right\} \leqslant \frac{1}{\lambda\left(\mathrm{GL}_{2}\left(\mathbb{Z}_{p}\right)\right)} \tag{3.96}
\end{equation*}
$$

Proof. - From Theorem 3.3 we know that:
$\mathbb{E} \#\left\{\right.$ lines on $\left.Z(f) \subset \mathbb{Q}_{p} \mathrm{P}^{n}\right\}=\frac{\lambda\left(\mathrm{GL}_{n+1}\left(\mathbb{Z}_{p}\right)\right)}{\lambda\left(\mathrm{GL}_{2}\left(\mathbb{Z}_{p}\right)\right) \lambda\left(\mathrm{GL}_{n-1}\left(\mathbb{Z}_{p}\right)\right)} \mathbb{E}\left\{\left|\operatorname{det}\left(J \psi_{f}(0)\right)\right|_{p}\right\}$.
Notice that

$$
\lim _{n \rightarrow+\infty} \frac{\lambda\left(\mathrm{GL}_{n+1}\left(\mathbb{Z}_{p}\right)\right)}{\lambda\left(\mathrm{GL}_{n-1}\left(\mathbb{Z}_{p}\right)\right)}=1
$$

and also $\mathbb{E}\left\{\left|\operatorname{det}\left(J \psi_{f}(0)\right)\right|_{p}\right\} \leqslant 1$, then

$$
\limsup _{n \rightarrow \infty} \mathbb{E} \#\left\{\text { lines on } Z(f) \subset \mathbb{Q}_{p} \mathrm{P}^{n}\right\} \leqslant \frac{1}{\lambda\left(\mathrm{GL}_{2}\left(\mathbb{Z}_{p}\right)\right)}
$$

Remark 3.15. - When $\nu=1$, it still makes sense to consider the previous limit over the numbers $n$ satisfying $\binom{d+k}{k}=(n-k)(k+1)$ for some $d$ and we get a similar result. However in the general case of more equations, it is not clear which type of asymptotic to consider.
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