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LOCAL GALOIS GROUP OF IRREGULAR
q-DIFFERENCE EQUATIONS

by Virginie BUGEAUD

Abstract. — Relying on the normal forms of pure isoclinic modules with non
integral slopes, due to van der Put and Reversat, we extend the isoformal analytic
classification of Ramis, Sauloy and Zang made for the case of integral slopes. We
obtain an analogue of Birkhoff–Guenther normal forms in the case of two slopes
which are not integral. Computing Stokes operators in the case of two slopes, we
prove a theorem of classification by the H1. Moreover, we describe in a matricial
form the formal Galois group when the denominator of the slopes is fixed. Finally,
we prove a density theorem similar to that of Ramis and Sauloy to describe the
Galois group.
Résumé. — Sur la base des travaux de van der Put et Reversat sur les formes

normales des modules purs isoclines à pentes non entières, nous poursuivons la
classification analytique locale des modules aux q-différences réalisée pour le cas des
modules à pentes entières par Ramis, Sauloy et Zang. Nous obtenons un analoque
des formes normales de Birkhoff–Guenther dans le cas à deux pentes non entières.
En calculant les opérateurs de Stokes dans le cas à deux pentes, nous démontrons
un théorème de classification par le H1. De plus, nous décrivons le groupe de Galois
sous forme matricielle dans le cas où le dénominateur des pentes est fixé. Enfin,
nous démontrons un théorème de densité similaire à celui de Ramis et Sauloy pour
décrire le groupe de Galois.

Introduction

This article deals with linear q-difference equations. These are functional
equations defined with an operator denoted by σq which operates on com-
plex functions by σq(f(z)) = f(qz). As in differential theory, a Newton
polygon can be associated to a q-difference equation, and it gives rational
slopes.

Keywords: irregular q-difference equations, normals forms, isoformal classification,
Stokes operators, Galois group.
2010 Mathematics Subject Classification: 39A13, 34M40.
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Studying analytic linear q-difference equations is the same as studying
the systems:

Y (qz) = A(z)Y (z) ,

where A(z) is an invertible matrix with analytic coefficients, that is, in
K = C({z}). In this article, we study pairs (Kn,ΦA) which represent q-
difference modules and where ΦA : Kn → Kn is a σq-linear automorphism
of Kn defined by ΦA(X) = A−1σq(X).

Birkhoff and Guenther in [1] said that any q-difference system is equiva-
lent to a polynomial system, which means that the matrix A has polynomial
coefficients. It is easy to prove that a q-difference module with only one in-
tegral slope µ is equivalent to a module with matrix A of the form zµC

where C ∈ GLn(C). This form, under some additional conditions, is called
normal form.
van der Put and Reversat gave a normal form to any q-difference module

with only one non integral slope, considering irreducible and indecompos-
able modules. As for q-difference module with several slopes, Ramis, Sauloy
and Zhang found an explicit method to obtain a matrix with coefficients in
C[z, z−1]. Nevertheless, it was only done when the slopes are integral. This
form is called the Birkhoff–Guenther normal form. Local analytic classifica-
tion, in the case of integral slopes, is partially built thanks to these normal
forms.

Another aspect of q-difference equations is Galois theory. Many ap-
proaches exist to define the Galois group associated with a q-difference
module (Picard–Vessiot theory by van der Put and Singer in [8], tannakian
theory . . . ). The main difficulty compared to differential equations, lies in
the fact that the constant field is the field of elliptic functions, so it is
rather big: yet, one looks for classification and Galois theory over the com-
plex numbers.
The approach of Sauloy in [14] is analytic and uses tannakian theory.

In his article, Sauloy obtained a description of the local Galois group of
q-difference equations with null slope. Later, Ramis and Sauloy deduced
an explicit matricial description of the formal Galois group of q-difference
equations with integral slopes.
Local analytic classification by Ramis, Sauloy and Zhang and the con-

struction of Stokes operators enabled Ramis and Sauloy to study the local
Galois group of q-difference equations with integral slopes. They obtained
a Zariski dense subgroup of the local Galois group generated by the local
formal Galois group and by Stokes operators associated to q-alien deriva-
tions.
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LOCAL GALOIS GROUP 903

In this article, we have tried to complete local analytic classification
of q-difference modules and to compute Stokes operators in the case of
non integral slopes. The case of two slopes is totally done. We also go on
understanding local Galois theory: we obtain an explicit description of the
local formal Galois group and a density theorem to describe the local Galois
group in the case of non integral slopes. The case of three slopes or more
is incomplete here, we comment on this at the beginning of Section 2.

Contents

The complete description of normal forms associated with pure isoclinic
modules with non integral slopes, by van der Put and Reversat in [7], is
our starting point to extend a part of the results of [10], [11] and [12] about
classification and Galois group. Note that van der Put and Reversat use
Picard–Vessiot theory, while we follow a tannakian approach, so that our
results in Galois theory are mostly independent of theirs.

In the first section, we introduce notations and definitions about q-
difference modules. We define the Newton polygon and the slopes. We
give a new, effective proof of the theorems of [7] which describe the nor-
mal forms of q-difference modules with a unique non integral slope. We
also study the tensor product of two irreducible modules: we prove with
an explicit isomorphism that a tensor product of two irreducible modules
is a direct sum of irreducible modules. This result is one of the keys of the
isoformal analytic classification in the case of two slopes not necessarily
integral.
The second section deals with the analytic classification, it consists, as

in [12], in describing the equivalence classes of modules which have the same
graded module. We are looking for a Birkhoff–Guenther normal form for the
case of two slopes. It exists when the slopes are integral for any number of
slopes (see [12]). In the case of two slopes no necessarily integral, we prove
that any class admits a representative in polynomial form and we obtain an
isomorphism between the set of isoformal analytic classes and an explicit
quotient of a polynomial space (Theorem 2.8).

In the third section, we want to compute Stokes operators. Like in the
case of integral slopes, we start by establishing a classification by the H1

of the vector bundle associated with a q-difference module (Theorem 3.5).
The cocycles obtained to prove Theorem 3.5 enable us to construct Stokes
operators associated with a module with slopes non necessarily integral.

TOME 68 (2018), FASCICULE 3
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The last section is devoted to Galois theory. Our approach is tannakian.
In Theorem 4.1, we give a matricial description of the formal Galois group.
The case of two slopes leads us to study also extensions of representations of
the Galois group (Theorem 4.12). Finally, proving that our Stokes operators
are Galoisian shows us the way to the density theorem. The whole Galois
group is generated by the Stokes operators obtained by iteration of the
operator σq and by the formal Galois group (Theorem 4.30).

1. Definitions

1.1. Notations

Let K := C({z}) = C{z}[z−1] be the field of convergent Laurent series,
namely meromorphic germs at 0, it is the field of fractions of C{z}. Let
K̂ := C[[z]][z−1] be the field of fractions of C[[z]], the ring of formal power
series.
We fix q ∈ C∗ such that |q| > 1, and we define the operator σq by

σq(f(z)) = f(qz), it is an automorphism of the field K (and of K̂). We
define also DK,σq := K〈σq, σ−1

q 〉 the Ore ring of q-difference operators∑
finite aiσ

i
q. It has an algebra structure, characterized by a commutation

relation: for all x ∈ K, for all k ∈ Z, σkq .x = σkq (x).σkq . The ring DK,σq :=
K〈σq, σ−1

q 〉 is left euclidean (cf. [12]).
We denote by Eq the elliptic curve Eq := C∗/qZ, the natural projection

C∗ → Eq induces a bijection between the fundamental annulus Cq :=
{z ∈ C∗ | 1 6 |z| < |q|} and Eq.
For all r ∈ N∗, let ξr = e

2iπ
r be a primitive rth root of unity in C. We

choose once and for all τ ∈ C∗ such that q = e2iπτ , Im τ < 0. Let qr = e
2iπτ
r

be a rth root of q, so that compatibility relations are satisfied: qrr = q and
qsrs = qr.

1.2. q-difference modules, morphisms

General references for this subsection and the following (e.g. cyclic vector
lemma, Newton polygon, fuchsian equations . . . ) are [13, 16].

Definition 1.1. — A q-difference module M over (K,σq) is a pair
(V,Φ) where V is a K-vector space with finite dimension and Φ a σq-
linear automorphism on V , which means, for all a ∈ K, and for all X ∈ V ,
Φ(aX) = σq(a)Φ(X).

ANNALES DE L’INSTITUT FOURIER
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A morphism of q-difference modules M = (V1,Φ1) → N = (V2,Φ2) is a
K-linear application F : V1 → V2 such that Φ2 ◦ F = F ◦ Φ1.

By choosing a basis of the K-vector space V , a q-difference module M
is isomorphic to a pair (Kn,ΦA) where:

ΦA(X) = A−1σq(X) , A ∈ GLn(K) .

Amorphism from (Kn,ΦA) to (Kp,ΦB) is a matrix F ∈Mp,n(K) satisfying
σq(F )A = BF . An isomorphism from (Kn,ΦA) to (Kn,ΦB) is a matrix
F ∈ GLn(K) such that F [A] = B, where we define F [A] := σq(F )AF−1.

Definition 1.2. — Let M = (V,Φ) be a q-difference module of rank n
and let e be a vector of the K-vector space V . We say that e is a cyclic
vector if the family e = (e,Φ(e), . . . ,Φn−1(e)) is a basis of V .

By the cyclic vector lemma, every q-difference moduleM = (V,Φ) admits
a cyclic vector e. By defining for all x ∈ V ,

(∑n
i=0 aiσ

i
q

)
.x :=

∑n
i=0 aiΦi(x),

then, every q-difference module is isomorphic to a module DK,σq/DK,σqP
where P ∈ DK,σq is entire unitary; it is obtained by expressing Φn(e) as a
combination of the Φi(e) for i = 0, . . . , n− 1.
Let us define the Newton polygon associated with a q-difference mod-

ule. The z-adic valuation of K or K̂ is denoted by v and defined by:
v (
∑
anz

n) = minan 6=0 n and v(0) = −∞.

Definition 1.3. — The Newton polygon associated with the operator
P =

∑
aiσ

i
q ∈ DK,σq is the convex hull of {(i, j) ∈ Z×R | j > v(ai)} in R2.

The lower boundary of the Newton polygon is made of k vectors (ri, di) ∈
N∗ × Z ordered from left to right, the µi = di/ri are the slopes of these
vectors. Necessarily µi ∈ Q and µ1 < · · · < µk. The Newton function
associated with P is defined by rP (µi) = ri and rP (µ) = 0 otherwise.
By [12, Theorem 2.2.1], all unitary entire P such thatM ∼=DK,σq/DK,σqP

have the same Newton function denoted by rM .
As a consequence, we can associate with a q-difference module a set of

slopes S(M) = {µ1, . . . , µk}.
A module with only one slope is said to be pure isoclinic and a module

which is a direct sum of pure isoclinic modules is said to be pure. More
particularly, a pure isoclinic module of slope 0 is called a fuchsian mod-
ule. The equivalence of this definition with the classical one by Birkhoff is
proved in [13, 16].
In the formal case (over K̂), every q-difference module M is isomorphic

to M0 = P1⊕· · ·⊕Pk where for all i = 1, . . . , k, Pi is pure isoclinic of slope
µi and rank rM (µi).

TOME 68 (2018), FASCICULE 3
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In the analytic case, according to the canonical filtration by slopes in [16],
for all q-difference module M such that S(M) = {µ1, . . . , µk} and µ1 <

· · · < µk, there exists unique submodules such that {0} ⊂ M1 ⊂ · · · ⊂
Mk = M , where for all i = 1, . . . , k, Pi = Mi/Mi−1 is pure isoclinic of slope
µi and rank rM (µi). We denoted by grM , the graded module P1⊕· · ·⊕Pk,
this module is pure by definition. In fact, gr is a functor from the category
of q-differences modules to the category of pure q-differences modules. This
functor is exact, faithful and tensor compatible (cf. [16]).

1.3. Normal forms

According to [12, 2.2.2], a pure isoclinic module with integral slope µ
is isomorphic to a module of the form (Kn,ΦzµA), where A ∈ GLn(C)
and Sp(A) ⊂ Cq (Sp(A) is the spectrum of the matrix A). The matrix A is
unique up to conjugation in GLn(C). It is the normal form of the moduleM .
In this section, we give normal forms associated with q-difference modules
with non integral slopes. These results are due to van der Put and Reversat
in [7], but, except for Theorem 1.10 which we copy directly, we give different
proofs and a concrete description that will be needed afterwards.

1.3.1. Irreducible modules

Definition 1.4. — An irreducible q-difference module is a non trivial
q-difference module which has no submodules except {0} and itself. As a
DK,σq -module, an irreducible module is simple.

Theorem 1.5 ([7, Proposition 1.3]). — For all irreducible q-difference
module M over K (or K̂), there are unique integers d ∈ Z, r > 1 with
gcd(d, r) = 1, and a unique c ∈ C∗, 1 6 |c| < |q|, such that:

M ∼= E(r, d, c) := DK,σq/DK,σq
(
σrq − q

−d(r−1)
2 c−1z−d

)
.

Remark 1.6. — From this theorem, an irreducible module of rank r > 1
is pure isoclinic with slope µ = d/r such that gcd(r, d) = 1. Conversely,
a module of rank r > 1 and of slope µ = d/r such that gcd(r, d) = 1,
is irreducible. So, it is isomorphic to some E(r, d, c) which can be written
(Kr,ΦB), where B is the following invertible matrix:

B :=


0 1 0
...

. . .
0 1

q
d(r−1)

2 czd 0 . . . 0

 .

ANNALES DE L’INSTITUT FOURIER
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For convenience, we will often denote c by br. E(r, d, br) depends on br and
not on the choice of b. By convention, if r = 1, E(1, d, c) = (K,Φczd).
More generally, every module of rank r and slope d/r (gcd(d, r) = 1) will

be denoted by E(r, d, c) = (Kr,ΦB) with c ∈ C∗ but no necessarily in Cq.

Lemma 1.7. — Let d ∈ Z∗, r ∈ N∗ such that gcd(d, r) = 1 and let
c ∈ C∗, there is an isomorphism of q-difference modules:

E(r, d, c) ∼= E(r, d, qc) .

Proof. — We identify E(r, d, c) with (Kr,ΦB) and we denote by e =
t(1, 0, . . . , 0) the cyclic vector associated with E(r, d, c) = (Kr,Φ). We have
Φr(e) = q

−d(r−1)
2 c−1z−d e. We take z−uΦv(e) as a new cyclic vector where

u, v ∈ Z are Bezout’s coefficients such that ur + vd = 1. Indeed,

Φr
(
z−uΦv(e)

)
= q−(ur+vd)q

−d(r−1)
2 c−1z−d z−uΦv(e) . �

Remark 1.8. — We set Kr := K(z1/r), it is an extension of the field
K, and the automorphism σqr extends σq: σqr (f(z′)) = f(qrz′) where z′ =
z1/r. Then (Kr, σqr ) is qr-difference field and the slopes are calculated with
the z′-adic valuation associated with Kr. The operation of ramification on
M consists in defining the qr-difference module M ′ = Kr ⊗M , where if
M = (V,Φ) then M ′ = (V ′,Φ′), V ′ = Kr ⊗K V and Φ′ = σqr ⊗ Φ. If
µi are the slopes of M , the slopes of M ′ are rµi. If M is irreducible and
M ∼= E(r, d, c), we choose b ∈ C∗ such that c = br, a matrix A such that
(M ′,ΦM ′) ∼= (Kr

r ,Φzd/rA) is:

A :=


b 0

ξrb
. . .

ξ
(r−1)
r b

 .

The matrix of the isomorphism G over Kr such that σqr (G) B = zd/rA G

is:

G =


1 1 . . . 1
ξ−1
r ξ−2

r . . . 1
ξ−2
r ξ−4

r . . . 1
...

...
ξ
−(r−1)
r ξ

−2(r−1)
r . . . 1





g1
g2 0

. . .

0
. . .

gr


where gi = q

d(r−1)
2 br−iq

d(i−1)(2r−i)
2

r q
− id(r−1)
r z

−d(i−1)
r . In fact, these equations

stay valid if d and r are not coprime.

TOME 68 (2018), FASCICULE 3
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1.3.2. Indecomposable modules

Definition 1.9. — An indecomposable q-difference module over K̂ or
K, is a non trivial q-difference module which can not split into the direct
sum of two q-difference submodules.

Theorem 1.10 ([7, Corollary 1.6]). — Let M be a pure isoclinic inde-
composable q-difference module over K (or K̂). There are unique integers
d ∈ Z∗, r > 1 and m > 1 such that gcd(d, r) = 1 and unique c ∈ C∗
satisfying 1 6 |c| < |q| such that:

M ∼= E(r, d, c)⊗K Um .

Um is the unipotent q-difference module (Km,ΦWm
) (or over K̂), where

Wm ∈ GLm(C) is the Jordan block of rank m:

Wm :=

1 1 0
. . . 1
0 1

.
(For the definition of the tensor product, see 1.4).

Remark 1.11. — If M is indecomposable over K̂ then M is automat-
ically pure isoclinic because in the formal case, M is a direct sum of its
maximal pure isoclinic submodules.

Theorem 1.10 tells nothing about an indecomposable q-difference mod-
ule with several slopes. The study of modules with several slopes will be
done in Section 2. Nevertheless, a pure isoclinic module is a direct sum of
indecomposable pure isoclinic modules, therefore we have a normal form
for every pure isoclinic q-difference module.

1.4. Tensor product

The tensor product of two q-difference modules M = (V,Φ) and N =
(W,Ψ) is M ⊗N = (V ⊗K W,Φ⊗Ψ) where Φ⊗Ψ is the unique σq-linear
automorphism of V ⊗K W such that x⊗ y 7→ Φ(x)⊗Ψ(y).

Convention. — Let us write e1, . . . , em for the canonical basis of Km

and f1, . . . , fn the one of Kn. The family (ei⊗ fj)i,j form a basis of Km⊗
Kn. We will use convention “⊗̂” to identify Km ⊗Kn with Kmn.

It consists in taking basis Ĉ = (e1 ⊗ f1, e2 ⊗ f1, . . . , em ⊗ f1, . . . , e1 ⊗
fn, . . . , em ⊗ fn). Let A = (ai,j) ∈ Mm(K) and B = (bi,j) ∈ Mn(K) two

ANNALES DE L’INSTITUT FOURIER
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matrices. With this convention, tensor product of A and B is denoted by
A ⊗̂B and we have:

A ⊗̂B =


Ab1,1 Ab1,2

Ab2,1 Ab2,2
. . .

...
...

Abn,1 Abn,n

.
Lemma 1.12. — If F,G are matrices in Mm,n(K) then AFB = G if,

and only if, (A ⊗̂ tB)F̂ = Ĝ, where F̂ is the vector t(f1,1, f2,1, . . . , fm,1, . . . ,

f1,n, . . . , fm,n).

Proof. — Straightforward computation left to the reader. �

Let us have look at the tensor product of two irreducible modules. An
irreducible q-difference module with an integral slope µ ∈ Z is necessarily of
rank one and of the form (K,Φazµ). We saw that an irreducible module with
non integral slope is of the form E(r, d, c). We will give explicit formula for
the tensor product of two irreducible modules. It is mentioned in [7, p. 681],
we will give more details in 1.13 and 1.14.

Proposition 1.13. — The tensor product of an irreducible q-difference
module with non integral slope d

r and an irreducible module with integral
slope µ ∈ Z, of rank one, is isomorphic to an irreducible q-difference module
of slope d+µr

r :

E(r, d, c)⊗ (K,Φazµ) ∼= E(r, d+ µr, car) ;

this isomorphism is explicit.

Proof. — The matrix G = diag(1, azµ, azµσq(azµ), . . . ) realizes this iso-
morphism. �

When the two irreducible modules have non integral slopes, we obtain a
direct sum of irreducible modules with the same slope.

Proposition 1.14. — Let E(r1, d1, b
r1
1 ) and E(r2, d2, b

r2
2 ) be two ir-

reducible q-difference modules. Let p = gcd(r1, r2), m = lcm(r1, r2) and
d ∈ Z, r > 1 such that gcd(d, r) = 1 and d1

r1
+ d2

r2
= d

r and k := m
r . We have

an isomorphism of q-difference modules:

E(r1, d1, b
r1
1 )⊗ E(r2, d2, b

r2
2 ) ∼=

p/k⊕
r=1

k−1⊕
i=0

k−1⊕
j=0

E(r, d, qik ξ
j
k (b1b2)r) .

Proof. — It is a consequence of the two following lemmas. �

TOME 68 (2018), FASCICULE 3
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Lemma 1.15. — Let E(r1, d1, c1) and E(r2, d2, c2) two irreducible q-
difference modules. Let c1 = br11 and c2 = br22 . We have an explicit isomor-
phism of q-difference modules which does not depend on the choice of b1
and b2:

E(r1, d1, b
r1
1 )⊗ E(r2, d2, b

r2
2 ) ∼=

p−1⊕
i=0

Ẽ(m, t, qiu2d1(b1b2)m)

where p = gcd(r1, r2),m = lcm(r1, r2), r1 = pu1, r2 = pu2, t = u2d1+u1d2.
Ẽ(m, t, ami ) represents a q-difference module of rank m, of slope t

m =
d1
r1

+ d2
r2

and is equal to (Km,ΦAi) where Ai has the following form:

Ai =


0 1 0
...

. . .
0 1

ami q
t(m−1)

2 zt 0 . . . 0

 where ami = qiu2d1(b1b2)m .

Remark 1.16. — The modules Ẽ are not a priori irreducible and t and
m are not coprime. This lemma introduces an asymmetry that we correct
in the Proposition 1.14.

Proof. — Let Mi := E(ri, di, brii ) = (Kri ,Φi) where Φi := ΦBi . The
vector e = t(1, 0, . . . , 0) of rank r1 is a cyclic vector associated with M1,
indeed, e =

(
e,Φ1(e), . . . ,Φr1−1

1 (e)
)

is a basis of Kr and Φr11 (e) =
q
−d1(r1−1)

2 b−r11 z−d1 e. Thus Φ1(e) = eB−1
1 . If we denote by f the cyclic

vector associated with M2, we have Φr22 (f) = q
−d2(r2−1)

2 b−r22 z−d2 f .
We are looking for a basis of Kr1 ⊗Kr2 formed with cyclic vectors for

Φ = Φ1⊗Φ2. The vector e⊗f is not cyclic, indeed ifm = lcm(r1, r2) 6 r1r2,
the family (e⊗f,Φ(e⊗f), . . . ,Φm−1(e⊗f)) is free over K but if m 6= r1r2,
it is not a basis. Let p = gcd(r1, r2), the family

e⊗ f, Φ1(e)⊗ Φ2(f), . . . ,Φm−1
1 (e)⊗ Φm−1

2 (f) ,

Φ1(e)⊗ f, Φ2
1(e)⊗ Φ2(f), . . . ,Φm1 (e)⊗ Φm−1

2 (f) ,
...

Φp−1
1 (e)⊗ f, Φp1(e)⊗ Φ2(f), . . . ,Φp−1+m−1

1 (e)⊗ Φm−1
2 (f)

is a basis B of Kr1 ⊗Kr2 which is then identified by Kr1r2 , and the matrix
of Φ has the wished form. �

We have something better thanks to the following lemma which allows
to see the modules Ẽ as a direct sum of irreducible modules:

ANNALES DE L’INSTITUT FOURIER
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Lemma 1.17. — We have an explicit isomorphism of q-difference mod-
ules:

Ẽ(m, t, am) ∼=
k−1⊕
j=0

E(r, d, ξjka
r)

where gcd(d, r) = 1, m = kr and t
m = d

r .

Proof. — It is clear that the vector e = t(1, 0, . . . , 0) is cyclic for the
module Ẽ(m, t, am) =: (Km,Φ) that is {e,Φ(e), . . . ,Φm−1(e)} is a basis of
Km and Φm(e) = a−mq

−t(m−1)
2 z−t e.

We are looking for vectors f0, f1, . . . , fk−1 such that the family

{f0,Φ(f0), . . . ,Φ(fr−1
0 ), . . . , fk−1, . . . ,Φr−1(fk−1)}

is a basis of Km and Φr(fj) = ξ−jk a−rq
−d(r−1)

2 z−d fj . We write

fj = a1(j)e+ a2(j)Φr(e) + · · ·+ ak(j)Φm−r(e)

and we verify that ai(j) = ξijk ci with ci = a−m+irq
−(k−i)d

2 r(k+i−2)−1z(i−1)d,
is suitable. The transition matrix from the basis {e,Φ(e), . . . ,Φm−1(e)}
to {f0,Φ(f0), . . . ,Φr−1(f0), . . . , fk−1, . . . ,Φr−1(fk−1)} is the matrix of the
isomorphism. �

2. Isoformal analytic classification

In this section, we want to study the analytic classes of q-difference mod-
ules over K whose graded module is fixed (we will define this notion later).
When slopes are integral, according to [12], it leads to the normal form of

Birkhoff–Guenther(1) and it gives an explicit matricial normal form for the
representatives of the classes. Here, we choose the same approach allowing
non integral slopes. We will use the same tool: an adapted q-Borel–Ramis
transform and we obtain normal forms with polynomial coefficients. How-
ever, we are only able to treat the case of two slopes, when one or two
slopes are not integral. Our method does not work with three slopes or
more. Indeed, as shown by the computations in [15], upper levels involve
nonlinear formulas for which I have found no equivalent in the case of non
integral slopes.

(1)These authors also use a cohomological description inspired by the theorem of
Birkhoff–Malgrange–Sibuya, we shall follow that method in Section 3 for two arbitrary
slopes.
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2.1. The space of isoformal analytic classes

We fix a class M0 = P1 ⊕ · · · ⊕ Pk where Pi is pure isoclinic of slope
µi ∈ Q and of rank ri ∈ N∗. Moreover, we suppose µ1 < · · · < µk. As M0
is a direct sum of pure isoclinic q-difference module, the class M0 can be
identified with a formal class.

Definition 2.1 ([12]). — F(P1, . . . , Pk) is the set of equivalence classes
of pairs (M,u) with M a q-difference module over K and u : grM → M0
an isomorphism, where (M,u) ∼ (M ′, u′) if there exists a morphism f :
M →M ′ such that u = u′ ◦ gr f and f is automatically an isomorphism.

According to [12, Theorem 3.1.4], the set F(P1, . . . , Pk) is an affine space
of dimension over C

∑
i<j rirj(µj − µi).

In term of matrices, the fixed formal class is M0 = (Kn,ΦA0) and every
class of F(P1, . . . , Pk) can be represented by MU = (Kn,ΦAU ) where

(2.1) A0 =

B1 0
. . .

0 Bk

, AU =

B1 Ui,j
. . .

0 Bk


∀ 1 6 i < j 6 k, Ui,j ∈Mri,rj (K)

each matrice Bi ∈ GLri(K) represents the pure isoclinic module Pi =
(Kri ,ΦBi) of slope µi and rank ri (we generally denote Mr,s(K) the space
of r × s matrices over K).
We will denote by [MU ] the class of the module MU in F(P1, . . . , Pk). A

morphism respecting the graduation from MU to MV is a matrix:

(2.2) F =

Ir1 Fi,j
. . .

0 Irk

 ∀ 1 6 i < j 6 k, Fi,j ∈Mri,rj (K)

such that σq(F )AU = AV F . The set of matrices of the form (2.2) forms a
unipotent algebraic subgroup of GLn that we denote by Sr1,...,rk .
Two modules MU and MV are equivalent if there exists an isomorphism

F ∈ Sr1,...,rk(K) such that F [AU ] = AV , in this case, we denoteMU ∼MV

and AU ∼ AV .
When the slopes are integral, µi ∈ Z, the matrices associated with Pi

have the form Bi = zµiAi, Ai ∈ GLri(C). According to Proposition 3.3.4
p. 40 of [12], a class of F(P1, . . . , Pk) admits a unique representative with
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the associated matrix:

AU =

z
µ1A1 Ui,j

. . .
0 zµkAk

 ∀ 1 6 i < j 6 k, Ui,j ∈Mri,rj

µj−1⊕
l=µi

Czl
.

This is called the normal form of Birkhoff–Guenther.

2.2. The case of two slopes: extensions

As we shall see, the space of isoformal analytic classes with two slopes is
special because it is a vector space over C. Moreover, thanks to the normal
forms of pure isoclinic modules with integral slopes or not, we finally have
to study only one case: F(E, 1) in the above E is an irreducible module.

Let P1 and P2 be two pure isoclinic q-difference modules with slopes
µ1 < µ2. The space F(P1, P2) is C-vector space which can be identify with
Ext(P2, P1), which is the C-vector space of the extensions of the q-difference
module P2 by the q-difference module P1 (cf. [12, Proposition 2.3.9 p. 25];
our Ext can be identified with the Ext1 space of homological algebra for
DK,σq -modules, this allows us to use [3]).
Let P1 = (V1,Φ1) and P2 = (V2,Φ2) be two pure isoclinic q-differences

modules of slopes µ1 < µ2. An extension of P2 by P1 is an exact sequence
of q-differences modules:

0→ P1 →M → P2 → 0

giving an exact sequence of K-vector spaces: 0→ V1 → V → V2 → 0 where
M = (V,Φ). The following diagram is commutative:

0 // V1 //

Φ1

��

V //

Φ
��

V2 //

Φ2

��

0

0 // V1 // V // V2 // 0 .

For i = 1, 2, Pi is isomorphic to (Kni ,ΦAi), Ai ∈ GLni(K), an extension
of P2 by P1 is a module of the form MU = (Kn1+n2 ,ΦAU ) where:

AU =
(
A1 U

0 A2

)
, U ∈Mn1,n2(K) .

We can easily see that AU ∼ AV if, and only if, A0 ∼ AV−U :

AU ∼ AV ⇔ ∃ F ∈Mn1,n2(K), σq(F )A2 + U = A1F + V

⇔ ∃ F ∈Mn1,n2(K), σq(F )A2 −A1F = V − U .
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We notice that F(P1, P2) can be identified with the cokernel of X 7→
σq(X)A2 − A1X in Mn1,n2(K) which is isomorphic to the cokernel of
X 7→ σq(X)−A1XA

−1
2 in Mn1,n2(K).

We have Ext(P2, P1 ⊕ P3) ∼= Ext(P2, P1) ⊕ Ext(P2, P3) (cf. [12]) that
gives the following isomorphism: F(P1 ⊕ P3, P2) ∼= F(P1, P2) ⊕ F(P3, P2)
which is defined by:

(2.3) [MU ] = [(Kn1+n3+n2 ,ΦAU )] 7→ ([MU1 ], [MU2 ])

where MU1 = (Kn1+n2 ,ΦAU1
), MU2 = (Kn3+n2 ,ΦAU2

) and by identifying
P1 with (Kn1 ,ΦB1) and P3 with (Kn3 ,ΦB3),

AU =

B1 0 U1
0 B3 U2
0 0 B2

, AU1 =
(
B1 U1
0 B2

)
AU2 =

(
B3 U2
0 B2

)
,

U1 ∈Mn1,n2(K), U2 ∈Mn3,n2(K) .

Moreover, Ext(P2, P1) ∼= Ext(1, P∨2 ⊗ P1) (cf. [12]), then we have an
isomorphism: F(P1, P2) ∼= F(P1 ⊗ P∨2 , 1) where P∨2 is the dual of P2. This
isomorphism is defined by:

(2.4) [MU ] = [(Kn1+n2 ,ΦAU )] 7→ [M ′U ′ ] = [(Kn1n2+1,ΦA′
U′

)]

where,

AU =
(
B1 U

0 B2

)
, U ∈Mn1,n2(K)

and A′U ′ =
(
B1 ⊗̂B∨2 U ′

0 1

)
, U ′ = ÛB−1

2 ∈Mn1n2,1(K) .

It is well defined, indeedM0 is equivalent toMU if, and only if, there exists
F ∈Mn1,n2(K) such that:

σq(F )B2 = B1F + U ⇔ σq(F ) = B1FB
−1
2 + UB−1

2

⇔ σqF̂ = B1 ⊗̂B∨2 F̂ + ÛB−1
2

where B∨2 = t
B−1

2 is the matrix associated with P∨2 . The last equation
means that M ′0 is equivalent to M ′U ′ .

Proposition 2.2. — The module M ′ is a pullback:

M ′ = (M ⊗ P∨2 )×P2⊗P∨2 1 .

Proof. — We have the following exact sequence:

0→ P1 →M → P2 → 0 .
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By tensoring by P∨2 , it becomes (since tensoring is exact in this tannakian
category):

(2.5) 0→ P1 ⊗ P∨2 →M ⊗ P∨2 → P2 ⊗ P∨2 → 0 .

Let M ′′ = (M ⊗ P∨2 )×P2⊗P∨2 1 (using the usual operator 1→ P2 ⊗ P∨2 of
rigid categories); we have the following lemma:

Lemma 2.3. — The following diagram of exact sequences of q-difference
modules is commutative:

0 // P1 ⊗ P∨2 // M ⊗ P∨2 // P2 ⊗ P∨2 // 0

0 // P1 ⊗ P∨2

id

OO

// M ′′ //
?�

OO

1 //?�

OO

0 .

Remark 2.4. — This a general lemma (see for example [12] or [3]). We
give here an explicit matricial proof.

Proof of the lemma. — For convenience, we denote P1 = (V1,Φ1), P2 =
(V2,Φ2). We have M = (V1 × V2,Φu) such that

Φu(x1, x2) = (Φ1(x1) + u(x2),Φ2(x2)) ,

u ∈ Lσq (V2, V1) (the set of the σq-linear maps from V2 to V1), with the point
of view of matrices, u corresponds to −B1UB

−1
2 σq (since ΦU = (AU )−1σq).

From now, we identify N ⊗P∨2 = Hom(P2, N), where by definition, the in-
ternal Hom ofM = (V,Φ) and N = (W,Ψ), denoted by Hom(M,N), is the
q-difference module (L(V,W ), TΦ,Ψ) where TΦ,Ψ is the σq-linear automor-
phism defined by: f 7→ Ψ ◦ f ◦ Φ−1.

The exact sequence of q-difference modules (2.5) becomes:

0→ Hom(P2, P1)→ Hom(P2,M)→ Hom(P2, P2)→ 0 .

Indeed, we have an exact sequence of the underlying K-vector spaces:

0→ L(V2, V1)→ L(V2, V1)× L(V2, V2)→ L(V2, V2)→ 0

with L(V2, V1) provided with the σq-linear automorphism f 7→ Φ1◦f ◦Φ−1
2 ,

L(V2, V2) provided with the σq-linear automorphism g 7→ Φ2 ◦ g ◦Φ−1
2 and

L(V2, V1)× L(V2, V2) provided with the σq-linear automorphism

(f, g) 7→ Ψu(f, g) = Φu◦(f, g)◦Φ−1
2 = (Φ1◦f◦Φ−1

2 +u◦g◦Φ−1
2 ,Φ2◦g◦Φ−1

2 ) .

Therefore, the module Hom(P2,M) is an extension of q-difference mod-
ules Hom(P2, P2) by Hom(P2, P1) which corresponds to the element g 7→
u ◦ g ◦ Φ−1

2 of Lσq (L(V2, V2),L(V2, V1)).
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According to [3] (Algebra, chapter X on homological algebra, p. 113),
we have a morphism Hom(N, M̃)×Ext(M̃, M̃ ′)→ Ext(N, M̃ ′). Replacing
N by 1, M̃ by P2 ⊗ P∨2 and M̃ ′ by P1 ⊗ P∨2 , we make the pullback with
the morphism 1→ Hom(P2, P2) and we obtain (keeping only the degree 0
terms of the Ext sequence):

(2.6)

0

��

0

��
Hom(P2, P1)

��

id // Hom(P2, P1)

��
Hom(P2,M)×Hom(P2,P2) 1

��

// Hom(P2,M)

��
1 �
� //

��

Hom(P2, P2)

��
0 0 .

As far as the underlying K-vector spaces are concerned, the second exact
sequence of the diagram gives the exact sequence of K-vector spaces:

0→ L(V2, V1)→ (L(V2, V1)× L(V2, V2))×L(V2,V2) K → K → 0

with L(V2, V1) provided with the σq-linear automorphism f 7→ Φ1◦f ◦Φ−1
2 ,

K provided with the σq-linear automorphism σq.
And yet, (L(V2, V1)× L(V2, V2)) ×L(V2,V2) K = {(f, g, λ) | g = λ Id} =

{(f, λ)}, so it is provided with the σq-linear automorphism Ψu×σq|{(f,λ)}:

(f, λ) 7→
(

Φ1 ◦ f ◦ Φ−1
2 + σq(λ)u ◦ Φ−1

2 ), σq(λ)
)
.

The module M ′′ corresponds to the extension of 1 by (L(V2, V1),Φ1 ⊗Φ∨2 )
defined by the element of Lσq (K,L(V2, V1)), λ 7→ σq(λ)(u ◦ Φ−1

2 ). Notice
that u ◦ Φ−1

2 is associated with the matrix −B1UB
−1
2 B2 = −B1U . This

ends the proof of the lemma. �

With the same notation as the lemma, M ′ is identified with the module
(L(V2, V1) ×K,Φv) where Φv(f, λ) = (Φ1 ◦ f ◦ Φ−1

2 + σq(λ)v, σq(λ)), v ∈
Lσq (K,L(V2, V1)), with a matricial point of view v corresponds to −B1Uσq.
It is exactly the module M ′ defined, as a consequence, there are the same
modules. This ends the proof of the proposition. �
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A pure isoclinic module of slope µ ∈ Z is isomorphic to a module of the
form (Kn,ΦzµA), by Jordan’s decomposition of A, it is isomorphic to a
module of the form

⊕
i(K,Φaizµ) ⊗ Umi , where ai ∈ Cq is an eigenvalue

of A.
A pure isoclinic module with non integral slope is a direct sum of inde-

composable modules, so it is isomorphic to
⊕

iE(r, d, ci)⊗Umi . As a con-
sequence, the study of F(P1, P2) amounts to the study of F(E1⊗Um1 , E2⊗
Um2) where E1, E2 are irreducible with an integral slope or not.
According to the explicit isomorphism (2.4), F(E1 ⊗ Um1 , E2 ⊗ Um2) is

isomorphic to F(E1⊗E∨2 ⊗Um1⊗U∨m2
, 1). Moreover, Um1⊗U∨m2

is isomor-
phic to a direct sum of unipotent modules (for details, see for instance [14]).
Thus, we have to study F(E1 ⊗ E∨2 ⊗ Um, 1). And yet, in the Proposi-

tion 1.14, we have seen that the tensor product of two irreducible modules
is isomorphic to a direct sum of irreducible modules. Finally, the only one
case to study is F(E ⊗ Um, 1), where E is an irreducible module with non
integral slope.

2.3. F(E, 1) and F(E ⊗ Um, 1)

We begin to study F(P1, P2) when the slope of P1 is negative and non
integral and the slope of P2 is zero. According to the last paragraph, we
just have to deal with F(E, 1) where E = E(r,−d, c) = (Kr,ΦB) is an
irreducible module with non integral negative slope −dr .
So, let E = E(r,−d, c) be is an irreducible module with non integral

slope µ = −d/r < 0 and of rank r, such that E = (Kr,ΦB) we set c′ =
q
−d(r−1)

2 c ∈ C∗.
Remember that a class of F(E, 1) admits a representative whose associ-

ated matrix has the following form (cf. (2.1)):

AU =
(
B U

0 1

)
where U = t(u1, . . . , ur) ∈ Kr.

In [16, 15], it is proved following Birkhoff and Guenther [1], that a class
of F(E, 1) admits at least a polynomial representative (that is to say U

has polynomial coefficients), in the following lemma, we give an effective
way to find one. This representative is non unique contrary to the case of
integral slopes. Indeed, the simplest non trivial example (E having rank
2 and slope −1/2) yields a space of classes of dimension 1 to be evenly
distributed in C2, explaining the impossibility of a straight generalisation
of Birkhoff–Guenther normal form.
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Lemma 2.5 (cf. [12]). — Let L′ be an operator of C({z}) with values
in itself of the form L′ = azdσrq − 1, a ∈ C∗ and d, r > 0. Let k ∈ Z fixed,
then we have:

C({z}) =
k+d−1⊕
l=k

Czl ⊕ ImL′

Remark 2.6. — Let us fix k ∈ Z, we denote by πr,d,k the projection of
C({z}) on

⊕k+d−1
l=k Czl parallel to ImL′. Thus, the equation azdσrq(f)−f =

α has a solution in C({z}) if, and only if, πr,d,k(α) = 0.

Let Vr,d be the C-vector space (
∑d−1
l=0 Czl)r of dimension rd.

Lemma 2.7. — The linear map from Vr,d to F(E, 1) defined by:

U ∈ Vr,d 7→ [MU ]

is onto. So, every class of F(E, 1) admits a representative (non unique)
MU with U ∈ Vr,d. Such a representative can be given by the C-linear map
Πr,d : Kr → Vr,d defined by:

U = (u1, . . . , ur) 7→ (v1, . . . , vr) such that zdσr−iq (vi) =πr,d,d
(
zdσr−iq (ui)

)
,

(πr,d,d is the C-linear defined in the Remark 2.6, and we choose here k = d).

Proof. — Let MU be a representative of a class of F(E, 1) with matrix
AU , we write U = t(u1, . . . , ur), then

A0 ∼ AU ⇔ ∃ F = t(f1, . . . , fn) ∈ Kr, σqF = BF + U(2.7)

⇔



f2 = σq(f1)− u1

f3 = σ2
q (f1)− (σq(u1) + u2)

...

fr = σr−1
q (f1)− (σr−2

q (u1) + · · ·+ σq(ur−2) + ur−1)

σrq(f1) = c′z−df1 + σr−1
q (u1) + · · ·+ σq(ur−1) + ur .

(2.8)

We have to solve an equation of the type: azdσrq(f) − f = α, with a =
c′−1 ∈ C∗ and

α = azd
(
σr−1
q (u1) + · · ·+ σq(ur−1) + ur

)
.

According to Lemma 2.5, for a fixed k = d ∈ Z, this equation have a
solution in K if, and only if, πr,d,d(α) ∈

⊕d+d−1
l=d Czl = 0. Let

zdσ(r−i)
q (vi) =

(
πr,d,d(zdσr−iq (ui))

)
,

ANNALES DE L’INSTITUT FOURIER



LOCAL GALOIS GROUP 919

we have πr,d,d
(
zdσr−iq (vi)− zdσr−iq (ui)

)
= 0. Thus, the equations

azdσrq(gi) − gi = zdσr−iq (vi) − zdσr−iq (ui) admit a solution gi in K. Let
f = g1 + · · ·+ gr.
With the same system, replacing U by V − U , then A0 ∼ AV−U so

AU ∼ AV with V ∈ Vr,d. �

Theorem 2.8. — The C-linear map ϕ from Vr,d to
∑d−1
l=0 Czl defined by

ϕ((u1, . . . , ur)) =
r∑
j=1

σr−j(uj)

induces an isomorphism of C-vector spaces:

F(E, 1) ∼=
Vr,d
Kerϕ

∼= Imϕ ∼=
d−1∑
l=0

Czl.

The dimension of F(E, 1) is known to be equal to d, we find it again
in this theorem, which can be summarized by the following commutative
diagram:

Vr,d

onto

##
φ

��
V1,d

' // F(E, 1)
Proof. — According to the Lemma 2.7, we can suppose that a class of

F(E, 1) is represented by MU with U ∈ Vr,d.
Thanks to system (2.8) of the previous proof, we now have α =

azd
(
σr−1
q (u1) + · · ·+ σq(ur−1) + ur

)
which is in

⊕d+d−1
l=d Czl, so the equa-

tion azdσrq(f)− f = α admits a convergent solution if, and only if, α = 0,
it is equivalent to ϕ(U) = σr−1

q (u1) + · · ·+ σq(ur−1) + ur = 0. As a conse-
quence, the map from F(E, 1) to

∑d−1
l=0 Czl is injective. To prove the bijec-

tivity, we can use the dimension or see that the antecedent of u ∈
∑d−1
l=0 Czl

is the class [MU ] where U = t(0, . . . , 0, u), because [MU ] 7→ ϕ(U) = u. �

Remark 2.9. — According to the proof, the coefficients of a morphism
F verifying σq(F ) − BF = U with U ∈ Vr,d are in Vr,d, because we have
f1 = 0 and for all i > 1,

fi = −(σi−2
q (u1) + · · ·+ σq(ui−2) + ui−1) .

Thanks to this theorem, we can choose the matrix of a representative of
a class of F(E, 1), of the form AU where U = t(u1, . . . , ur) has polynomial
coefficients in C[z]d−1. In other word, such a q-difference module is in the
same class as A0 if, and only if, ϕ((u1, . . . , ur)) = 0.
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From this result, we can achieve the study of F(E1, E2) when E1 and
E2 are irreducible. It remains now to study F(E ⊗ Um, 1).

Lemma 2.10. — Every class of F(E ⊗ Um, 1) admits a representative
MU such that U ∈ V mr,d.

Proof. — With the convention ⊗̂ defined in 1.4, a module MU represent-
ing a class of F(E ⊗ Um, 1) has a matrix of the form:

AU =



B B 0 U1

0
. . . . . .

...
... B B Um−1
0 . . . 0 B Um
0 0 1


Thus, A0 ∼ AU if, and only if, there exists F = (F1, . . . , Fm) ∈ (Kr)m,
such that

σq(F1)
...

σq(Fm−1)
σq(Fm)

 =


B B 0

0 B
. . .
. . . B

0 0 B




F1
...

Fm−1
Fm

+


U1
...

Um−1
Um



⇔



σq(F1) = BF1 +BF2 + U1

σq(F2) = BF2 +BF3 + U2

...
σq(Fm−1) = BFm−1 +BFm + Um−1

σq(Fm) = BFm + Um .

With the notations of Lemma 2.7, we put:
• Vm = Πr,d(Um) then there exists Fm ∈ Kr such that σq(Fm) =
BFm + Vm − Um ;

• Vm−1 = Πr,d(BFm+Um−1) then there exists Fm−1 ∈ Kr such that
σq(Fm−1) = BFm−1 + Vm−1 − (BFm + Um−1) . . .

Therefore by induction, we obtain the lemma. �

Let us suppose now that U ∈ V mr,d. We have A0 ∼ AU that implies
ϕ(Um) = 0 and according to the Remark 2.9, the morphism Fm such that
σq(Fm) = BFm + Um is explicitly known and depends on Um, it has also
his coefficients in Vr,d, and BFm too. Indeed, BFm = −Ψ(Um) where Ψ is
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the following map:

Ψ(Um) =


u1

σq(u1) + u2
...

σr−2
q (u1) + · · ·+ σq(ur−2) + ur−1

ϕ(Um)

 and Um = t(u1, . . . , ur) .

So A0 ∼ AU implies ϕ(Um) = 0 and ϕ(−Ψ(Um) +Um−1). By induction,
we prove that A0 ∼ AU implies F1, . . . , Fm ∈ Vr,d and ϕ(Um) = 0, for all
i = 1, . . .m−1, ϕ(BFm−i+1 +Um−i) = 0. We obtain the following theorem:

Theorem 2.11. — The C-linear map ψ from (Kr)m to (
∑d−1
l=0 Czl)m

defined by:

U = (U1, . . . , Um) ∈ (Vr,d)m 7→ ψ(U) = (ϕ(S1), . . . , ϕ(Sm))

where

Si = (−1)iΨm−i(Um) + (−1)i−1Ψm−i−1(Um−1) + · · · −Ψ(Um−i+1) +Um−i

induces an isomorphism between F(E ⊗ Um, 1) and (
∑d−1
l=0 Czl)m, which,

to a class [MU ] with U ∈ V mr,d, associates ψ(U).

Proof. — From the previous paragraph, it is injective and because of the
dimension, it is bijective. �

This theorem is summarized by the following commutative diagram:

(Kr)m
ψ

((
U 7→[MU ]

��
F(E ⊗ Um, 1) ' // (

∑d−1
l=0 Czl)m

3. H1 and Stokes operators

In [12], the space of isoformal classes is shown (in the case of an arbitrary
number of integral slopes) to be isomorphic to the first cohomology group
of some sheaf of unipotent groups over the elliptic curve Eq (q-analogue
of the theorem of Birkhoff–Malgrange–Sibuya). We do the same here for
arbitrary slopes (not necessarily integral) but restricting to the case of two
slopes. Then, the sheaf of groups is a vector bundle FE (it will be defined
precisely just before Theorem 3.5).
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3.1. Some notations

The discrete q-spiral of a ∈ C∗ is [a; q] := aqZ, every point of [a; q] has
the same image by the canonical projection π : C∗ → Eq. Similarly, for all
r ∈ N∗, the qr-spiral will be [a; qr] := aqrZ.
We define the Theta function θqr,c, c ∈ C∗. It is an analytic solution on

C∗ of the equation σrq(θ) = z
c θ and is equal to:

θqr,c(z) =
∑
n∈Z

qr
−n(n+1)

2

(z
c

)n
.

The Jacobi’s triple product formula gives:

θqr,c(z) =
∏
n>1

(1− q−rn)
∏
n>1

(
1 + q−rn

z

c

) ∏
n>0

(
1 + q−rn

(z
c

)−1
)
.

The function θqr,c has simple zeroes all located on the q-spiral [−c; qr].
Moreover, for all d ∈ N∗, θdqr,c is solution of σrq(θ) =

(
z
c

)d
θ and its zeros

are located on [−c; qr] and are of multiplicity d.

3.2. Stokes operators in the case of two slopes

Let us take E = E(r,−d, br) an irreducible q-difference module of slope
−d/r < 0, we have E = (Kr,ΦB) where

B =


0 1 0
...

. . .
0 1

b′z−d 0 . . . 0

 where b′ = q
−d(r−1)

2 br ∈ C∗.

In this section, we want to prove that F(E, 1) and H1(Eq,FE) (the sheaf
FE is defined just before Theorem 3.5) are isomorphic. Therefore, we are
going to construct privileged cocycles with poles on Eqr but not on Eq as
for the case of integral slopes in [15]. Here M0 = (Kr+1,ΦA0) and a class
of F(E, 1) is represented by a module MU = (Kr+1,ΦAU ) where:

A0 =
(
B 0
0 1

)
and AU =

(
B U

0 1

)
U ∈ (C[z]d−1)r.

Indeed, we may and will suppose U ∈ (C[z]d−1)r thanks to Lemma 2.7 in
all this part.
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We are looking for an isomorphism, more precisely a matrix, between
the q-difference modules (Kr+1,ΦA0) and (Kr+1,ΦAU ). We want that iso-
morphism to have a matrix of the form Sr,1:(

Ir F

0 1

)

with σq(F )−BF = U .
In the general case, there exists a unique formal morphism F̂ satisfying

this equation but, a priori, the modules associated to the matrices A0 and
AU are not in the same analytic class, therefore F̂ has not its coefficients
in K. We shall be looking for F meromorphic on C∗.
We denote by ¯̄c the class of c ∈ C∗ in Eqr and write O(C∗) the set of

holomorphic functions over C∗.

Proposition 3.1. — Let Σ(A0) =
{
c∈C∗

∣∣∣∃ n∈Z, cd = brq
−d(r−1)

2 qrn
}

modulo qr, the set Σ(A0) is finite.
For all U ∈ (C[z]d−1)r, for all ¯̄c ∈ Eqr \ Σ(A0) (the notation is de-

fined hereafter), there exists a unique vector of meromorphic functions F̃¯̄c
over C∗, F̃¯̄c = t(f1, . . . , fr), such that the poles of fi are the qr-spiral
[−cq−i+1; qr], of multiplicity 6 d and such that σq(F̃¯̄c)−BF̃¯̄c = U .

Proof. — We look for F with meromorphic coefficients on C∗ such that
σq(F )−BF = U . By setting conditions on poles using Theta functions, we
would like to obtain uniqueness of a such F .
Let F = T−1G such that G ∈ (O(C∗))r and T ∈ GLr(O(C∗)) is the

diagonal matrix:

T =

θ1 0
. . .

0 θr

, F =

g1/θ1
...

gr/θr

.
We have σq(F )−BF = U ⇔ σq(G)− T [B]G = σq(T )U.
Let us denote A = T [B] and let G =

∑
n∈ZGnz

n, and V = σq(T )U =∑
n∈Z Vnz

n then:

σq(G)−AG = V ⇔ ∀ n ∈ Z, qnGn −AGn = Vn

⇔ ∀ n ∈ Z, Gn = (qnIr −A)−1
Vn .
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and,

A = T [B] = σq(T )BT−1 =


0 σq(θ1)

θ2
0
. . . 0

0 σq(θr−1)
θr

b′z−d
σq(θr)
θ1

0 . . . 0

.

We choose A of the following form:


0 1 0
...

. . .
0 1
c′ 0 . . . 0

, c′ ∈ C∗.

Its eigenvalues are the rth roots of c′. Therefore, G is unique if, and only
if, for all n ∈ Z, c′ 6= qrn. Now, we have to determine θi satisfying:

θ2 = σq(θ1)

θ3 = σ2
q (θ1)

...

σrq(θ1) = c′b′−1zdθ1 .

Let c ∈ C∗, we put c′ = b′c−d and θ1 = (θqr,c)d. The zeroes of θ1 have
multiplicity d and are the qr-spiral [−c; qr]. The Jacobi’s triple product
formula gives

θi+1 = σiq
(
θdqr,c(z)

)
=
∏
n>1

(1− q−rn)d
∏
n>1

(
1 + q−rnqi

z

c

)d ∏
n>0

(
1 + q−rnq−i

(z
c

)−1
)d

,

so that the zeroes of θi have multiplicity d and are the qr-spiral
[−cq−i+1; qr].
Then, we put F̃c = T−1G. For the chosen matrix T , F exists and is

unique on condition that for all n ∈ Z, cd 6= b′qrn.
In order to finish, we need to verify that our computation of F̃c depends

only on ¯̄c, that is F̃c = F̃cqr . Writing G = t(g1, . . . , gr), U = t(u1, . . . , ur),
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we have:

σq(G)−AG = σq(T )U ⇔



σq(g1)− g2 = σq(θ1)u1

σq(g2)− g3 = σq(θ2)u2

...
σq(gr)− c′g1 = σq(θr)ur

(3.1)

⇔



g2 = σq(g1)− σq(θ1)u1

g3 = σ2
q (g1)− σ2

q (θ1)(σq(u1) + u2)
...

σrq(g1) = c′g1 + σrq(θ1)ϕ(U) ,

(3.2)

where ϕ(U) = σr−1
q (u1) + · · ·+ σq(ur−1) + ur is the map defined in Theo-

rem 2.8.
We replace c by cqr,let θ′1 = (θqr,cqr )d and θ′i = σi−1

q (θ′1). We remark
thanks to the Jacobi’s triple product formula that:

θ′1 = (θqr,cqr )d =
(
qr
(z
c

)−1
θqr,c

)d
= qrd

(z
c

)−d
θ1 .

As c is replaced by cqr, c′ is replaced by c′q−rd. If F̃cqr = T ′−1G′, the
equation verified by g′1 is:

σrq(g′1) = c′q−rdg′1 + σrq(θ′1)ϕ(U)

⇔ σrq(g′1) = c′q−rdg′1 + cdz−dσrq(θ1)ϕ(U)

⇔ σrq

(
q−rd

(z
c

)d
g′1

)
= c′q−rd

(z
c

)d
g′1 + σrq(θ1)ϕ(U) .

And yet, g1 is the unique solution on C∗ of σrq(g1) = c′g1 + σrq(θ1)ϕ(U), so
g1 = q−rd

(
z
c

)d
g′1. We easily verify that gi

θi
= g′i

θ′
i
, so F̃c = F̃cqr . �

Remark 3.2. — We notice the apparition of the elliptic curve Eqr instead
of Eq. Nevertheless, F̃¯̄c does not have a unique pole −c, every coordinate
of F̃¯̄c has poles −cq−i+1.

Remark 3.3. — The hypothesis U ∈ (C[z]d−1)r, can be weakened in this
proposition. Indeed, it is sufficient that U ∈ Kr to obtain existence and
uniqueness of F .

Remark 3.4. — In the proof of Proposition 3.1, the last equality F̃c =
F̃cqr can also be justified without any calculation because the two members
satisfy the same constraint of uniqueness.
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Let F̃¯̄c,¯̄c′(AU ) = F̃¯̄c′−F̃¯̄c = t(f¯̄c,¯̄c′ , σq(f¯̄c,¯̄c′), . . . , σr−1
q (f¯̄c,¯̄c′)) where f¯̄c,¯̄c′ =

f¯̄c′ − f¯̄c satisfy this equation:

σrq(f¯̄c)− brq−d(r−1)/2z−df¯̄c = ϕ(U) ,

ϕ is the map defined in Theorem 2.8. The poles of F̃¯̄c,¯̄c′(AU ) are located on
Eq and correspond to −c,−c′. The function F̃¯̄c,¯̄c′(AU ) satisfies σq(F̃¯̄c,¯̄c′)−
BF̃¯̄c,¯̄c′ = 0.
Let M = (Kn,ΦA) be a q-difference module in normal form, the holo-

morphic vector bundle on Eq associated with M is defined by:

FM = C∗ × Cn

(z,X) ∼ (qz,A(z)X) −→ Eq .

As a sheaf, it associates to every open set V ⊂ Eq the space of holomorphic
solutions over π−1(V ) ⊂ C∗ of the q-difference system Y (qz) = A(z)Y (z),
or rather their germs near 0 (cf. [17]).
The functions F̃¯̄c,¯̄c′(AU ) are sections of the vector bundle FE on the open

sets Vc̄,c̄′ = Eq \ {−c,−c′}.

Theorem 3.5. — There is an isomorphism of C-vector spaces:

F(E, 1) ∼= H1(Eq,FE)

induced by:
MU = (Kr+1,ΦAU ) 7→ (F̃¯̄c,¯̄c′(AU )) .

Proof. — According to the previous proposition, for all ¯̄c, ¯̄c′ ∈ Eqr \
Σ(A0), we can associate with each matrix AU , U ∈ (C[z]d−1)r, a unique
vector of holomorphic functions on Vc̄,c̄′ , denoted by F̃¯̄c,¯̄c′(AU ). First, let us
prove that the F̃¯̄c,¯̄c′(AU ) depends only on the class of MU in F(E, 1). Let
U ′ ∈ C[z]d−1 such that [MU ] = [MU ′ ], that is, thanks to the Theorem 2.8,
ϕ(U) = ϕ(U ′) and there exists an isomorphism H ∈ Sr,1(K) between MU

andMU ′ . By Proposition 3.1, the uniqueness of F̃¯̄c(AU ) and F̃¯̄c′(AU ′) gives
us the following commutative diagram:

M0
S̃¯̄cF̂ (AU ) //

id
��

MU

H

��
M0

S̃¯̄cF̂ (AU′ )
// MU ′

where

S̃¯̄cF̂ (AU ) =
(
Ir F̃¯̄c(AU )
0 1

)
and S̃¯̄cF̂ (AU ′) =

(
Ir F̃¯̄c(AU ′)
0 1

)
.
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As a consequence, we easily see that F̃¯̄c,¯̄c′(AU ) = F̃¯̄c,¯̄c′(AU ′).
The map [MU ] 7→ F̃¯̄c,¯̄c′(AU ) is well defined and induces a map:

α : F(E, 1)→ Z1(U ′,FE)

where U ′ is a covering of Eq that we are going to describe. We have qrZ ⊂
qZ hence an onto map p : Eqr → Eq such that the following diagram is
commutative:

C∗
πr //

π1

%%

Eqr = C∗/qrZ

p

��
Eq = C∗/qZ,

π1 and πr being the canonical projections. We set:

W¯̄c = Eq \ p
(
{¯̄c}
)
.

It is an open set of Eq and in fact W¯̄c = Vc̄. Thus F̃¯̄c is holomorphic on
W¯̄c. Putting:

U ′ =
⋃

¯̄c∈Eqr\Σ(A0)

W¯̄c ,

we obtain an open covering of Eq. The map α : F(E, 1) → Z1(U ′,FE) is
well defined and C-linear, It is easy to see that F̃¯̄c,¯̄c′(AU+U ′) = F̃¯̄c,¯̄c′(AU ) +
F̃¯̄c,¯̄c′(AU ′) and F̃¯̄c,¯̄c′(λU) = λF̃¯̄c,¯̄c′(U) for all λ ∈ C.
The map α is injective. Indeed, let us suppose that F̃¯̄c,¯̄c′(U) = 0 and

show that [MU ] = [M0]. We have F̃¯̄c,¯̄c′(U) = 0⇔ F̃¯̄c = F̃¯̄c′ . So, if ¯̄c 6= ¯̄c′, F̃¯̄c
and F̃¯̄c′ have no poles on C∗. Thus, we have an holomorphic function F on
C∗ such that σq(F )−BF = U . The following lemma shows that necessarily
if F is meromorphic at 0 so that the morphism

(
Ir F
0 1

)
is an isomorphism

over K from M0 to MU , hence [MU ] = [M0].

Lemma 3.6. — A holomorphic solution on C∗ of the equation σq(F )−
BF = U is automatically meromorphic on C.

Proof of the lemma. — We write F = t(f1, . . . , fr) then

σq(F )−BF = U

⇔



f2 = σq(f1)− u1

...
fr = σr−1

q (f1)− (σr−2
q (u1) + · · ·+ σq(ur−2) + ur−1)

σrq(f1) = b′z−df1 + σr−1
q (u1) + · · ·+ σq(ur−1) + ur .

TOME 68 (2018), FASCICULE 3



928 Virginie BUGEAUD

If f1 =
∑
n∈Z anz

n and ϕ(U) = σr−1
q (u1)+· · ·+σq(ur−1)+ur =

∑d−1
k=0 vnz

n,
the last equation is equivalent to qrnan = b′an+d + vn for all n ∈ Z.

When n < 0 the equation becomes qrnan = b′an+d. We denote by sn the
rest of the euclidean division of n by d, n = −knd+ sn (kn > 0). Then

an = b′q−rnan+d = b′knq−r(knn+ kn(kn−1)d
2 )asn .

When n tends to −∞, an is of order qrn2 so there is divergence. Necessarily,
an = 0 when n << 0. �

In the same way, we see that the map ᾱ : F(E, 1) → H1(U ′,FE) is
C-linear and injective. Indeed, the cohomology class of F̃¯̄c,¯̄c′(AU ) is zero if
F̃¯̄c,¯̄c′(AU ) = X¯̄c′ − X¯̄c with X¯̄c and X¯̄c′ holomorphic sections on W¯̄c and
W¯̄c′ ; the argument is the same as the one to prove that α is injective.
Since in Cech cohomology, H1(U ′,FE) embeds into the direct limit

H1(Eq,FE). ᾱ induces a map from F(E, 1) to H1(Eq,FE) that is C-
linear and injective. Because of the dimension, it is an isomorphism. In-
deed, we know by the general theory in [12] that dimC F(E, 1) = d and
dimCH

1(Eq,FE) = d; this uses the results on holomorphic vector bundles
from [5, p. 64]. �

These results given in Proposition 3.1 and Theorem 3.5 can be general-
ized for an indecomposable module of the form M = E ⊗ Um. With the
convention ⊗̂, M has an associated matrix C of rank mr:

C =


B B 0

. . . . . .
B B

0 B

.
Putting

AU =
(
C U

0 1

)
, U =

U1
...
Um

, Ui ∈ (C[z]d−1)r

and writing A0 the matrix associated with the graded module (i.e. U = 0),
we have the following proposition.

Proposition 3.7. — For all U ∈ (C[z]d−1)n, for all ¯̄c ∈ Eqr \ Σ(A0),
there exists a unique vector of meromorphic functions F̃¯̄c = (Fi)i=1...m
on C∗, Fi = t(f1,i, . . . , fr,i), such that the poles of fk,i are the qr-spiral
[−cq−i+1; qr], of multiplicity 6 d and F̃¯̄c satisfies σq(F̃¯̄c) − BF̃¯̄c = U . The
set Σ(A0) is equal to

{
c ∈ C∗

∣∣∃ n ∈ Z, cd = brq
−d(r−1)

2 qrn
}
modulo qr

and is finite.
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Proof. — The proof is the same as the case F(E, 1) by putting F =
T ′−1G where

T ′ =

T 0
. . .

0 T

 and T ′[C] =


T [B] T [B] 0

. . . . . .
T [B] T [B]

0 T [B]

,
This matrix is fuchsian and

σq(F )− CF = U ⇔ σq(G)− T ′[C]G = σq(T ′)U . �

In the next paragraph, we generalize the previous calculations to a q-
difference module with two slopes non necessarily integral. We are guided
in the same way as the study of F(P1, P2) by the isomorphism F(P1, P2) ∼=
F(P1 ⊗ P∨2 , 1) given by the formula (2.4).

We suppose that E1 and E2 are two irreducible modules of slopes µ1 < µ2
and their associated matrices are B1 and B2, one of them can have an
integral slope. We look for a meromorphic isomorphism on C∗ between the
q-difference modules (Kr1+r2 ,ΦA0) and (Kr1+r2 ,ΦAU ) where:

A0 =
(
B1 0
0 B2

)
and AU =

(
B1 U

0 B2

)
, U ∈Mr1,r2(K)

and the matrix of the isomorphism has the following form:
(
Ir1 F
0 Ir2

)
∈

Sr1,r2 satisfying σq(F )B2 −B1F = U . But,

σq(F )B2 −B1F = U ⇔ σq(F̂ )−B1 ⊗̂B∨2 F̂ = ÛB−1
2 .

So, it is equivalent to look for F such that σq(F ) − B1 ⊗̂ B∨2 F = U ′,
U ′ = ÛB−1

2 . Let M ′ = (Kr1r2+1,ΦA′
U′

) where:

A′U ′ =
(
B1 ⊗̂B∨2 U ′

0 1

)
, U ′ = ÛB−1

2 .

B1 ⊗̂ B∨2 is associated with the module E1 ⊗ E∨2 , according to Propo-
sition 1.14, this module is isomorphic to a direct sum of irreducible q-
difference modules of rank r and slope −dr . Then, there exists an iso-
morphism of q-difference modules P (given by the proposition) such that
E1⊗E∨2 is isomorphic to a module with a matrix which is diagonal by blocks
written B. The blocks are matrices Bi,j,l, i, j = 0, . . . , k−1 and l = 1, . . . , pk
associated with irreducible modules E(r,−d, bi,j), bi,j = qikξ

j
r(b1b−1

2 )r, so,
for all i, j, there are p/k identical blocks Bi,j,l. We have σq(P )B1⊗̂B∨2 =
BP .
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Let M ′′ = (Kr1r2+1,ΦA′′
U′′

) where σq(P ′)A′U ′ = A′′U ′′P
′,

P ′ =
(
P 0
0 1

)
and A′′U ′′ =

(
B U ′′

0 1

)
.

We denote by U ′′ = (U ′′i,j,l)i,j,l and A′′0 is the matrix of the graded module
M ′′ corresponding to U ′′ = 0. We apply Proposition 3.1, to each block
Bi,j,l associated with the vector U ′′i,j,l ∈ Kr (cf. Remark 3.3), for all ¯̄c ∈
Eqr \Σ(A′′0), there exists a unique vector of meromorphic functions on C∗,
F̃¯̄c,(i,j,l) satisfying the polar conditions of Proposition 3.1 and such that
σq(F̃¯̄c,(i,j,l)) − Bi,j,lF̃¯̄c,(i,j,l) = U ′′i,j,l. The set Σ(A′′0) is equal to

{
c ∈ C∗

∣∣
∃ n ∈ Z,∃ i, j ∈ {0, . . . , k − 1}, cd = bi,jq

−d(r−1)
2 qrn

}
modulo qr and it is

finite.
We denote by F̃¯̄c(A′′U ′′) = (F̃¯̄c,(i,j,l)) the vector we obtain by concatenat-

ing the vectors corresponding to the blocks (i, j, l) and satisfying the polar
conditions of Proposition 3.1. So, let F̃¯̄c(A′U ′) = P−1F̃¯̄c(A′′U ′′). Thus, we
define F̃¯̄c(AU ) by:

˜̂F¯̄c(AU ) = F̃¯̄c(A′U ′) = P−1F̃¯̄c(A′′U ′′) .

This latter verifies σq(F̃¯̄c(AU ))B2 = B1F̃¯̄c(AU ) + U and is meromorphic
on C∗, it satisfies the polar conditions denoted by (∗) imposed by those of
F̃¯̄c,(i,j,l). Putting Σ(A0) := Σ(A′′0), we have the following proposition:

Proposition 3.8. — For all U ∈Mr1,r2(K), for all ¯̄c ∈ Eqr\Σ(A0)there
exists a unique matrix F̃¯̄c(AU ) of rank r1 × r2 with meromorphic coeffi-
cients on C∗ and satisfying the polar conditions (∗), such that σq(F )B2 =
B1F + U .

Then, we obtain a meromorphic isomorphism on C∗ from the module
(Kr1+r2 ,ΦA0) to the module (Kr1+r2 ,ΦAU ), that we denote S̃¯̄cF̂ (AU ) =(
Ir1 F̃¯̄c(AU )
0 Ir2

)
.

We denote also F̃¯̄c,¯̄c′(AU ) = F̃¯̄c′(AU ) − F̃¯̄c(AU ), so the Stokes operators
associated with the module (Kr1+r2 ,ΦAU ) are the meromorphic automor-
phisms of (Kr1+r2 ,ΦA0):

S̃¯̄c,¯̄c′ F̂ (AU ) =
(
Ir1 F̃¯̄c,¯̄c′(AU )
0 Ir2

)
, ¯̄c, ¯̄c′ ∈ Eqr \ Σ(A0).

This proposition can be generalized for all modules with two slopes where
at least one is non integral but we don’t give the details because the cal-
culations become unreadable but are explicit.

We are able to compute the Stokes operators associated with a
q-difference module with two slopes. These Stokes operators don’t have
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galoisian properties yet, they only express an ambiguity of summation.
Nevertheless, we will prove in the next section that they are galoisian.

4. Local Galois theory

In this section, we shall give a more concrete description of the results of
van der Put and Reversat on the formal Galois group [7], then apply them
as well as our results on Stokes operators to the description of the local
analytic Galois group in the case of two slopes.

4.1. Formal Galois group

Let q′ ∈ C∗, |q′| > 1, (K ′, σq′) is a q′-difference field such that (K ′, σq′) =
(K,σq) or (Kr, σqr ) or (K,σqr ). We will denote by:

• Ep(K ′, q′): the category of pure q′-difference modules over K ′.
• Ef (K ′, q′): the category of pure q′-difference modules of slope equal
to 0 over K ′ (i-e fuchsian modules)

• Ep,r(K ′, q′), r ∈ N∗: the category of pure q′-difference modules over
K ′ of slopes k

r for some k ∈ Z.
If r = 1, it is the category of pure q′-difference modules with integral slopes.
When it is not specified, Ep, respectively Ep,r denote the category Ep(K, q),
respectively Ep,r(K, q). These categories are C-linear rigid abelian tensor
categories (see [4]).
From now on, the pure isoclinic q-difference modules are supposed to be

in normal form, in particular, their associated matrices have their coeffi-
cients in C[z, z−1] (see paragraph 1.3).

Let (K ′, σq′) be (K,σq). Let z0 ∈ C∗, and ωz0 be the fiber functor from
the category Ep to the category of the C-vector spaces of finite dimension,
defined in [9] by:

ωz0 : Ep → VectfC
(Kn,ΦA)  Cn

(Kn,ΦA) F→ (Kp,ΦB)  F (z0)

This fiber functor turns Ep into a neutral tannakian category and allows
one to define the tannakian Galois groups associated with the previous
categories over (K,σq).
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The Galois group associated with the category Ep is the group of ⊗-
compatible automorphisms of the fiber functor ωz0 and we denote it by
Gp := Aut⊗(ωz0).

The categories, Ef , respectively Ep,r, r > 0, are full rigid abelian tensor
subcategories of Ep, and the fiber functor ωz0 can be restricted to those
tannakian categories. Their Galois group are defined by Gf = Aut⊗(ωz0 |Ef )
respectively, Gp,r = Aut⊗(ωz0 |Ep,r ). If we have to precise, we will denote
Gp(K, q), Gf (K, q) and Gp,r(K, q). As Ef and Ep,r are full subcategories of
Ep and Ef is a full subcategory of Ep,r, according to [4, Proposition 2.21]
the following group morphisms are onto (for details, see [15, 12]):

Gp → Gf , Gp → Gp,r and Gp,r → Gf .

From now on, a pure q-difference module will always be a pair (Kn,ΦA),
where A is a matrix in GLn(C[z, z−1]) in normal form. Instead of writing
ϕ(M), we make reference to the matrix in normal form writing ϕ(A). Thus,
an element ϕ of the Galois group is determined by the ϕ(A), A being the
matrix associated with the module (cf. [14, 1.1.2] for more details).
Our goal is to describe explicitly the matrices ϕ(A) for all matrices A in

normal form.
As far as integral slopes are concerned, the formal Galois group is de-

scribed explicitly in [14] and [9]:

Gp,1 = C∗ ×

Gf︷ ︸︸ ︷
E∨q × C

where E∨q := Homgr(Eq,C∗) denote the morphisms of “abstract” group
from Eq to C∗.

For a module M = (Kn,ΦzµA) where A ∈ GLn(C), an element ϕ =
(t, γ, λ) ∈ Gp,1 acts in the following way:

ϕ(A) = tµγ(As)Aλu

where t ∈ C∗, µ ∈ Z is the slope of M , λ ∈ C, A = AsAu is the mul-
tiplicative Dunford decomposition, As is the semisimple part and Au the
unipotent part. Let us define γ(As): if As = P diag(a1, . . . , an)P−1, P ∈
GLn(C), ai ∈ C∗ then γ(As) = P diag(γ(a1), . . . , γ(an))P−1 (it does not
depend on diagonalisation).
As Au is a unipotent matrix Aλu =

∑
k>0

(
λ
k

)
(Au − In)k is well-defined.

Now, we want to describe the formal Galois group of q-difference modules
with non integral slopes. Let us fix the denominator of the slopes r ∈ N∗,
let z0,r be a rth root of z0. We want to describe the Galois group Gp,r
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associated with the category Ep,r of pure q-difference modules of slopes
k
r , k ∈ Z.
After Theorem 1.10, an element of the category Ep,r is a direct sum of

indecomposable modules E(s, t, c)⊗Um of slope k
r = tm

sm and modules with
integral slopes. For all ϕ ∈ Gp,r, we have ϕ(E(s, t, c)⊗Um) = ϕ(E(s, t, c))⊗
ϕ(Um).
And if s divides r, then the inclusion ir,s of the categories Ep,s ⊂ Ep,r

induces an onto morphism i∗r,s of the associated Galois group: Gp,r → Gp,s,
so that for all ϕ ∈ Gp,r, ϕ(E(s, t, c)) = i∗r,s(ϕ)(E(s, t, c)).
As a consequence, to study the image of the matrix associated with a

module of Ep,r by an element of the Galois group, it is sufficient to study the
image ϕ(A), ϕ ∈ Gp,r, where A is associated with E(r, d, ar), an irreducible
q-difference module of slope d

r (a ∈ C∗, gcd(d, r) = 1):

A =


0 1
...

. . .
0 1

arq
d(r−1)

2 zd 0 . . . 0

 ∈ GLr(C)

The category Ep,1 is a full subcategory of Ep,r, we denote by i this in-
clusion. There is a morphism of groups i∗ : Gp,r → Gp,1 (restriction to a
subcategory) such that i∗(ϕ)(B) = ϕ(B) for all matrices B with integral
slope (these are at the same time in Ep,r and Ep,1). As we know how to
describe the action of the Galois group on a module with integral slopes,
we try to be in this case to describe ϕ(A). Then, we obtain the following
theorem.
We recall from Section 1, Subsection 1.1 that ξr = e

2iπ
r , a primitive rth

root of unity in C, and that qr = e
2iπτ
r , a rth root of q = e2iπτ .

Theorem 4.1. — Let ϕ ∈ Gp,r. Then there exists t ∈ C∗, γ ∈ E∨q
and λ ∈ C such that ϕ = (t, γ, λ) and i∗(ϕ) = (tr, γ, λ). Moreover, if A is
the matrix in normal form which is associated with an irreducible module
E(r, d, ar), there exists a matrix Ga,d(z0,r) ∈ GLr(C) such that:

ϕ(A) = G−1
a,d(z0,r) tdγ(a) γ(Tr) Ga,d(z0,r)


1 0

γ(qr)
. . .

0 γ(qr)(r−1)


d
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and

Ga,d(z0,r) = diag(1, α0, α0α1, . . . , α0 . . . αr−2) , αj = a−1q−jdr z−d0,r ,

Tr =

 0 1

0
. . . 1

1 . . . 0

 ∈ GLr(C) .

Remark 4.2. — The action of λ is on the unipotent part, it is described
in the course of the proof.

Remark 4.3. — It is easy to see that t depends only on ϕ, we have
ϕ(z) = t, and ϕ(A) depends only on ar. The matrix Ga,d(z0,r) depends
only on A.

Remark 4.4.
(1) The matrix Tr is conjugate to the diagonal matrix diag(1, ξr, . . . ,

ξr−1
r ), we have Tr = V −1 diag(1, ξr, . . . , ξr−1

r )V where V is the
Vandermonde matrix:

V =



1 1 . . . 1 1

ξ−1
r ξ−2

r ξ
−(r−1)
r

...

ξ−2
r ξ−4

r ξ
−2(r−1)
r

...
...

...
...

...
ξ
−(r−1)
r ξ

−2(r−1)
r . . . ξ

−(r−1)2

r 1


.

(2) For all γ ∈ E∨q , γ(qr)r = 1 and γ(ξr)r = 1, so γ(qr) and γ(ξr) are
rth roots of unity. In particular, if γ(ξr) = ξkr , then γ(Tr) = T kr .

Proof. — The category Ef is a full subcategory of Ep,r, we denote by
j this inclusion. Then, we have a morphism of groups j∗ : Gp,r → Gf
(restriction to a subcategory) such that j∗(ϕ)(B) = ϕ(B) for all fuchsian
matrices B.
We consider another irreducible module E(r, r−d, br) of slope 1− d

r and
associated matrix B. The tensor product adds the slopes so, E(r, d, ar) ⊗
E(r, r − d, br) has its slope equal to 1 and we can notice that

E(r, d, ar)⊗ · · · ⊗ E(r, d, ar)︸ ︷︷ ︸
r times

is of slope d, that is to say, we have two ways to obtain integral slopes.
We use the convention ⊗̂ for the tensor product of matrices and to sim-

plify notations, it will be denoted by ⊗.
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Study of the non fuchsian part. — Let ϕ ∈ Ker(j∗) be an element of
the Galois group Gp,r which is trivial on the fuchsian part. As E(r, d, ar)⊗
E(r, r − d, br) is of slope 1, it is isomorphic as a q-difference module over
K (and K̂) to a module (Kr2

,ΦzC), C ∈ GLr2(C). Hence, ϕ(A)⊗ ϕ(B) is
similar to ϕ(zC). Putting ϕ(z) = tr, t ∈ C∗, we have:

ϕ(A)⊗ ϕ(B) = trIr2

if we identify Kr ⊗ Kr with Kr2 taking for basis {e ⊗ f,ΦA(e) ⊗ f, . . . ,
Φr−1
A (e)⊗f, e⊗ΦB(f),ΦA(e)⊗ΦB(f), . . .} (basis of convention ⊗̂) ; e being

the cyclic vector of A and f the cyclic vector of B, here e and f are the
first vector of the canonical basis of Kr.

Necessarily ϕ(A) and ϕ(B) have to be diagonal.
Writing ϕ(A) = diag(a1, . . . , ar) and ϕ(B) = diag(b1, . . . , br) then,

ϕ(A)⊗ ϕ(B) =

a1 0
. . .

0 ar

⊗
b1 0

. . .
0 br



=


a1b1 0

a2b1
. . .

0 arbr

 = trIr2

Consequently ϕ(A)⊗ϕ(B) = tr(αIr)⊗ ( 1
αIr), α ∈ C∗. So ϕ(A) = a1Ir and

ϕ(B) = b1Ir such that a1b1 = tr.
As

r times︷ ︸︸ ︷
ϕ(A)⊗ · · · ⊗ ϕ(A) = trdIrr

then ar1Irr = trdIrr , so a1 = (ξlrt)d, l ∈ {0, . . . , r − 1} and b1 = (ξl′r t)r−d.
As a1b1 = tr, we have l = l′ so: ϕ(A) = (αdt)dIr and ϕ(B) = (αdt)r−dIr

where αd is a rth root of 1. The root αd might depend on d and ϕ. Let us
prove that αd depends only on ϕ. Let d and d′ be two integers coprime to r
(so gcd(dd′, r) = 1), let Ad be the matrix of E(r, d, ar) and Ad′ the matrix
of E(r, d′, a′r):

ϕ(Ad)⊗ · · · ⊗ ϕ(Ad)︸ ︷︷ ︸
r−d′ times

⊗ϕ(Ad′)⊗ · · · ⊗ ϕ(Ad′)︸ ︷︷ ︸
d times

= (αdt)d(r−d′) × (αd′t)dd
′
I = α−dd

′

d × αdd
′

d′ t
rdI

⇒ (α−1
d αd′)dd

′
= 1⇒ αd = αd′

Even if we have to change t in αt, we have:

if ϕ ∈ Kerj∗, then ϕ(A) = tdIr .
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Study of the fuchsian part. — In the previous part, we studied the effect
of the slopes on an element of the Galois group. We used the tensor product
of two irreducible module to have an integral slope. With the same method,
we study the effect of the fuchsian part. Let us recall some facts about the
tensor product.
According to Lemma 1.15, there is an explicit matrix P such that:

A⊗B = σq(P )

C1 0
. . .

0 Cr

P−1, and Cj =

 0 1
. . . 1

c̃j 0

,
where c̃j = q

r(r−1)
2 (ab)rq(j−1)dzr

and P is equal to:

1 0 . . . 0 0 0 . . . 0 0 0 . . . 0 0 0 . . . 0

0
...

... 1
...

... 0
...

...
...

...
...

...
...

...
...

...
... 1

...
... 0

...
...

0 0 . . . 0 0 0 . . . 0
... 0 . . . 0 1 0 . . . 0

0 0 . . . 0 0 0 . . . 0 0 a′ . . . 0
... 1

...
... 0

...
... 0

...
...

...
...

... 1
...

...
...

...

0 0 . . . 0 0
... 0 0 . . . 0

0 . . . 0 0 0 . . . 0 a′ 0 . . . 0 0 0 . . . 0 0
...

...
...

...
... 0

...
... σq(a′)

...
...

...
...

... 0
...

...
...

...
... 0

...
... σr−2

q (a′)

0 . . . 0 1 0 . . . 0 0 0 . . . 0
... 0 . . . 0 0


where a′ =

(
arq

d(r−1)
2 zd

)−1
and the blocks have size r.

Let ϕ ∈ Gp,r, it is sufficient to study the image by ϕ ∈ Gp,r of the blocks
Cj . The matrix Cj represents a module of slope 1 so we have to find an
isomorphism with a matrix of the form zA, A ∈ GLr(C). In fact, we have:

Cj =

 0 1
. . . 1

c̃j 0

 = σq(Qj)−1z


cj 0 0

0 cjξr
. . .

. . . . . . 0
0 0 cjξ

r−1
r

Qj
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where

Qj =



1 1 . . . 1 1

ξ−1
r ξ−2

r ξ
−(r−1)
r

...

ξ−2
r ξ−4

r ξ
−2(r−1)
r

...
...

...
...

...
ξ
−(r−1)
r ξ

−2(r−1)
r . . . ξ

−(r−1)2

r 1


︸ ︷︷ ︸

V


g

(j)
1 0 0

0 g
(j)
2

. . .
. . . . . . 0

0 0 g
(j)
r


︸ ︷︷ ︸

Gj

and g
(j)
i = cr−ij q

r(r−1)
2 q−i(r−1)qr−1 . . . qr−i+1z−(i−1), cf. Remark 1.8. By

restriction to Ep,1, i∗(ϕ) = (tr, γ, λ), tr ∈ C∗, γ ∈ Homgr(Eq,C∗), λ ∈ C.
So:

ϕ(Cj) = Qj(z0)−1 trγ(cj)


1 0 0

0 γ(ξr)
. . .

. . . . . . 0
0 0 γ(ξr)r−1

Qj(z0) .

To continue, we need to explicit Q−1
j and thanks to the following lemma,

the inverse of the matrix of Vandermonde V is:

V −1 = 1
r


1 ξr ξ2

r . . . ξ
(r−1)
r

1 ξ2
r ξ4

r . . . ξ
2(r−1)
r

...
...

1 ξ
(r−1)
r ξ

2(r−1)
r . . . ξ

(r−1)2

r

1 1 1 . . . 1

.

Lemma 4.5. — Let ξr be a primitive rth root of unity, ξr = e2iπ/r, and
let k ∈ Z then:

r∑
j=1

(ξkr )j = {
{

0 si k 6= 0 mod r

r otherwise.

Proof. — For all s ∈ N∗, the sum of sth roots of unity is equal to zero. �
Thus,

ϕ(Cj) = trγ(cj) Gj(z0)−1 V −1


1 0 0

0 γ(ξr)
. . .

. . . . . . 0
0 0 γ(ξr)r−1

V Gj(z0)

TOME 68 (2018), FASCICULE 3



938 Virginie BUGEAUD

and, V −1 diag(1, γ(ξr), . . . , γ(ξr)r−1)V =
(

1
r

∑r−1
l=0 (ξ−(j−i)

r γ(ξr))l
)

16i,j6r
.

We have γ(ξr)r = 1 so γ(ξr) is a rth root of unity, there exists k ∈
{0, . . . , r−1} such that γ(ξr) = ξkr . According to Lemma 4.5, we can easily
describe this product: ϕ(Cj) = trγ(cj) Gj(z0)−1 T kr Gj(z0) where

Tr =

0 1
. . . 1

1 0

 = V −1


1 0 0

0 ξr
. . .

. . . . . . 0
0 0 ξr−1

r

V .

Moreover γ(Tr) = T kr so ϕ(Cj) = trγ(cj) Gj(z0)−1 γ(Tr) Gj(z0).
Now, we have:

ϕ(A⊗B) = P (z0)

 ϕ(C1)
. . .

ϕ(Cr)

P (z0)−1

= trγ(ab)P (z0)G(z0)−1


γ(Tr) 0

γ(qr)dγ(Tr)
. . .

0 γ(qr)d(r−1)γ(Tr)

G(z0)P (z0)−1.

G(z0) is the diagonal matrix with diagonal blocks Gj(z0) j = 1, . . . , r. We
set G′(z0) =

g
(1)
1
−1

0
. . .

0 g
(r)
1
−1

g
(r)
2
−1
a′ 0
g

(1)
2
−1

. . .
0 g

(r−1)
2

−1

g
(r−1)
3

−1
a′ 0
g

(r)
3
−1
σq(a′)

g
(1)
3
−1

0
. . .


where g

(j)
i := g

(j)
i (z0), a′ := a′(z0), σlq(a′) := a′(qlz0) by abusing the

notation,

g
(j)
i = (ab)r−iq(j−1)d(r−i)

r q
r(r−1)

2 q−i(r−1)qr−1 . . . qr−i+1 z
−(i−1)
0 .
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Writing γ(Tr) = (ji,j)16i,j6r, we obtain

ϕ(A⊗B) = trγ(a)γ(b)G′(z0)HG′(z0)−1 ,

where H is described in Figure 4.1.
A tensor product appears in the structure of this matrix:

H = γ(Tr)


1 0
γ(qr)

. . .
0 γ(qr)(r−1)


d

⊗γ(Tr)


1 0
γ(qr)

. . .
0 γ(qr)(r−1)


r−d

.

Thus,

ϕ(A⊗B) = trγ(a)γ(b) G′(z0) γ(Tr)⊗ γ(Tr) G′(z0)−1

×


1 0
γ(qr)

. . .
0 γ(qr)(r−1)


d

⊗


1 0
γ(qr)

. . .
0 γ(qr)(r−1)


r−d

(G′(z0) being diagonal, it commutes with the other diagonal matrices).
We have to find two matrices U and V such that: 0 u2

. . . ur
u1 0

⊗
 0 v2

. . . vr
v1 0

 = G′(z0) Tr ⊗ Tr G′(z0)−1.

We notice that
g

(j)
i

g
(j)
k

= (ab)k−iq(j−1)(k−i)
r q

(k−i)(k+i−3)
2 zk−i0 .

Then we have:

u1v1 = (ab)r−1q
(r−1)(r−2)

2 zr−1
0 ,

u2v1 = a−1br−1qd(r−1)
r q

(r−1)(r−2)
2 q

−d(r−1)
2 zr−d−1

0 ,

ujv1 = a−1br−1qd(j−1)(r−1)
r q

(r−1)(r−2)
2 q

−d(r−1)
2 q−(j−2)dzr−d−1

0 ,

urv1 = a−1br−1qd(r−1)2

r q
(r−1)(r−2)

2 q
−d(r−1)

2 q−(r−2)dzr−d−1
0 ,

u1v2 = ar−1b−1q−d(r−1)
r q

d(r−1)
2 zd−1

0

u2v2 = (ab)−1z−1
0

ujv2 = (ab)−1q−d(j−2)
r z−1

0

urv2 = (ab)−1q−d(r−2)
r z−1

0 . . .
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Let z0,r be the rth root of z0 that we choose to begin, there exists α(d) ∈
C∗ such that:

u1 = α(d)a
r−1q

d(r−1)(r−2)
2

r z
d(r−1)
0,r , v1 = α−1

(d)b
r−1q

(r−d)(r−1)(r−2)
2

r z
(r−d)(r−1)
0,r ,

u2 = α(d)a
−1z−d0,r , v2 = α−1

(d)b
−1z
−(r−d)
0,r ,

uj = α(d)a
−1q−d(j−2)

r z−d0,r , vj = α−1
(d)b
−1q−(r−d)(j−2)

r z
−(r−d)
0,r ,

ur = α(d)a
−1q−d(r−2)

r z−d0,r , vr = α−1
(d)b
−1q−(r−d)(r−2)

r z
−(r−d)
0,r .

In fact, we have:

ϕ(A) = tdα(d)γ(a)


0 α−1

0
. . .

0 α−1
r−2

α0α1 . . . αr−2 0 . . . 0


k

×


1 0

γ(qr)
. . .

0 γ(qr)(r−1)


d

where αj = aqjdr z
d
0,r and γ(Tr) = T lr. In the same way as the first part, we

prove that α(d) depends only on d and ϕ, and that α(d) = αd(1) is rth root
of 1. Even if we change t in α(1)t,we can consider α(d) = 1.
And if we set:

Ga,d(z0,r) =


1

α0
α0α1

. . .
α0α1 . . . αr−2



−1

we obtain the formula of Theorem 4.1. �

Thus, an element of the Galois group Gp,r is a triple ϕ = (t, γ, λ) where
t ∈ C∗, γ ∈ E∨q , λ ∈ C, λ acting on the unipotent part Um.
The group law is given by (t, γ, λ)(t′, γ′, λ′) = (tt′γ(qr)−k

′
, γγ′, λ + λ′)

because the matrices Tr and diag(1, γ(qr), . . . ) don’t commute.
As γ(qr) is rth root of the unity, we have γ(qr)k

′ = γ′(γ(qr)) (which is
the composition γ′ ◦γ but not the multiplication in E∨q ). We set εr(γ, γ′) =

1
γ′(γ(qr)) = ξ−lk

′

r if γ(qr) = ξlr and γ′(ξr) = ξk
′

r . So, the group law is:

(t, γ, λ)(t′, γ′, λ′) = (tt′εr(γ, γ′), γγ′, λ+ λ′) .
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We easily verify that the group law is associative, as εr satisfies the
following property (and the symmetric property):

εr(γγ′, γ′′) = εr(γ, γ′′)εr(γ′, γ′′) .

In fact, εr : E∨q × E∨q → µr is bilinear, µr denoting the group of the rth
roots of the unity.

Proposition 4.6. — The group C∗ is central in Gp,r and we have:
Gp,r = Hr × C where

1→ C∗ u→ Hr
v→ E∨q → 1 , u(t) = (t, 1) , v((t, γ)) = γ

is a central extension.

Proof. — We easily verify that (t, γ)(t′, 1) = (t′, 1)(t, γ). �

Remark 4.7. — The extension 1→ C∗ → Hr → E∨q → 1 is central but
the exact sequence does not split. Indeed, to choose a section s : E∨q → Hr

such that v ◦ s = IdE∨q , the only possibility is to put s(γ) = (1, γ), but it is
not a morphism of groups because (1, γ)(1, γ′) = (εr(γ, γ′), γγ′).

Let r, s ∈ N∗, if r divides s then Ep,r is a full subcategory of Ep,s. Thanks
to Proposition 2.21 of [4], we have the onto morphisms of groups:

ϕr,s : Gp,s → Gp,r, ϕr,s(t, γ, λ) = (ts/r, γ, λ) .

Proposition 4.8. — The universal formal Galois group is then Gp =
H × C where H = lim←−Hr and

1→ Q∨ → H → E∨q → 1

is a central extension. The morphisms ϕr : Gp → Gp,r are ϕr(α, γ, λ) =
(α( 1

r ), γ, λ).
An element of Gp is a triple (α, γ, λ), α ∈ Q∨, γ ∈ E∨q and λ ∈ C. The

group law is:

(α, γ, λ)(α′, γ′, λ′) = (αα′ε(γ, γ′), γγ′, λ+ λ′)

where ε : E∨q × E∨q → Q∨ is a morphism of groups such that r ∈ N∗,
ε(γ, γ′)( 1

r ) = εr(γ, γ′).

Proof. — To prove Proposition 4.8, we need the two following lemmas.

Lemma 4.9. — lim←−(Hr × C) = lim←−(Hr)× C.
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Lemma 4.10. — If we consider C∗ with the following projective system:
let r, s ∈ N∗, if r divides s, we put:

ρr,s : C∗s → C∗r
t 7→ ts/r.

Then lim←−(C∗r) = Q∨.

The proofs of the lemmas are left to the reader.
For all r ∈ N∗, we have the following exact sequence:

1→ C∗ → Hr → E∨q → 0 .

Let us consider the following morphism of groups:

ε : E∨q × E∨q → Q∨

(γ, γ′) 7→ ε(γ, γ′) ,

where ε(γ, γ′) : Q → C∗ is a group morphism defined for all r ∈ N∗ by
ε(γ, γ′)( 1

r ) = εr(γ, γ′).
So, we have Gp = lim←−(Hr)× C. One puts H = lim←−Hr. We have:

H =
{

(α, γ) ∈ Q∨ × E∨q

∣∣∣∣∣ ∀ α, α
′ ∈ Q∨,∀ γ, γ′ ∈ E∨q ,

(α, γ)(α′, γ′) = (αα′ε(γ, γ′), γγ′)

}
with the morphisms:

ψr : H → Hr

(α, γ) 7→
(
α

(
1
r

)
, γ

)
,

that satisfy ϕr,s| ◦ ψs = ψr.
As a consequence, we have the following diagram of exact sequences:

1 // Q∨ //

ρr

��

lim←−Hr = H //

ψr

��

E∨q //

id

��

1

1 // C∗ // Hr
// E∨q // 1 ,

ρr : Q∨ → C∗ is defined by α 7→ α
( 1
r

)
. These extensions are central. �

We find the same result as van der Put and Reversat obtained by the
Picard–Vessiot theory
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4.2. Galois group

Let (K ′, σq′) be a q′-difference field, (K ′, σq′) = (K,σq), (Kr, σqr ) or
(K,σqr ), we denote by:

• E(K ′, q′): the category of q′-difference modules overK ′. If (K ′, σq′) =
(K,σq), we simply denote it by E .

• Er(K ′, q′), r ∈ N∗: the category of q′-difference modules over K ′ of
slopes k

r , k ∈ Z and over (K,σq), we simply denote it by Er.
Every q-difference module admits a unique graded module. The functor

gr from E to Ep (cf. [16]) associates with a q-difference moduleM its graded
module and with a morphism of q-difference modules its graded morphism.
It is faithful, exact and tensor compatible.
We can consider that an element of E has a matrix in standard form:

AU =

A1 Ui,j
. . .

0 As

,
where Ai is the matrix of a pure isoclinic module in normal form. According
to the Section 2, Ui,j are matrices with coefficients in C[z, z−1].

We defined on Ep, the functor ωz0 . Now, we define the functor ω̂z0 :=
ωz0 ◦ gr on E . It is a fiber functor on E . The category E provided with this
fiber functor is tannakian. Let G := Aut⊗(ω̂z0) be its Galois group. On
the other hand, Ep is a subcategory of E , if we denote by i this inclusion,
gr ◦ i = id and by tannakian duality, we have:

G
i∗ // Gp
gr∗
oo and i∗ ◦ gr∗ = id .

Let S = Ker i∗ be the Stokes group (whose elements are trivial on pure
modules), we obtain a split exact sequence:

1→ S → G→ Gp → 1.

Thus, the Galois group G is the semi direct product of S by Gp, G = SoGp.
The group Gp acts by conjugation on the elements of S: we will set for all
g0 ∈ Gp and s ∈ S, sg0 = g0 s g

−1
0 ∈ S.

For all r ∈ N∗, the functor ω̂z0 restricts to the rigid abelian tensor
subcategories Er and the inclusion i restricts too: Ep,r ⊂ Er, as a conse-
quence, we can define: Gr := Aut⊗(ω̂z0 |Er ) the Galois group of the tan-
nakian category Er and Sr = Ker(i∗|Gr ), the exact sequence of groups
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1 → Sr → Gr → Gp,r → 1 is also split. We have the following commuta-
tive diagram:

1 // S //

��

G //

��

Gp //

��

1

1 // Sr // Gr // Gp,r // 1.

The functor also restricts to the tannakian category which is generated by
an object M of E , in this case, we will denote the previous groups by SM ,
GM and Gp,M and we have the split exact sequence of algebraic groups:

1→ SM → GM → Gp,M → 1.

By tannakian theory, every tannakian category is equivalent to the cat-
egory of rational representations of its Galois group. With an object M of
E , we can associate the representation ρM : G→ GL(ω̂z0(M)), ϕ 7→ ϕ(M).
The group GM is identified to the algebraic subgroup Im ρM = G(M) =
{ϕ(M) | ϕ ∈ GM} of GL(ω̂z0(M)).

4.3. Extensions of representations

We consider C the tannakian category generated by q-difference modules
with two slopes whose graded module is fixed. Precisely, we fix M0 =
(Kn1+n2 ,ΦA0) which is a pure module with two slopes such that:

A0 =
(
A1 0
0 A2

)
.

The modules (Kn1 ,ΦA1) and (Kn2 ,ΦA2) are pure isoclinic of slopes
µ1 < µ2. The category C is generated by the q-difference modules M =
(Kn1+n2 ,ΦAU ) where:

AU =
(
A1 U

0 A2

)
U ∈Mn1,n2(K) .

Abusing the notation, a matrix denotes its associated module. Thus, for all
U ∈Mn1,n2(K), we have an exact sequence of q-difference modules:

0→ A1 → AU → A2 → 0 .

To simplify, we set ω := ωz0 and ω̂ = ω◦gr, and hereG is the Galois group
of the category C obtained by restriction of the functor ω̂, S is the Stokes
group and G0 the Galois group of 〈M0〉, which is also the formal Galois
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group associated to the category C. The following split exact sequence of
groups is still true:

1→ S → G→ G0 → 1.
For the properties of vector groups used in the following, see [2, §1.2]

or [6].

Proposition 4.11. — The Stokes group of the category C is a vector
group, that is to say, pro-unipotent and commutative.

Proof. — Let N be an object of C, 〈N〉 is a full subcategory of C, then
there is an onto morphism of groups j∗N : G → GN and N ′ > N if there
is an onto morphism of algebraic groups j∗N,N ′ : GN ′ → GN . The following
diagram is commutative:

1 // S //

j∗N
��

G //

j∗N
��

G0 //

j∗N
��

1

1 // SN // GN // G0,N // 1.

In the basic caseM = (Kn1+n2 ,ΦAU ), the Stokes group SM is isomorphic
to the algebraic subgroupSn1,n2(C) of GLn1+n2(C) (defined in Section 2.1),
so SM is a vector space. Generally,

S = lim←−SN
for the projective system: N ′ > N , if there exists X such that N ′ = N⊕X,
and by restriction, there is a linear morphism j∗N,N ′ : SN ′ → SN .

According to [4], G = lim←−GN , for all N , SN is a subgroup of GN and
the morphisms j∗N,N ′ restrict to S. Therefore, S = lim←−SN is a commutative
proalgebraic subgroup and it is pro-unipotent. �

For i = 1, 2, let Vi denote the C-vector space ω̂(Ai). Let ρ1 : G→ GL(V1)
be the representation of the group G associated with A1 and ρ2 : G →
GL(V2) the representation associated with A2. If we denote by ρ the repre-
sentation ofG associated with AU , the following sequence of representations
is exact:

0→ ρ1 → ρ→ ρ2 → 0 .
We have:

ρ(g) =
(
ρ1(g) α(g)

0 ρ2(g)

)
where α is a map G → L(V2, V1) such that ρ is a representation of group,
which means that α verifies:

(4.1) ∀ g, g′ ∈ G, α(gg′) = ρ1(g)α(g′) + α(g)ρ2(g′) .
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Theorem 4.12. — There is an isomorphism of C-vector spaces:

Ext(ρ2, ρ1) ∼→ LG0(S,L(V2, V1)) .

Here, the group G0 acts on S and on L(V2, V1)) which are G0-modules.
We define the C-vector space LG0(S,L(V2, V1)) to be the set of lin-

ear maps α from S to L(V2, V1) such that for all g0 ∈ G0, α(sg0) =
ρ1(g0)α(s)ρ2(g0)−1 where sg0 := g0sg

−1
0 .

Remark 4.13. — Let us notice the analogy with the Corollary 5.11 of [7],
the authors obtain a similar result with a Picard–Vessiot theory.

Proof. — The group G acts on L(V2, V1) in the following way:

∀ g ∈ G,∀ A ∈ L(V2, V1) , g.A := ρ1(g)Aρ2(g)−1.

We define H1(G,L(V2, V1)) as the quotient

Z1(G,L(V2, V1))/B1(G,L(V2, V1))

where Z1 is the set of cocycles and B1 the set of coboundaries, they are
defined by:

Z1(G,L(V2, V1)) =
{
f : G→ L(V2, V1)

∣∣∣∣∣ ∀ g, g
′ ∈ G,

f(gg′) = g.f(g′) + f(g)

}

B1(G,L(V2, V1)) =
{
f ∈ Z1(G,L(V2, V1))

∣∣∣∣∣ ∃ A ∈ L(V2, V1),∀ g ∈ G,
f(g) = g.A−A

}
and all f in Z1(G,L(V2, V1)) and B1(G,L(V2, V1)) are rational.
Every matrix AU gives a representation of the group G, ρ : G →

GL(V1 × V2):

ρ(g) =
(
ρ1(g) α(g)

0 ρ2(g)

)
.

We put for all g ∈ G, Zρ(g) = α(g)ρ2(g)−1. Then, Zρ is a cocycle of
dimension 1 for the cohomology of the group G with values in L(V2, V1).
Indeed,

dZρ(gg′)
= g.Zρ(g′)− Zρ(gg′) + Zρ(g)

= ρ1(g)α(g′)ρ2(gg′)−1−α(gg′)ρ2(gg′)−1 +α(g)ρ2(g)−1

= ρ1(g)α(g′)ρ2(gg′)−1−ρ1(g)α(g′)ρ2(gg′)−1−α(g)ρ2(g)−1 +α(g)ρ2(g)−1

= 0 .
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As a consequence, Zρ ∈ Z1(G,L(V2, V1)). Let B be a coboundary, there
exists A ∈ L(V2, V1) such that for all g ∈ G, B(g) = g.A − A. So, Zρ and
Zρ′ are in the same cohomology class if, and only if,

∀ g ∈ G, Zρ(g) = Zρ′(g) + g.A−A
⇔ α(g) = α′(g) + ρ1(g)A−Aρ2(g)

⇔ ρ(g) =
(

Id −A
0 Id

)(
ρ1(g) α′(g)

0 ρ2(g)

)(
Id A

0 Id

)
,

that is to say, the representation ρ is isomorphic to the representation ρ′,
they have the same class in Ext(ρ2, ρ1). We prove in the same way that
[Zρ] = 0 if, and only if, ρ is in the class of ρ1⊕ ρ2. Thus, we obtain an well
defined injective map:

Ext(ρ2, ρ1)→ H1(G,L(V2, V1)), ρ 7→ [Zρ] .

This is a bijection because if Z is a cocycle, we set for all g ∈ G, α(g) :=
Z(g)ρ2(g) and α is in L(V2, V1). As Z is a cocycle α satisfies the prop-
erty (4.1), so ρ defined by

ρ(g) =
(
ρ1(g) α(g)

0 ρ2(g)

)
is a representation of the group G in Ext(ρ2, ρ1). We have constructed a
bijection of sets:

(4.2) Ext(ρ2, ρ1) ∼→ H1(G,L(V2, V1)) .

There is left to prove:
(1) H1(G,L(V2, V1)) ∼= LG0(S,L(V2, V1)),
(2) the previous bijection (4.2) is a linear isomorphism.

Lemma 4.14. — H1(G,L(V2, V1)) ∼= LG0(S,L(V2, V1)) by [Zρ] 7→ Zρ|S .

Proof of Lemma 4.14. — Let g ∈ G, we can write g = sg0 where s ∈ S
and g0 ∈ G0 because G = S oG0. Let Z be a cocycle of Z1(G,L(V2, V1)),
we have:

Z(g) = Z(sg0) = s.Z(g0) + Z(s) = ρ1(s)Z(g0)ρ2(s)−1 + Z(s).

But ρi(s) = s(Ai) = Id for i = 1, 2 because Ai is a matrix of a pure isoclinic
module. Thus, Z(g) = Z(g0) + Z(s) and a coboundary for S is necessarily
zero because B(s) = s.A−A = A−A = 0.
We have H1(G,L(V2, V1)) ⊂ H1(G0,L(V2, V1)) × LG0(S,L(V2, V1)) de-

fined by [Z] 7→ ([Z|G0 ], Z|S). Indeed for all s ∈ S, we have Z(sg0) =
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ρ1(g0)Z(s)ρ2(g0)−1 so Z|S is in LG0(S,L(V2, V1)). We have a well defined
and injective map.
Let us prove that H1(G0,L(V2, V1)) = 0. Let Z ′ be a cocycle in

Z1(G0,L(V2, V1)) = 0, Z ′ gives a rational representation of G0:

ρ : G0 → GL(V1 × V2), g0 7→
(

1 Z ′(g0)
0 1

)(
ρ1(g) 0

0 ρ2(g)

)
,

such that the sequence of representations of G0, 1 → ρ1 → ρ → ρ2 → 1
is exact. By tannakian duality, the category of rational representations of
G0 is equivalent to the category 〈M0〉. This exact sequence corresponds
to the exact sequence in 〈M0〉: 1 → M1 → M → M2 → 1. Necessarily,
M = M1⊕M2 since 〈M0〉 has only pure modules and M1 and M2 have not
the same slope. Thus, we have ρ = ρ1 ⊕ ρ2 and Zρ(g0) = Z ′(g0) = 0.
If g = sg0, and Z ∈ H1(G,L(V2, V1)), then Z(g) = Z(s). The map de-

scribed by the lemma is injective. It is onto: we put α ∈ LG0(S,L(V2, V1)),
for all g ∈ G, g = sg0, Z(g) = Z(sg0) := α(s), Z is a cocycle, indeed:

Z(gg′) = Z(sg0s
′g′0) = Z(ss′g0g0g

′
0) = α(ss′g0) = α(s) + g0.α(s′)

= Z(g) + g.Z(g′) . �

To finish the proof of the theorem, we have to prove that the bijection
between Ext(ρ2, ρ1) and LG0(S,L(V2, V1)) is a linear isomorphism.
The structure of C-vector space of Ext(ρ2, ρ1) is described in [12] at

Section A.4 (for the extensions of modules). An element of Ext(ρ2, ρ1) is a
representation of G of the form:

ρ : G→ GL(V ) , ∀ g ∈ G, ρ(g) =
(
ρ1(g) α(g)

0 ρ2(g)

)
,

addition is given by:

ρ+ ρ′ : g 7→
(
ρ1(g) α(g) + α′(g)

0 ρ2(g)

)
,

the identity element is the representation ρ1 ⊕ ρ2 where for all g ∈ G,
α(g) = 0. And scalar multiplication by λ ∈ C is defined by:

λρ : g 7→
(
ρ1(g) λα(g)

0 ρ2(g)

)
.

Our map:

κ : Ext(ρ2, ρ1)→ LG0(S,L(V2, V1)), ρ 7→ Zρ|S = α|S

is C-linear and bijective. �
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Remark 4.15. — The theory of [18, Chapter VII] can be extended to the
context of algebraic groups and rational maps. The Theorem 4.12 is then
a particular case of the sequence of inflation restriction of [18, Chapter VII
p. 126]. Indeed, by setting A = L(V2, V1), we have the following exact
sequence:

0→ H1(G/S,AS)→ H1(G,A)→ H1(S,A)G0 → H2(G/S,A) ,

induced by S ⊂ G and i∗ : G→ G0.
But the action of S onA is trivial, as a consequenceAS = A andH1(S,A)

is Hom(S,A), thus H1(S,A)G0 = LG0(S,A). In fact, we have:

0→ H1(G0, A)→ H1(G,A)→ LG0(S,A)→ 0 .

The map H1(G,A)→ LG0(S,A) is onto by the Lemma 4.14, we proved by
hand but not using the fact H2 = 0, the principal argument is G = SoG0.
By tannakian theory, we prove that H1(G0, A) is zero.

4.3.1. Link between the Galois group of an element of F(P1, P2) and its
corresponding element in F(P1 ⊗ P∨2 , 1)

If P1 = (Kn1 ,ΦA1) and P2 = (Kn2 ,ΦA2) are two pure isoclinic modules
of slopes µ1 < µ2, we saw that F(P1, P2) and F(P1⊗P∨2 , 1) are isomorphic
(Theorem 2.4). If we take a representative of a class of F(P1, P2), M =
(Kn1+n2 ,ΦAU ) with:

AU =
(
A1 U

0 A2

)
and the corresponding element in F(P1 ⊗ P∨2 , 1) is M ′ = (Kr1r2+1,ΦA′

U′
)

where:
A′U ′ =

(
B1⊗̂B∨2 U ′

0 1

)
U ′ = ÛB−1

2 .

Now we shall describe the relationship between their Galois groups.
According to Proposition 2.2 established during the study of F(P1, P2),

the module M ′ is a pullback, we have:

M ′ = (M ⊗ P∨2 )×P2⊗P∨2 1.

There is an equivalence of categories between the category of q-difference
modules and the category of the rational representations of the Galois
group, so we study the pullback of the associated representations.
We follow the scheme of Proposition 2.2. We denote by W1 = ω̂z0(P1)

and W2 = ω̂z0(P2) the vector spaces associated with P1 and P2. The repre-
sentations of the Galois group of P1 and P2 are ρ1 : G→ GL(W1) and ρ2 :
G→ GL(W2).
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The representation which is associated withM is an extension of ρ2 by ρ1,
we denote it by: ρv : G→ GL(W1×W2) such that for all (x1, x2) ∈W1×W2,
ρv(g)(x1, x2) = (ρ1(g)(x1)+v(g)(x2), ρ2(g)(x2)), where v : G→ L(W2,W1)
satisfies:

∀ g, g′ ∈ G, v(gg′) = ρ1(g)v(g′) + v(g)ρ2(g′) .

We have an exact sequence of representations:

0→ ρ1 → ρv → ρ2 → 0

by identifying ρ⊗ ρ∨2 with Hom(ρ2, ρ), we have the exact sequence

0→ Hom(ρ2, ρ1)→ Hom(ρ2, ρv)→ Hom(ρ2, ρ2)→ 0

where Hom(ρ2, ρ1) corresponds to the representation G→ L(W2,W1) such
that g 7→ (p ∈ L(W2,W1) 7→ ρ1(g) ◦ p ◦ ρ2(g)−1); Hom(ρ2, ρ2) corresponds
to the representation G → L(W2,W2) such that g 7→ (q ∈ L(W2,W2) 7→
ρ2(g)◦q◦ρ2(g)−1) and Hom(ρ2, ρv) corresponds to the representation G→
L(W2,W1)× L(W2,W2) such that

g 7→
(
(p, q) 7→ (ρ1(g) ◦ p ◦ ρ2(g)−1 + v(g) ◦ q ◦ ρ2(g)−1, ρ2(g) ◦ q ◦ ρ2(g)−1)

)
.

We make the pullback by 1→ Hom(ρ2, ρ2) where 1 is the trivial represen-
tation and this morphism is described by C→ L(W2,W2), λ 7→ λ Id. Then,
we obtain a representation

G→ (L(W2,W1)× L(W2,W2))×L(W2,W2) C

defined by:

g 7→
(
(p, λ) 7→ (ρ1(g) ◦ p ◦ ρ2(g)−1 + λv(g) ◦ ρ2(g)−1, λ)

)
by identifying q = λ Id .

So, we have:

G(M) =
{
ρv(g) =

(
ρ1(g) v(g)

0 ρ2(g)

)}
and

G(M ′) =
{(

(ρ1 ⊗ ρ∨2 )(g) V (g)
0 1

)}
where

(ρ1 ⊗ ρ∨2 )(g))(p) = ρ1(g) ◦ p ◦ ρ2(g)−1

where V (g) ∈ L(W2,W1) and V (g)(p) = v(g) ◦ p ◦ ρ2(g)−1.
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As far as the Stokes groups are concerned, we have:

S(M) =
{(

IdW1 v(s)
0 IdW2

)
, s ∈ S

}
,

S(M ′) =
{(

IdL(W2,W1) V (s)
0 1

)
, s ∈ S

}
and V (s) is identified with v(s) through the identification of L(W2,W1)
with W1 ⊗W∨2 . We obtain the following proposition:

Proposition 4.16. — The isomorphism of C-vector spaces which iden-
tifies Mr1,r2(C) and Mr1r2,1(C) induces the isomorphism:

S(M) ∼= S(M ′) .

4.3.2. The functor itr

There are many processes to make the slopes of a q-difference module
integral, we could use ramification as in [7]. To compute the Stokes opera-
tors in Section 3, we did not use ramification. An iteration process appears
in the calculations and we will see that is a way to have integral slopes.
Let r ∈ N∗, we work on the category Er(K, q). We define the functor

iteration of order r, denoted by itr. It is a functor from the category Er(K, q)
to the category E1(K, qr):

itr : Er(K, q) → E1(K, qr)
M = (Kn,ΦA) itr(M) = (Kn,ΦrA)

F : M → N  F : itr(M)→ itr(N) .

Remark 4.17. — In fact, ΦrA = Φσr−1
q (A)...σq(A)A and the morphisms are

invariant by itr because:

ΦB ◦ F = F ◦ ΦA ⇒ ΦrB ◦ F = F ◦ ΦrA .

Lemma 4.18. — The functor itr makes the slopes of modules in Er(K, q)
integral.

Proof. — The functor itr multiplies the slopes by r. �

Proposition 4.19. — The functor itr is exact, faithful and tensor com-
patible.
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We notice that ω̂z0 |Er(K,q) = ω̂z0 |E1(K,qr) ◦ itr, by tannakian duality, we
obtain the following commutative diagram:

1 // Sr(K, q) // Gr(K, q) // Gp,r(K, q) // 1

1 // S1(K, qr) //

it∗r

OO

Gr(K, qr) //

it∗r

OO

Gp,1(K, qr) //

it∗r

OO

1.

Remark 4.20. — The morphism it∗r is not a closed immersion, for ex-
ample, the module (K,Φz) of Er(K, q) cannot be a itr(K,Φa): otherwise
z = σr−1

q (a) . . . σq(a)a but it is not possible in K.

Nevertheless, it∗r(S1(K, qr)) is a subgroup of Sr(K, q). As a consequence,
if we find a morphism F : gr(AU ) → gr(AU ) such that F (z0) ∈
S1(K, qr)(itr(AU )) then F (z0) ∈ Sr(K, q)(AU ). We will see in the next
paragraph, that this argument enables us to show that our Stokes opera-
tors are galoisian.

4.3.3. Stokes operators for two slopes

According to [17],the Stokes operators for a module M = (Kn,ΦAU )
with integral slopes are for all c̄, d̄ /∈ Σ(A0) the meromorphic morphisms
over C∗, Sc̄,d̄F̂ (AU ) and their poles are the q-spirals [−c; q] and [−d; q]. We
fix c0 /∈ Σ(A0) ∪ {¯̄z0} and we put as σqr -modules:

∀ c̄ ∈ Eq , ∆̇c̄(AU ) := Resd̄=c̄ logSc̄0,d̄F̂ (AU )(z0) .

The ∆̇c̄ are called the q-alien derivations (see the introduction of [9] for
the explanation of the analogy). According to [9], the q-alien derivation are
“Lie-like” morphisms of the Lie algebra s1 of S1.
When the slopes are not integral, we introduced similar notations for

Stokes operators in the case of two slopes: S̃¯̄c, ¯̄dF (AU ) is the Stokes operator,
it is a meromorphic automorphism over C∗ of A0, its poles are, for i =
0, . . . , r, the qr-spirals [−cq−i+1; qr] and [−dq−i+1; qr]. And ∆̃¯̄c(AU ) :=
Res ¯̄d=¯̄c log S̃c̄0,d̄F̂ (AU )(z0) is the residue in ¯̄c ∈ Σ(A0).
One non integral slope and one null slope. — Let M = (Kr+1,ΦAU ) be

a q-difference module whose graded module is E(r,−d, br)⊕ 1, the matrix
AU has the following form:

AU =
(
B U

0 1

)
, B :=


0 1 0
...

. . .
0 1

b′z−d 0 . . . 0
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where b′ = q
−d(r−1)

2 br ∈ C∗.
Let hl = (1, γl, 0), l ∈ Z, be elements of the formal Galois group Gp,r,

γl ∈ E∨q . We suppose γ0 = 1, the trivial morphism. Moreover, we have
C∗ = U × qR (U is the set of complex numbers of module 1), we define
γ1 ∈ E∨q such that γ1 is trivial over U and for all x ∈ R, γ1(qx) = e2iπx. In
particular, γ1(ξr) = 1 and γ1(qr) = ξr.
Finally, we define for l > 2, γl = (γ1)l, that is for all c ∈ Eq, γl(c) :=

(γ1(c))l.We notice that for all l ∈ Z, γl(qr) = ξlr and for all l, l′ ∈ Z,
γlγl′ = γl+l′ .
For all ¯̄c ∈ Eqr \Σ(A0), we find a meromorphic isomorphism on C∗ from

M0 to M denoted by:

S̃¯̄cF̂ (AU ) =
(
Ir F̃¯̄c(AU )
0 1

)
.

The map c ∈ C∗ 7→ F̃¯̄c0,¯̄c(AU )(z0) is meromorphic on C∗ and the poles
are Σ(A0). Thus the residues ∆̃¯̄c(AU ) = Res ¯̄d=¯̄c log S̃ ¯̄dF̂ (AU ) are such that:

∆̃¯̄c(AU ) =
(

0 Res ¯̄d=¯̄cF̃ ¯̄d(AU )
0 0

)
.

And for the qr-difference module with integral slopes and matrix itr(AU ),
we have, for all ¯̄c ∈ Eqr \ Σ(itr(A0)),

S¯̄cF̂ (itr(AU )) =
(
Ir F¯̄c(itr(AU ))
0 1

)

and for all ¯̄c ∈ Σ(itr(A0)),

∆̇¯̄c(itr(AU )) =
(

0 Res ¯̄d=¯̄cF ¯̄d(itr(AU ))
0 0

)
.

Proposition 4.21. — For all ¯̄c ∈ Eqr \ Σ(itr(A0)),

F̃¯̄c(AU ) =
r−1∑
j=0

r−1∑
l=0

1
r

γl(qdjr )
γl(b)

hl(B)F
cj

(itr(AU )) ,

where cj := cq−j .
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Proof. — We remember that F̃¯̄c(AU ) = t(f1, . . . , fr) satisfies the follow-
ing system (cf. system (2.8)):

f2 = σq(f1)− u1

f3 = σ2
q (f1)− (σq(u1) + u2)

...

fr = σr−1
q (f1)− (σr−2

q (u1) + · · ·+ σq(ur−2) + ur−1)

σrq(f1) = b′z−df1 + σr−1
q (u1) + · · ·+ σq(ur−1) + ur

and f1 = g
θd
qr,c

with g holomorphic on C∗.
We have

itr(B) = z−d


b′ 0 . . . 0

0 b′q−d
. . .

...
...

. . . . . . 0
0 . . . 0 b′q−(r−1)d


and

itr(AU ) =
(

itr(B) V

0 1

)
, V =

r−2∑
k=0

σr−1
q (B) . . . σk+1

q (B)σkq (U) + σr−1
q (U) .

We have Σ(itr(AU )) = {c ∈ C∗ | ∃ i = 0, . . . , r − 1, cd = b′q− id} mod qr.
Moreover, we easily verify that

σq(F )−BF = U ⇒ σrq(F )− itr(B)F = V .

Let us write, F¯̄c(itr(AU )) = t(f1,¯̄c, f2,¯̄c, . . . , fr,¯̄c), by the uniqueness of
the fi,¯̄c, we notice that:

f1 = f1,¯̄c, f2 = f2,c1 , . . . , fr = f
r,cr−1

.

Thus,

F̃¯̄c(AU ) = E1,1Fc(itr(AU )) + E2,2Fc1(itr(AU )) + · · ·+ Er,rFcr−1
(itr(AU )),

where Ei,j is the elementary matrix with zeroes everywhere except at the
place (i, j).

According to Lemma 4.5:

r−1∑
l=0

1
r
γl(qdjr )


1 0 . . . 0

0 γl(qr)−d
. . .

...
...

. . . . . . 0
0 . . . 0 γl(qr)−(r−1)d

 = Ej+1,j+1 .
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As

hl(B) = γl(b)


1 0 . . . 0

0 γl(qr)−d
. . .

...
...

. . . . . . 0
0 . . . 0 γl(qr)−(r−1)d

,
we obtain the formula. �

Lemma 4.22. — The only vector spaces which are stable under
Gp(E(r,−d, br)) are {0} and Cr.

Proof. — Let us suppose that X = t(x1, x2, . . . , xr) ∈ s(M) ⊂ Cr then
for all l ∈ {0, . . . , r − 1},

1
ξlr

. . .
ξ
l(r−1)
r



x1
x2
...
xr

 =


x1
ξlrx2
...

ξ
(r−1)l
r xr

 ∈ s(M) ,

because r and d are coprime (ξdr is a primitive rth root of the unity).
According to Lemma 4.5, for all j ∈ {0, . . . , r − 1} we have:

r−1∑
j=0

ξr−jlr


x1
ξlrx2
...

ξ
(r−1)l
r xr

 =



0
...
0

rxj+1
0
...
0


∈ s(M) .

And thanks to the permutation matrices
0 α−1

0
...

. . .
0 α−1

r−2
α0 . . . αr−2 0


k

for all k ∈ {1, . . . , r}, we have xjEk ∈ s(M) where Ek is the elementary
vector whose coordinates are equal to zero except the kth which is 1.

As a conclusion, if there exists X 6= 0 in s(M) then s(M) = Cr. �

We can extend the previous lemma to the case of an arbitrary indecom-
posable module.
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Lemma 4.23. — The vector spaces which are stable byGp(E(r,−d, br)⊗
Um) are {0} and Crm.

Proof. — An element of Gp(E(r,−d, br)⊗Um) is a matrix C⊗Wλ
m where

C is in Gp(E(r,−d, br)) and λ ∈ C. Let V be a vector space stable by
Gp(E(r,−d, br)⊗ Um) and X ∈ V such that

X =

X1
...

Xm

 ∈ Crm, Xi ∈ Cr.

Let us take λ = 0. Then,

C ⊗ ImX =

CX1
...

CXm

 ∈ V .
As in the previous proof, we show that for j = 1, . . . , r,

Ej,jX1
...

Ej,jXm

 ∈ V .
Let us take λ = 1, then,

Ej,jX1 + Ej,jX2
...

Ej,jXm

 ∈ V .
We prove the following by induction: for all k = 1, . . . ,m,

Ej,jXk

...
Ej,jXm

0
...
0


∈ V .
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Consequently, for all j, for all x ∈ C

Ejx

0
...
...
0

 ∈ V and



...
0
Ejx

0
...

 ∈ V .

By the permutation matrices, X = 0 is the unique vector of V or V =
Crm. �

Proposition 4.24. — For all ¯̄c ∈ Eqr \ (Σ(itr(A0)) ∪ { ¯̄z0}),

∆̃¯̄c(AU ) =
r−1∑
j=0

r−1∑
l=0

1
r

γl(qdjr )
γl(b)

hl(A0).∆̇
cq−j

(itr(AU )) ∈ s(M) .

Proof. — It is a consequence of the Proposition 4.21 with z = z0 and
taking the residue in ¯̄c, and because S¯̄c, ¯̄dF̂ (itr(AU )) ∈ S(M). �

Remark 4.25. — This formula remains the same if we replace AU by

the matrix in standard form
(

1 V

0 B∨

)
, V = −UB∨, of the dual of M .

Any object of the tannakian category generated by the q-difference mod-
uleM , denoted by 〈M〉, belongs in particular to the category Er(K), so the
functor itr makes the slopes integral. Thus, we can define for any object
N = (Kn,ΦA) of 〈M〉, an element of the Lie algebra s(N):

∀ ¯̄c ∈ Eqr \ (Σ(itr(grA)) ∪ { ¯̄z0}) ,

∆̃¯̄c(A) :=
r−1∑
j=0

r−1∑
l=0

1
r

γl(qdjr )
γl(b)

hl(grA).∆̇
cq−j

(itr(A)) ∈ s(N).

Proposition 4.26. — The operators ∆̃¯̄c are “Lie-like” morphisms, in
the Lie algebra sM . Moreover,

∆̃¯̄c( ·) :=
r−1∑
j=0

r−1∑
l=0

1
r

γl(qdjr )
γl(b)

hl.∆̇
cq−j

(itr( ·))

and we have the inversion formula:

∆̇¯̄c(itr( ·)) =
r−1∑
j=0

r−1∑
l=0

1
r

γl(qdjr )
γl(b)

hl.∆̃
cqj

( ·)
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Remark 4.27. — I have no conceptual explanation for the complicated
calculations that follow, nor for the apparent “self-duality” in the above
formulas.

Proof. — The operators ∆̇
cq−j

(itr( ·)) are “Lie-like” morphisms, in the
Lie algebra sM , that is to say

∆̇
cq−j

(itr(A⊗B)) = ∆̇
cq−j

(itr(A))⊗ 1 + 1⊗ ∆̇
cq−j

(itr(B)).

The formula linking ∆̃¯̄c( ·) and ∆̇
cq−j

(itr( ·)) is linear so the morphisms

∆̃¯̄c( ·) are “Lie-like” morphisms in the Lie algebra sM .
Let us prove the inversion formula:

r−1∑
j′=0

r−1∑
l′=0

1
r

γl′(qdj
′

r )
γl′(b)

hl′ .∆̃
cqj′

( ·)

=
r−1∑
j′0

r−1∑
l′=0

1
r

γl′(qdj
′

r )
γl′(b)

hl′ .

r−1∑
j=0

r−1∑
l=0

1
r

γl(qdjr )
γl(b)

hl.∆̇
cqj′−j

(itr( ·))

=
r−1∑
j=0

r−1∑
j′=0

1
r2

r−1∑
l=0

r−1∑
l′=0

γl(qdjr )γl′(qdj
′

r )
γl+l′(b)

hlhl′ .∆̇
cqj′−j

(itr( ·))

=
r−1∑
j=0

r−1∑
j′=0

1
r2

(
r−1∑
k=0

k∑
l=0

γl(qdjr )γk−l(qdj
′

r )
γk(b) hk

+
2r−2∑
k=r

r−1∑
l=k−r+1

γl(qdjr )γk−l(qdj
′

r )
γk(b) hk

)
.∆̇

cqj′−j
(itr( ·))

=
r−1∑
j=0

r−1∑
j′=0

1
r2

(
r−1∑
k=0

k∑
l=0

γl(qdjr )γk−l(qdj
′

r )
γk(b) hk

+
r−1∑
k=0

r−1∑
l=k+1

γl(qdjr )γk−l(qdj
′

r )
γk(b) hk

)
.∆̇

cqj′−j
(itr( ·))

because hk(A0) = hk−r(A0)

=
r−1∑
j=0

r−1∑
j′=0

1
r2

(
r−1∑
k=0

r−1∑
l=0

γl(qdjr )γk−l(qdj
′

r )
γk(b) hk

)
.∆̇

cqj′−j
(itr( ·))

=
r−1∑
j=0

r−1∑
j′=0

1
r2

(
r−1∑
k=0

γk(qdj′r )
γk(b)

r−1∑
l=0

γl(qd(j−j′)
r ) hk

)
.∆̇

cqj′−j
(itr( ·))
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=
r−1∑
j=0

1
r

(
r−1∑
k=0

γk(qdjr )
γk(b) hk

)
∆̇
c
(itr( ·))

because
∑r−1
l=0 γl(q

d(j−j′)
r ) = 0

even if j = j′ according to Lemma 4.5

=
r−1∑
k=0

1
r

1
γk(b)

r−1∑
j=0

γk(qdjr )

hk.∆̇c
(itr( ·))

= ∆̇
c
(itr( ·)) because

r−1∑
j=0

γk(qdjr ) = 0 except for k = 0 �

In the previous section, we computed the Stokes operators for a module
with two non integral slopes, of the form M = (Kr1+r2 ,ΦAU ), where:

AU =
(
B1 U

0 B2

)
and for i = 1, 2, Bi is the matrix associated with the irreducible module
E(ri, di, bri ) of rank ri and slope di

ri
such that d1

r1
< d2

r2
. We notice that

it was equivalent to compute those of the module M ′ = (Kr1r2+1,ΦA′
U′

)
where:

A′U ′ =
(
B1⊗̂B∨2 U ′

0 1

)
U ′ = ÛB−1

2 .

We saw in Proposition 4.16 that S(M) and S(M ′) can be identified, con-
sequently, we just have to prove the Stokes operators associated with M ′
are galoisian.
We can generalize the previous results to the module M ′ whose graded

module is E(r1, d1, b
r1
1 )⊗E(r2,−d2, b

−r2
2 )⊕1. According to Proposition 1.14,

formula are nearly the same. We obtain the following corollary:

Corollary 4.28. — The Stokes operators of the Galois group of a
module with two non integral slopes are galoisian.

The residues ∆̃¯̄c(AU ) are in the Lie algebra s(M). It will give us gener-
ators of the Stokes group associated with the module M .

4.4. Density theorem

In the case of integral slopes, Ramis and Sauloy proved the following
theorem:
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Theorem 4.29 ([10, Theorem 3.5]). — The formal Galois group Gp,1
and the Stokes subgroup associated with q-alien derivations ∆̇ generate a
Zariski dense subgroup of the Galois group of q-difference modules with
integral slopes G1.

Here, we generalize this theorem to the Galois group Gp taking inspira-
tion from the results of the previous paragraph, where the analogue of the
q-alien derivations seems to be the ∆̇¯̄c ◦ itr.

Theorem 4.30. — Let r ∈ N∗. The subgroup of Sr(K, q) associated
with the residues ∆̇¯̄c ◦ itr and the formal Galois group Gp,r(K, q) generate
a Zariski-dense subgroup of Gr(K, q).

Remark 4.31. — If r = 1, we recover Theorem 4.29.

Proof. — We use a density theorem of Chevalley, the same as the proof
of Theorem 3.5 of [10], it may be formulated by:

Theorem. — Let H be a subgroup of Gr(K, q). For H to generate
Zariski-dense subgroup of Gr(K, q), it is sufficient that for each object M
of Er(K, q) and each line D of ω̂z0(M) invariant under the action of each
element of H, then D is invariant under the action of Gr(K, q).

We take H = Gp,r(K, q) × exp({∆̇¯̄c ◦ itr | c ∈ C∗}). Let (Kn,ΦAU ) be
an object of Er(K, q). Thanks to the canonical filtration by the slopes, we
may suppose that AU has the following form:

AU =


A1

A2 Ui,j

0
. . .

As


the matrices Ai correspond to pure isoclinic modules of slopes ki/r, ki ∈ Z,
such that k1 < k2 < · · · < ks. The matrix of the associated graded module
is A0.
Let D be a line of ω̂z0(M) = Cn and X a generator of this line, we write

it by blocks:

X =

X1
...
Xs

.
The lineD is supposed to be invariant under the action of Gp,r(K, q), which
means that for each matrix B ∈ Gp,r(K, q), BX and X are colinear.
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To be invariant by ∆̇¯̄c ◦ itr means that ∆̇¯̄c ◦ itr(AU )X = 0 because
∆̇¯̄c ◦ itr is in the Lie algebra of S(M). We have to prove that D ∈ sr(K, q),
D(M)X = 0.

The slopes are distinct, the action of C∗ of the formal Galois group
implies that only one Xi corresponding to a unique slope µi is non zero.
Indeed,for all t ∈ C∗, t

k1X1
...

tksXs


must be colinear to X.

We proved in Lemma 4.23 that the vector spaces stabilized by the formal
Galois group of an indecomposable module of rank n and of non integral
slope are {0} and Cn. A module with non inegral slopes is a direct sum of
indecomposable modules, the same proof shows that if µi is non integral
then Xi = 0. In this case, we are done.
On the other hand, if µi is integral, then Ai = zµiA′i, Ramis and Sauloy

proved in [10, Lemma 2.2] that Xi is an eigenvector of A′i. Then, there
exists λ an eigenvalue of A′i such that A0X = λzµiX.
We may suppose that i = s because if we denote by M ′ the submodule

of M whose slopes are smaller than ki/r and of rank n′ = n1 + · · · +
ni, the inclusion given by the matrix Inc =

(
In′
0
)
is a morphism of q-

difference module. By functoriality, the vector X ′ = IncX and the matrix
A′ corresponding to M ′ verify the same hypothesis as X and AU .

Then, we have an analytic morphism:

λzµs
X−→ A0 .

Moreover, there exists a unique formal morphism tangent to identity F̂ :
A0 → AU (that is to say in Sn1,...,ns(K̂)), hence a formal morphism G =
F̂X : λzµs → AU . If we prove that this morphism is analytic then we will
have the following commutative diagram for all D ∈ S:

C
G0(z0)=X //

D(λzµs )
��

Cn

D(AU )
��

C
G0(z0) // Cn

where G0 is the graded morphism associated with G. But D(λzµs) = 0
because the module is pure, as a consequence D(AU )X = 0.
Now, we just have to prove that G = F̂X is analytic. By hypothesis

∆̇¯̄c◦itr(AU )X = 0. The functor itr does not change morphisms, by applying
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it on G we have:
itr(λzµs)

X→ itr(A0) F̂→ itr(AU ) .
Now, the slopes are integral and we have the same hypothesis as Lemma 3.6
of [10]. This lemma shows that G is an analytic morphism. �

Corollary 4.32. — Let M = (Kn,ΦAU ), with AU =
(
B1 U
0 B2

)
where

for i = 1, 2, Bi is the matrix associated with the irreducible module
E(ri, di, bri ). The ∆̃¯̄c and their conjugates by the action of the formal Galois
group Gp,M generate a Zariski-dense Lie subalgebra of sM .

Proof. — It is a consequence of the previous theorem and Proposi-
tion 4.26. �
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