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LARGE DEVIATIONS OF A FORCED
VELOCITY-JUMP PROCESS WITH A

HAMILTON–JACOBI APPROACH

by Nils CAILLERIE (*)

Abstract. — We study the dispersion of a particle whose motion dynamics
can be described by a forced velocity jump process. To investigate large deviations
results, we study the Kolmogorov forward equation of this process in the hyperbolic
scaling (t, x, v) → (t/ε, x/ε, v) and then, perform a Hopf–Cole transform which
gives us a kinetic equation on a potential. We prove the convergence of this potential
as ε → 0 to the solution of a Hamilton–Jacobi equation. The hamiltonian can have
a C1 singularity, as was previously observed in this kind of studies. This is a
preliminary work before studying spreading results for more realistic processes.
Résumé. — Nous nous intéressons à la dispersion d’une particule dont le mou-

vement peut être décrit par un processus à sauts de vitesse contraint par un force
extérieure. Pour établir des résultats de grandes déviations, nous étudions l’équa-
tion de Kolmogorov après rééchelonnement hyperbolique (t, x, v) → (t/ε, x/ε, v),
puis nous effectuons une transformée de Hopf–Cole qui nous donne une équation
cinétique suivie par un potentiel. Nous montrons la convergence pour ε → 0 de
ce potentiel vers la solution de viscosité d’une équation de Hamilton–Jacobi. Le
hamiltonien peut présenter une singularité C1, comme il a déjà été constaté dans
ce type d’études. Ceci est un travail préliminaire avant d’étudier des résultats de
propagation pour des processus plus réalistes.

1. Introduction

In this paper, we study the dispersion in Rd of a particle whose mo-
tion dynamics is described by the following piecewise deterministic Markov
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process (PDMP). During the so-called “run phase” (i.e. the deterministic
part), the particle is moving in Rd and is submitted to a force whose in-
tensity and direction are given by the vector Γ, which only depends on the
insantaneous velocity of the particle. Therefore, its position Xs and veloc-
ity Vs at time s are given by the following system of ordinary differential
equations

(1.1)
{
Ẋs = Vs,
V̇s = Γ(Vs).

We shall call the measure space (V, ν), where ν is the Lebesgue measure
on V , the set of admissible velocities. After a random exponential time with
mean 1, a “tumble” occurs: the particle chooses a new velocity at random
on the space V , independently from its last velocity. The law of the velocity
redistribution process is given by the probability density function M with
respect to ν. The particle enters a new running phase which will again last
for a random exponential time of parameter 1, and so on. We assume that
the law of (X0,V0) has a probability density function with respect to ν

given by f0 ∈W 1,∞(Rd × V ).
The Kolmogorov forward equation of this process is the following con-

servative kinetic equation:

(1.2) ∂tf + v · ∇xf + divv (Γf) = M(v)ρ− f, (t, x, v) ∈ R+ × Rd × V,

where ρ is the macroscopic density of f :

ρ(t, x) :=
∫
V

f(t, x, v)dν(v),

with initial condition

(1.3) f(0, x, v) = f0(x, v).

We assume that V is a compact manifold of Rd with a (possibly empty)
boundary. In the case where Γ is not the null vector field, we shall assume
that the boundary of V is smooth. Consequently, we can define Γd~S, where
the vector ~S(v) is the normal vector to ∂V at point v ∈ ∂V . We shall assume
that Γd~S is the null measure. This condition guarantees that the total mass
of the system is conserved thanks to Ostrogradsky’s Theorem. In the case
where the boundary of V is not empty, for every function g from V to R,
we define (when possible) Γ · ∇vg on ∂V as follows:

(Γ · ∇vg)(w) = d
dsg(γs)

∣∣∣∣
s=0

,

ANNALES DE L’INSTITUT FOURIER



FORCED VELOCITY-JUMP PROCESS WITH A HJ APPROACH 1735

for γ in V such that γ(0) = w and γ̇s = Γ(γs) for all s in [−δ, δ]. For a
function G from V to Rd, we define divv(ΓG) on ∂V (when possible) as

divv(ΓG)(w) =
∑
i

(Γ∇vGi)(w).

The function M ∈ C0(V ) is assumed to satisfy

(1.4) min
v∈V

M(v) > 0,

and

(1.5) divv(ΓM) = 0.

The so-called force term Γ is a Lipschitz-continuous function of v. Thanks
to this, we can define the flow of −Γ:

(1.6)
{
φ̇vs = −Γ (φvs) ,
φv0 = v,

Global existence of solutions of the Bhatnagar–Gross–Krook equation
(which is very similar to ours) was established by Perthame in [25].

We assume that Γ satisfies a Poincaré–Bendixson condition in the sense
that, for all v ∈ V , the limit set of the orbit of v is either a zero of −Γ or
a periodic orbit of −Γ. In other words,

(1.7) ∀ v ∈ V, ∃ w0 ∈ V and T > 0 such that

φw0
T = w0 and

⋂
t>0
{φvs , s > t} = {φw0

s , 0 6 s 6 T} .

Finally, we assume the following mixing property:

(1.8) For all F ∈ C0(V,R), ∃ w ∈ C0(V, V ) such that

lim
t→+∞

1
t

∫ t

0
F (φvs) ds = F (w(v)).

Note that, thanks to the Poincaré–Bendixson condition (1.7), we already
get the existence of a w in the convex hull of V such that 1

t

∫
[0,t] F (φvs)ds→

F (w). Here, we assume furthermore that this “representative” of v can be
chosen in V , even when V is not convex. Moreover, we assume that, for
every fixed F , there exists a continuous function that maps every v onto
one of his representatives.
In order to study large deviations results for this process, we use the

method of geometric optics [18, 21]. We study the rescaled function

TOME 71 (2021), FASCICULE 4



1736 Nils CAILLERIE

fε(t, x, v) := f
(
t
ε ,

x
ε , v
)
, which satisfies

∂tf
ε+v ·∇fε+ 1

ε
divv (Γfε) = 1

ε
(M(v)ρε − fε) , (t, x, v) ∈ R+×Rd×V.

Thanks to (1.5), fε quickly relaxes towards M .
We introduce the following WKB ansatz

ϕε(t, x, v) := −ε log
(
fε(t, x, v)

M

)
,

or equivalently
fε(t, x, v) = Me−

ϕε(t,x,v)
ε .

Then, ϕε satisfies

(1.9) ∂tϕ
ε + v · ∇ϕε + Γ

ε
· ∇vϕε =

∫
V

M(v′)
(

1− e
ϕε−ϕ′ε

ε

)
dν(v′),

where (here and until the end) ϕ′ε stands for ϕε(t, x, v′).
The main result of this paper is that (ϕε)ε converges to the viscosity

solution of some Hamilton–Jacobi equation.

Motivations and earlier related works

This work was conducted during the author’s PhD on partial differen-
tial equations and random processes with application to biological model-
ing [12]. Lately, PDMPs have been used in a lot of different contexts for
biological modeling (see [26] for some examples). PDMPs have been stud-
ied in many other situations implying deterministic dynamics perturbed at
rare random events. One can look at Davis’ book [15] for a general intro-
duction on these random processes. A general class of PDMPs implying
Ordinary Differential Equations and jumps at random times can be found
in [15, Section 22].

More precisely, the motivation of this work comes from the study of
concentration waves in bacterial colonies of Escherichia coli. Kinetic models
have been proposed to study the Run & Tumble motion of the bacterium at
the mesoscopic scale in [1, 28]. More recently, it has been established that
these kinetic models are more accurate than their diffusion approximations
to describe the speed of a colony of bacteria in a channel of nutrient [27].
This has raised some interest on the study of front propagation in kinetic
models driven by chemotactic effect [13] but also by growth effect [4, 5, 9].
Our goal is to explore those studies further, by considering kinetic equations
with a force term, in view of studying propagation of biological species with
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FORCED VELOCITY-JUMP PROCESS WITH A HJ APPROACH 1737

an effect of the environment (one could think of fluid resistance of water
for bacteria, for example). A physically relevant force term may not satisfy
all the assumptions of the present paper, mostly because of (1.5), but our
result and methods can be adapted for different force terms. Therefore, our
study should be considered as a preliminary work before studying more
realistic models.
When Γ ≡ 0, a convergence result for (ϕε)ε already exists. The question

has originally been solved in [6] by Bouin and Calvez who proved con-
vergence of (ϕε)ε to the solution of a Hamilton–Jacobi equation with an
implicitly defined hamiltonian. Their result, however, only holds in dimen-
sion 1, since the implicit formulation of the hamiltonian may not have a
solution. It was then generalized to higher dimensions by the author in [11].
The proof relied on the establishment of uniform (with respect to ε) a priori
bounds on the potential ϕε, which may not hold in our situation. If one
requires that div Γ = 0, the proof of [11] can be adapted to our situation
since one can establish those a priori bounds (see [12, Chapter 3]).
When the velocity set is unbounded and Γ ≡ 0, one observes an accelera-

tion of the front of propagation, which highlights the difference between the
kinetic model and its diffusion approximation. Due to this acceleration, the
hyperbolic scaling is no longer the right one to follow the front. In the spe-
cial case where M is gaussian and for the scaling (t, x, v)→

(
t
ε ,

x
ε3/2 ,

v
ε1/2

)
the Hamilton–Jacobi limit was performed by Bouin, Calvez, Grenier and
Nadin in [7].
As was previously mentioned, spreading can also been driven by growth

effect. Propagation in a similar model, without the force term but with a
reaction-term of KPP-type was investigated by Bouin, Calvez and Nadin
in [9]. They established the existence of travelling wave solutions in the
one-dimensional case. Interestingly enough, the speed of propagation they
established differed from the KPP speed obtained in the diffusion approxi-
mation. Their result was generalized to the higher velocity dimension case
by Bouin and the author in [5]. In the present paper, we will use the method
of geometric optics [18, 21], the half-relaxed limits method of Barles and
Perthame [3] and the perturbed test function method of Evans [16] in a sim-
ilar fashion as in [5, 10]. The Hamilton–Jacobi framework can also be used
in other various situations involving population dynamics (not necessarily
structured by velocity) [8, 10, 22, 23, 24].

TOME 71 (2021), FASCICULE 4



1738 Nils CAILLERIE

Main result

To identify a candidate for the limit, let us assume formally that this
limit ϕ0 := limε→0 ϕ

ε is independent of the velocity variable and that the
convergence speed is of order 1 in ε, which would mean that there exists a
function η such that

(1.10) ϕε(t, x, v) = ϕ0(t, x) + εη(t, x, v) +O(ε2).

Plugging (1.10) into eq. (1.9), we get formally at the order ε0

(1.11) ∂tϕ
0 + v · ∇xϕ0 + Γ · ∇vη =

∫
V

M ′
(

1− eη−η
′
)

dν(v′).

When t and x are fixed, (1.11) is a differential equation in the variable v.
Let us set p := ∇xϕ0(t, x), H := −∂tϕ0(t, x) and Q(v) := e−η(v). Then, Q
satisfies

(1.12)
{
HQ(v) = (v · p−1)Q(v)−Γ(v) · ∇vQ(v) +

∫
V
M ′Q′dν(v′), v ∈V,

Q > 0.

For fixed p, this is a spectral problem where Q and H are viewed as
an eigenvector and the associated eigenvalue. We will discuss the resolu-
tion of this spectral problem in Section 2. This resolution motivates the
introduction of the following hamiltonian.

Definition 1.1. — For all p ∈ Rd, we set

(1.13) H(p) := inf
{
H ∈ R

∣∣∣∣ ∫
V

M(v′)Qp,H(v′)dν(v′) 6 1
}
,

where

(1.14) Qp,H (v) :=
∫ +∞

0
exp
(
−
∫ t

0
(1 +H − φvs · p) ds

)
dt,

and φ is the flow of −Γ:

(1.15)
{
φ̇vs = −Γ (φvs) ,
φv0 = v.

As in [14], this spectral problem may not have a solution in C1(V ) and
one may need to solve it in the set of positive measures (one can refer
to [11] where a similar situation occurs). Therefore, let us define the so-
called singular set of M and Γ, that is the set where the spectral problem
has no solution in C1(V ):

ANNALES DE L’INSTITUT FOURIER
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Definition 1.2. — We call “Singular set of M and Γ” the set
(1.16)

Sing (M,Γ) :=
{
p ∈ Rd

∣∣∣∣{H ∈ R
∣∣∣∣ 1 < ∫

V

M ′Q′p,Hdν(v′) < +∞
}

= ∅
}
.

Let us now state our main result.

Theorem 1.3. — Let us assume that (1.4), (1.5), (1.7) and (1.8) hold.
Let ϕε satisfy eq. (1.9). Let us assume furthermore that the initial condition
is well-prepared: ϕε(0, x, v) := ϕ0(x) > 0. Then, the function ϕε converges
uniformly locally toward some function ϕ0 which is independent from v.
Moreover, ϕ0 is the viscosity solution of the Hamiton-Jacobi equation

(1.17)
{
∂tϕ

0 +H
(
∇xϕ0) = 0, (t, x) ∈ R∗+ × Rd,

ϕ0(0, · ) = ϕ0.

where H is defined as in Definition 1.1.

Remark 1.4. — The sufficient conditions onH that guarantee the unique-
ness of the solution of the Hamilton–Jacobi Equation (1.17) will be proven
in Proposition 2.7.

Remark 1.5. — As [6, 7, 11], this work can be viewed as a preliminary
work in the theory of large deviations for simple velocity jump processes.
We use the logarithmic transformation as Flemming [19] and then we use
the Hamilton–Jacobi approach of Evans and Ishii [17] (also used in [20]).
For example, one can check that

lim
ε→0

ε logP
(
εXt/ε ∈ Ωc

)
= lim
ε→0

ε log
∫

Ωc×V
f

(
t

ε
,
x

ε
, v

)
dxdv

= lim
ε→0

ε log
∫

Ωc×V
Me−

ϕε

ε dxdv

= −max
Ωc

ϕ(t, · ),

for any bounded measurable set Ω ⊂ Rd.

The paper is organized as follows: in Section 2, we describe how we
obtain the hamiltonian and prove some results that we will use later on.
In particular, we solve the spectral problem (1.12). Section 3 is devoted to
the proof of Theorem 1.3.

Acknowledgments

The author would like to thank Julien Vovelle and Vincent Calvez for
presenting this problem to him and for the many discussions that followed.

TOME 71 (2021), FASCICULE 4



1740 Nils CAILLERIE

The author would also like to thank Emeric Bouin, Serge Parmentier and
Jean-Christophe Mourrat, who were very helpful. The author has also re-
ceived help from Nicolas Champagnat and Jérôme Coville who, when re-
viewing the author’s PhD thesis, gave important advice on the redaction
of the proof. Significant insightful remarks were given by the reviewer to
the author.

2. Identification of the hamiltonian

2.1. The spectral problem

Here, we discuss the resolution of the spectral problem, that is: for all
p ∈ Rd, find H and a function Q > 0 such that

HQ(v) = (v · p− 1)Q(v)− Γ(v) · ∇vQ(v) +
∫
V

M ′Q′dν(v′)

holds, for all v ∈ V .
To find such a solution, we use the method of characteristics. Assume

that Q ∈ C1(v) solves the spectral problem and let us define φ as the flow
of −Γ (see (1.15)). Then, we have

d
ds

(
Q(φvs) exp

(
−
∫ s

0
(1 +H − φvσ · p) dσ

))
= − exp

(
−
∫ s

0
(1+H−φvσ ·p)dσ

)
[(1+H−φvs ·p)Q(φvs)+Γ(φvs) · ∇vQ(φvs)]

= − exp
(
−
∫ s

0
(1 +H − φvσ · p) dσ

)∫
V

M ′Q′dν(v′).

Suppose that, for ν-almost all v ∈ V ,

(2.1) lim
s→+∞

exp
(
−
∫ s

0
(1 +H − φvσ · p) dσ

)
= 0.

Then, integrating between 0 and +∞ gives

(2.2) Q(v) =
∫ +∞

0
exp
(
−
∫ t

0
(1 +H − φvs · p) ds

)
dt
∫
V

M ′Q′dν(v′).

Integrating eq. (2.2) against M finally gives

1 =
∫
V

M(v)
∫ +∞

0
exp
(
−
∫ t

0
(1 +H − φvs · p) ds

)
dtdν(v).

ANNALES DE L’INSTITUT FOURIER
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In other terms, solving the spectral problem is equivalent to finding H ∈ R
such that

∫
V
M ′Q′p,Hdν(v′) = 1 holds, where

Qp,H(v) =
∫ +∞

0
exp
(
−
∫ t

0
(1 +H − φvs · p) ds

)
dt.

Let us discuss the well-definedness of the previous integral. Let H >
maxv∈V {v · p− 1}+ δ, where δ > 0. Then, for all v ∈ V ,

exp
(
−
∫ t

0
(1 +H − φvs · p) ds

)
6 e−δt,

hence (2.1) holds and

Qp,H(v) 6 1
δ
.

It is straight-forward to check that H 7→ exp(−
∫ t

0 (1 + H − φvs · p)ds) is
monotically decreasing and continuous. As a result, the set {H ∈ R | (2.1)
holds for almost all v ∈ V } is an interval. Moreover, if

∫
V
M ′Q′p,Hdν′ <

+∞, then (2.1) holds for almost all v ∈ V otherwise Qp,H would not be
integrable. Finally, if there exists H such that

∫
V
M ′Q′p,Hdν′ = 1, then

such H is unique. Let us recall the definition of our hamiltonian:

H(p) := inf
{
H ∈ R

∣∣∣∣ ∫ M(v′)Qp,H(v′)dν(v′) 6 1
}
.

By monotone convergence,
∫
M(v′)Qp,H(p)(v′)dν(v′) 6 1 therefore

lim
s→+∞

exp
(
−
∫ s

0
(1 +H(p)− φvσ · p) dσ

)
= 0,

for almost all v ∈ V .

Proposition 2.1. — Resolution of the spectral problem in C1(V )
(i) If p ∈ Sing(M,Γ)c, then

∫
V
M ′Q′p,H(p)dν(v′) = 1, i.e. the couple

(Qp,H(p),H(p)) is a solution to the spectral problem (1.12).
(ii) If p ∈ Sing(M,Γ), then

∫
V
M ′Qp,H(p)dν′ 6 1 and supv∈V Qp,H(p) =

+∞, i.e. there is no solution of the spectral problem (1.12) in C1(V ).

Proof.
(i). — Let p ∈ Sing(M,Γ)c. By definition, there exists H0 ∈ R such that∫
V
M ′Q′p,H0

dν′ > 1. By continuity and monotonicity ofH 7→
∫
V
M ′Q′p,Hdν′,

this means that, for all H0 < H < H(p),

+∞ >

∫
V

M ′Q′p,H0
dν′ >

∫
V

M ′Q′p,Hdν′ > 1,

TOME 71 (2021), FASCICULE 4
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the last inequality being true by definition since H < H(p) (recall (1.13)).
Finally,

1 >
∫
V

M ′Q′p,H(p)dν′ = lim
H↘H(p)

∫
V

M ′Q′p,Hdν′ > 1,

which proves (i).
(ii). — Suppose that p ∈ Sing(M,Γ). We get the inequality∫
V
M ′Qp,H(p)dν′ 6 1 by taking the limit

lim
H↘H(p)

∫
V

M ′Q′p,Hdν′

Since
∫
V
M(v′)Qp,H(v′)dν(v′) 6 1 for all H > H(p), we get the result

by dominated convergence. To prove the second part, let us assume by
contradiction that Qp,H(p) is bounded. We let δ > 0. Then,

sup
v∈V

Qp,H(p)−δ = +∞.

Indeed, in the opposite case Qp,H(p)−δ is bounded and hence, integrable on
V which is not possible since p ∈ Sing(M,Γ). Where defined, the function
Zδ := Qp,H(p)−δ −Qp,H(p) satisfies

(1 +H(p)− δ − v · p)Zδ + Γ · ∇vZδ = δQp,H(p) 6 δ
∥∥Qp,H(p)

∥∥
∞ .

By the method of characteristics, this implies that

Zδ(v) 6 δ
∥∥Qp,H(p)

∥∥
∞

∫ +∞

0
exp
(
−
∫ t

0
(1 +H(p)− δ − φvs · p) ds

)
dt

= δ
∥∥Qp,H(p)

∥∥
∞Qp,H(p)(v)

6 δ
∥∥Qp,H(p)

∥∥
∞Qp,H(p)−δ(v),

for all v where Qp,H(p)−δ(v) < +∞. Hence,

Qp,H(p)(v) >
(
1− δ

∥∥Qp,H(p)
∥∥
∞

)
Qp,H(p)−δ(v).

Since QH(p) is bounded and supv∈V Qp,H(p)−δ = +∞, this is absurd. �

We now look what happens when p ∈ Sing(M,Γ)c.

Lemma 2.2. — Let p ∈ Sing(M,Γ)c and let v lie out of the domain of
Qp,H(p), i.e. Qp,H(p)(v) = +∞. Thanks to the Poincaré–Bendixson condi-
tion (1.7), either φvt converges to some v0 ∈ V or the limit set of (φvt )t is
the periodic orbit of some v0 ∈ V . Either way, Qp,H(p)(v0) = +∞.

Proof. — The result holds since

lim
t→+∞

1
t

∫ t

0
(1 +H(p)− φvs · p) ds = lim

t→+∞

1
t

∫ t

0
(1 +H(p)− φv0

s · p) ds,

ANNALES DE L’INSTITUT FOURIER
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which implies that

exp
(
−
∫ t

0
(1 +H(p)− φvs · p) ds

)
∼

t→+∞
exp
(
−
∫ t

0
(1 +H(p)− φv0

s · p) ds
)
. �

Lemma 2.3. — Let now v0 be defined as in Lemma 2.2 and let

(2.3) F (v) := 1 +H(p)− v · p, ∀ v ∈ V.

Let w(v0, F ) ∈ V be the vector defined after the mixing property (1.8).
Then, 1 +H(p)− w · p = 0.

Proof. — Let us assume that 1 +H(p)− w · p = δ > 0. Then,

exp
(
−
∫ t

0
(1 +H(p)− φv0

s · p) ds
)
∼

t→+∞
e−δt,

hence Qp,H(p)(v0) =
∫

[0,+∞) exp(−
∫

[0,t](1 + H(p) − φv0
s · p)ds)dt < +∞,

which is absurd after Lemma 2.2. �

Remark 2.4. — To prove our main theorem, we will use the perturbed
test function method of Evans [16] to build a sub- and a super-solution of
the Hamilton–Jacobi equation (1.17). When p ∈ Sing(M,Γ)c, we will use
the C1 solution of Proposition 2.1 to build the perturbed test function in
question. It is worth mentioning that when p ∈ Sing(M,Γ), we will use the
vector w ∈ V given by Lemma 2.3 as well as the function Qp,H(p) ∈ L1(V ).
However, we will only use the regular part Qp,H(p) in the super-solution
procedure, whereas we will only use the vector w in the sub-solution pro-
cedure.

2.2. Examples

Such a hamiltonian was already studied in a less general setting. Here
are two examples taken from [6, 11, 12].

Example 2.5 (The special case Γ ≡ 0.). — Suppose that V is a compact
set such that 0 belongs to the interior of the convex hull of V . In this case,
Sing(M,Γ) =

{
p ∈ Rd,

∫
V

M(v′)
µ(p)−v·p 6 1

}
, where µ(p) := maxv∈V {v · p}.

The hamiltonian is then defined by:∫
V

M(v)
1 +H(p)− v · pdν(v) = 1, if p /∈ Sing(M,Γ),(2.4)

H(p) = µ(p)− 1, if p ∈ Sing(M,Γ).(2.5)
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When V = [−1, 1] and M ≡ 1
2 , then Sing(M,Γ) = ∅ and H(p) = p−tanh p

tanh p
for all p ∈ Rd.

One can refer to [6, 11] for more details. Let us emphasize that the
hamiltonian (2.4)–(2.5) is consistent with ours. Indeed, when Γ ≡ 0, then
M ≡M and φvs = v, for all s, hence∫

V

M(v)
∫ +∞

0
exp
(
−
∫ t

0
(1 +H(p)− φvs · p) ds

)
dtdν(v)

=
∫
V

M(v)
∫ +∞

0
exp
(
−
∫ t

0
(1 +H(p)− v · p) ds

)
dtdν(v)

=
∫
V

M(v)
1 +H(p)− v · pdν(v).

It is also straightforward to check that the hamiltonian from [6, 11] and
ours coincide on Sing(M,Γ).

Example 2.6. — Let d = 3, V be the unit sphere that we parame-
trize with the usual spherical coordinates: V = {(θ, ϕ) ∈ [0, 2π] × [0, π]},
v(θ, ϕ) := (sin(ϕ) cos(θ), sin(ϕ) sin(θ), cosϕ) and let M depend only on ϕ
and Γ(θ, ϕ) = (sinϕ, 0). If p /∈ Sing(M,Γ), then H(p) is implicitly defined
by∫
V

M(ϕ)
∫ +∞

0
exp
(
−
∫ t

0
(1 +H(p)− v(θ − s, ϕ) · p)ds

)
dt sin(ϕ)dθdϕ

4π = 1,

and if p ∈ Sing(M,Γ), then H(p) = |p · e3| − 1, where e3 = (0, 0, 1).

One can find a proof of this result in [12, Chapter 3]. Let us empha-
size that the addition of the force term is a singular perturbation in our
Hamilton–Jacobi framework since the hamiltonian of Example 2.6 is dif-
ferent, at least on Sing(M,Γ), from the one obtained when Γ ≡ 0.

2.3. Properties of the hamiltonian

Proposition 2.7. — The hamiltonian has the following properties:
(i) 0 ∈ Sing(M,Γ)c and H(0) = 0.
(ii) H is C1 on Rd \ Sing(M,Γ).
(iii) H is Lipschitz-continuous on Rd.
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Proof.

(i). — This result is trivial once one notices that∫
V

M(v)
∫ +∞

0
exp
(
−
∫ t

0
ds
)

dtdν(v) =
∫
V

M(v)dν(v) = 1.

(ii). — On Sing(M,Γ)c, the function H is implicitly defined by the re-
lation

(2.6)
∫
V

M(v)Qp,H(p)(v)dν(v) = 1.

Moreover, the function (p,H) 7→
∫
V
M ′Q′p,Hdν′ is C1 by classical measure

theory. Therefore, by the implicit function theorem,H is C1 on Sing(M,Γ)c.

(iii). — Since for all p ∈ ∂ Sing(M,Γ),

max
H∈B(p)

{∫
V

M(v)Qp,H(v)dν(v)
}

= 1,

we conclude that H is continuous on Rd.
Differentiating (2.6) with respect to p and recalling (1.14), we get for all

p ∈ Rd \ ∂ Sing(M,Γ),

∫
V

M(v)
∫ +∞

0

(∫ t

0
(∇H(p)− φvs) ds

)
× exp

(∫ t

0
(1 +H(p)− φvs · p) ds

)
dtdν(v) = 0.

Hence,

(2.7) |∇H(p)| 6 sup
v∈V
|v| , ∀ p ∈ Rd \ Sing(M,Γ).

We let now p, q ∈ Sing(M,Γ) and we assume without loss of generality that
H(p) > H(q). Then, for all v ∈ {Qp,H(p) < +∞} ∩ {Qq,H(q) < +∞}, we
have

H(p) = v · p− 1− Γ(v) · ∇v log
(
Qp,H(p)(v)

)
+ 1
Qp,H(p)(v) ,(2.8)

H(q) = v · q − 1− Γ(v) · ∇v log
(
Qq,H(q)(v)

)
+ 1
Qq,H(q)(v) .(2.9)
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Hence, for all v ∈ {Qp,H(p) < +∞} ∩ {Qq,H(q) < +∞},

H(p)−H(q) = φvs · (p− q)
− Γ(v) ·

(
∇v log

(
Qp,H(p)(φvs)

)
−∇v log

(
Qq,H(q)(φvs)

))
+
(

1
Qp,H(p)(φvs)

− 1
Qq,H(q)(φvs)

)
6 φvs · (p− q)
− Γ(v) ·

(
∇v log

(
Qp,H(p)(φvs)

)
−∇v log

(
Qq,H(q)(φvs)

))
+ 1
Qp,H(p)(φvs)

.

We now apply limt→+∞
1
t

∫
[0,t] ·ds to the last inequality. Thanks to the

mixing property 1.8, there exists ω(p, q) ∈ V and w(v) ∈ V such that

H(p)−H(q) = ω · (v − q) + 1
Qp,H(p)(w)

6 sup
v∈V
|v| · |p− q|+ 1

Qp,H(p)(w(v)) .

Now, infv∈V
{ 1
Qp,H(p)(w(v))

}
= 0. Indeed, in the opposite case, by the con-

tinuity of w(v) with respect to v, we would get inf 1
Qp,H(p)

> 0, which is
absurd since sup Qp,H(p) = +∞. From this, we conclude that

(2.10) |H(p)−H(q)| 6 sup
v∈V
|v| · |p− q| , ∀ p, q ∈ Sing(M,Γ).

We can now conclude that H is Lipschitz continuous on all Rd. Indeed,
we let p, q ∈ Rd. Then, for every interval (τ0, τ1) such that

(τ0, τ1) ⊂ {τ ∈ [0, 1] | τp+ (1− τ)q ∈ Sing(M,Γ)},

we have

|H(τ1p+ (1− τ1)q)−H(τ0p+ (1− τ0)q)| 6 (τ1 − τ0) · sup
v∈V
|v| · |p− q| ,

thanks to (2.10). Moreover, for every interval [τ1, τ2] such that

[τ1, τ2] ⊂ {τ ∈ [0, 1] | τp+ (1− τ)q ∈ Rd \ Sing(M,Γ)},

we have

|H(τ2p+ (1− τ2)q)−H(τ1p+ (1− τ1)q)| 6 (τ2 − τ1) · sup
v∈V
|v| · |p− q| ,
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thanks to (2.7) and the mean value theorem. We conclude by taking a
subdivision

H(p)−H(q) = H(p)− · · ·+H(τ0p+ (1− τ0)q)
−H(τ1p+ (1− τ1)q) +H(τ1p+ (1− τ1)q)
−H(τ2p+ (1− τ2)q) + · · · − H(q). �

3. Convergence to the Hamilton–Jacobi limit

3.1. A priori estimates

Proposition 3.1. — Let us assume that (1.4) and (1.5) hold. Let ϕε
satisfy eq. (1.9). Let us assume that the initial condition is well-prepared:
ϕε(0, x, v) = ϕ0(x) > 0. Then, ϕε is uniformly bounded with respect to x,
v, and ε. More precisely, for all 0 6 t 6 T ,

(3.1) 0 6 ϕε(t, · , · ) 6 ‖ϕ0‖∞ + T

Proof. — Let (X ε,Vε) be the characteristics associated with (1.9):
Ẋ x,vs,t = Vx,vs,t ,
X x,vt,t = x,

V̇x,vs,t = Γ(Vx,v
s,t )
ε ,

Vx,vt,t = v.

Here, we dropped the ε for readability reasons. Using the method of char-
acteristics, we get the following relation

ϕε(t, x, v) = ϕ0(X x,v0,t )

+
∫ t

0

∫
V

M(v′)
(

1− exp
(
ϕε(s,X x,vs,t ,V

x,v
s,t )− ϕε(s,X x,vs,t , v

′)
ε

))
dν(v′)ds.

Hence,

ϕε(t, x, v) 6 ϕ0(X x,v0,t ) +
∫ t

0

∫
V

M(v′)dν(v′)ds

6 ‖ϕ0‖∞ +
∫ T

0

∫
V

M(v′)dν(v′)ds = ‖ϕ0‖∞ + T,

so we have an upper bound on ϕε.
We get the lower bound by noticing that 0 trivially satisfies (1.9). �
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3.2. Proof of Theorem 1.3

In this Section, we prove Theorem 1.3 using the half-relaxed limits
method of Barles and Perthame [3] in the same spirit as in [5]. Additionally,
we use the method of the perturbed test function of Evans [16] using the
same ideas as in [5, 6, 11].

Thanks to Proposition 3.1, the sequence (ϕε)ε is uniformly bounded in
L∞ with respect to ε. We can thus define its lower and upper semi contin-
uous envelopes:

ϕ∗(t, x, v) = lim sup
ε→0

(s,y,w)→(t,x,v)

ϕε(s, y, w),

ϕ∗(t, x, v) = lim inf
ε→0

(s,y,w)→(t,x,v)

ϕε(s, y, w).
(3.2)

We will prove that ϕ∗ and ϕ∗ are respectively a sub- and a super-solution
of the Hamilton–Jacobi equation. In order to do that, we need to prove
that neither functions depend on the velocity variable. For this, we will use
a similar proof to [5]. We write it here for the sake of self-containedness.

Lemma 3.2. — Both ϕ∗ and ϕ∗ are constant with respect to the velocity
variable on R∗+ × Rd.

Proof. — Let (t0, x0, v0) ∈ R∗+ × Rd × V and ψ ∈ C1 (R∗+ × Rd × V
)
be

a test function such that ϕ∗ −ψ has a strict local maximum at (t0, x0, v0).
Then, there exists a sequence (tε, xε, vε) such that ϕε − ψ attains its
maximum at (tε, xε, vε) and such that (tε, xε, vε) → (t0, x0, v0). Thus,
limε→0 ϕ

ε(tε, xε, vε) = ϕ∗(t, x, v). Moreover, at point (tε, xε, vε), we have:

∂tψ + vε · ∇xψ + Γ(vε)
ε
· ∇vψ =

∫
V

M(v′)
(

1− e
ϕε−ϕε′

ε

)
dν(v′).

From this, and using the fact that

0 < minM 6M 6 max M < +∞,

0 < minM 6M 6 max M < +∞,

we deduce that ε
∫
V ′
M(v′)e

ϕε(tε,xε,vε)−ϕε(tε,xε,v′)
ε dν(v′) is uniformly bounded

for all V ′ ⊂ V . By the Jensen inequality,

ε exp
(

1
ε |V ′|M

∫
V ′
M(v′) (ϕε(tε, xε, vε)− ϕε(tε, xε, v′)) dν(v′)

)
6

ε

|V ′|M

∫
V ′
M(v′)e

ϕε(tε,xε,vε)−ϕε(tε,xε,v′)
ε dν(v′),
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where |V ′|M :=
∫
V ′
M(v′)dν(v′). We deduce that

lim sup
ε→0

∫
V ′
M(v′) (ϕε(tε, xε, vε)− ϕε(tε, xε, v′)) dν(v′) 6 0

We write∫
V ′
M(v′) (ϕε(vε)− ϕε(v′)) dν(v′)

=
∫
V ′
M(v′) [(ϕε(vε)− ψ(vε))− (ϕε(v′)− ψ(v′)) + (ψ(vε)− ψ(v′))] dν(v′)

=
∫
V ′
M(v′) [(ϕε(vε)− ψ(vε))− (ϕε(v′)− ψ(v′))] dν(v′)

+
∫
V ′
M(v′) (ψ(vε)− ψ(v′)) dν(v′).

We can thus use the Fatou Lemma, together with− lim supε→0ϕ
ε(tε,xε,v′)>

−ϕ∗(t0, x0, v′) to get(∫
V ′
M(v′)dν(v′)

)
ϕ∗(v0)−

∫
V ′
M(v′)ϕ∗(v′)dν(v′)

=
∫
V ′
M(v′)

(
ϕ∗(v0)− ϕ∗(v′)

)
dν(v′)

6
∫
V ′
M(v′) lim inf

ε→0
(ϕε(vε)− ϕε(v′)) dν(v′)

6 lim inf
ε→0

(∫
V ′
M(v′) (ϕε(vε)− ϕε(v′)) dν(v′)

)
6 lim sup

ε→0

(∫
V ′
M(v′) (ϕε(vε)− ϕε(v′)) dν(v′)

)
6 0.

We shall deduce, since the latter is true for any |V ′| that

ϕ∗(t0, x0, v0) 6 inf
V
ϕ∗(t0, x0, · )

and thus ϕ∗ is constant in velocity.
To prove that ϕ∗ is constant with respect to the velocity variable, we

use the same technique with a test function ψ such that ϕε−ψ has a local
strict minimum at (t0, x0, v0). �

We shall now prove the following fact

Proposition 3.3. — Let ϕε be a solution of (1.9) and let ϕ∗ and ϕ∗
be defined by (3.2).

(i) The function ϕ∗ is a viscosity super-solution to the Hamilton–Jacobi
equation (1.17) on R∗+ × Rn.
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(ii) The function ϕ∗ is a viscosity sub-solution to the Hamilton–Jacobi
equation (1.17) on R∗+ × Rn.

Proof.
(i). — Let ψ be a test function such that ϕ∗ − ψ has a local minimum

at point (t0, x0) ∈ R∗+ × Rd. We set p0 := ∇xψ(t0, x0). For all H > H(p0),
let us define ψεH := ψ + εηH , where ηH := − log(Qp0,H) and

(3.3) Qp0,H(v) :=
∫ +∞

0
exp
(
−
∫ t

0

(
1 +H − φvs · p0) ds

)
dt, ∀ v ∈ V.

For all H > H(p0), by construction of ηH , we have∫
V

M ′e−η
′
H dν(v′) =

∫
V

M ′Q′p0,Hdν(v′) <
∫
V

M ′Q′p0,H(p0)dν(v′) = 1,

if p0 /∈ Sing(M,Γ), or∫
V

M ′e−η
′
H dν(v′) =

∫
V

M ′Q′p0,Hdν(v′) <
∫
V

M ′Q′p0,H(p0)dν(v′) 6 1,

if p0 ∈ Sing(M,Γ).
Moreover, Qp0,H ∈ C1(V ) and

(3.4) Qp0,H

(
1 +H − v · p0)+ Γ · ∇vQp0,H = 1, ∀ v ∈ V.

By uniform convergence of ψεH toward ψ and by the definition of ϕ∗,
the function ϕε −ψεH has a local minimum located at a point (tε, xε, vε) ∈
R∗+ × Rd × V , satisfying tε → t0 and xε → x0. The extremal property of
(tε, xε, vε) implies that

∂tϕ
ε(tε, xε, vε) = ∂tψ

ε
H(tε, xε, vε), ∇xϕε(tε, xε, vε) = ∇xψεH(tε, xε, vε).

Moreover, we have

Γ(vε) · ∇vϕε(tε, xε, vε) = Γ(vε) · ∇vψεH(tε, xε, vε).

Indeed, if vε ∈
◦
V or Γ(vε) = 0, then the result is trivial. If vε ∈ ∂V and

Γ(vε) 6= 0, since Γ(v) ·d~S(v) = 0 for all v ∈ ∂V , there exists v0 ∈ V , v1 ∈ V
and δ > 0 such that 

φv
ε

s ∈ V, ∀ s ∈ [−δ, δ],
φv

ε

−δ = v0,

φv
ε

δ = v1.

The extremal property of (tε, xε, vε) now implies that

Γ(vε) · ∇v(ϕε − ψεH)(tε, xε, vε) = − d
ds (ϕε − ψεH) (tε, xε, φv

ε

s )
∣∣∣∣
s=0

= 0.
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Finally, since V is a compact set, we know that there exists v∗ ∈ V and
a subsequence of (vε)ε, which we will not relabel, such that vε → v∗.

At point (tε, xε, vε), we have:

∂tψ + vε · ∇xψ + Γ(vε) · ∇vηH = ∂tψ
ε
H + vε · ∇xψεH + Γ(vε)

ε
· ∇vψεH

> ∂tϕ
ε + vε · ∇xϕε + Γ(vε)

ε
· ∇vϕε(3.5)

=
(

1−
∫
V

M ′e
ϕε−ϕε′

ε dν(v′)
)
.

By the minimal property of (tε, xε, vε), we can estimate the right-hand side
of the last equation, such that

(3.6) ∂tψ+ vε ·∇xψ+ Γ(vε) ·∇vηH >
(

1−
∫
V

M(v′)eηH(vε)−ηH(v′)dν(v′)
)

hence

(3.7)
∂tψ + vε · ∇xψ + Γ(vε) · ∇vηH >

(
1− eηH(vε)

)
=
(

1− 1
Qp0,H(vε)

)
,

so we have at point (tε, xε, vε),

Qp0,H(vε) (1− ∂tψ − vε · ∇xψ) + Γ(vε) · ∇vQp0,H(vε) 6 1.

Taking the limit ε→ 0, we get at point (t0, x0, v∗),

(3.8) Qp0,H(v∗)
(
1− ∂tψ − v∗ · p0)+ Γ(v∗) · ∇vQp0,H(v∗) 6 1.

Combining (3.4) and (3.8) at v = v∗, we get

∂tψ(t0, x0) +H > 0.

Since this is true for any H > H(p0), we finally have

∂tψ(t0, x0) +H(p0) > 0,

which proves (i).
(ii). — Let ψ be a test function such that ϕ∗ − ψ has a global strict

maximum at a point (t0, x0) ∈ R∗+ ×Rd. We still denote p0 = ∇xψ(t0, x0).
First case: p0 /∈ Sing (M,Γ). — Then, from the very definition of

Sing(M,Γ) (check Definition 1.1), there exists H0 < H(p0) such that, for
all H0 < H < H(p0),

(3.9) +∞ >

∫
V

M ′Q′p0,Hdν(v′) >
∫
V

M ′Q′p0,H(p0)dν(v′) = 1,
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using the same notation as earlier. We can then conclude using the same
arguments as in the proof of (i). We emphasize that the Estimates (3.5)
and (3.6) are reverted in this “maximum” case and that (3.7) is reverted
thanks to (3.9).
Second case: p0 ∈ Sing (M,Γ). — Thanks to Lemma 2.2, there exists

v0 ∈ V such that Qp,H(p)(v0) = +∞ and that either v0 is a fixed point of
the flow of −Γ, i.e. Γ(v0) = 0, or v0 belongs to a periodic orbit of the flow.
Suppose that v0 is a fixed point, then, after Lemma 2.3, we have

(3.10) 1 +H(p)− v0 · p = 0.

Moreover, the function (t, x) 7→ ϕε(t, x, v0)− ψ(t, x) has a local maximum
at a point (tε, xε) and, by definition of ϕ∗, we have tε → t0 and xε → x0.
By the maximal property of (tε, xε), we have at point (tε, xε, v0),

∂tψ(tε, xε) + v0 · ∇xψ(tε, xε) + 0 = ∂tψ(tε, xε) + v0 · ∇xψ(tε, xε)

+ Γ(v0)
ε
· ∇vϕε(tε, xε, v0)

=
∫
V

M ′
(

1− e
ϕε−ϕ′ε

ε

)
dν′

6 1.

Taking the limit ε→ 0 and recalling, (3.10), we get

∂tψ(t0, x0) +H
(
∇xψ(t0, x0)

)
6 0,

which proves that ϕ∗ is a viscosity subsolution of (1.17).
Suppose now that v0 belongs to a periodic orbit. At point (t, x, φv0

s ), we
have

∂tϕ
ε(φv0

s ) + φv0
s · ∇xϕε(φv0

s ) + Γ(φv0
s )
ε
· ∇vϕε(φv0

s ) 6 1,

hence

(3.11) ∂tϕ
ε(φv0

s ) + φv0
s · ∇xϕε(φv0

s )− φv0
s · p0

+ Γ(φv0
s )
ε
· ∇vϕε(φv0

s ) +H(p0) 6 1 +H(p0)− φv0
s · p0.

Let us define F and G as

F (v) := 1 +H(p0)− v · p0, ∀ v ∈ V,

Gε(v) = ∂tϕ
ε(v) + v · ∇xϕε(v)− v · p0 + Γ(v)

ε
· ∇vϕε(v).

Applying limT→+∞
1
T

∫ T
0 ( · )ds to (3.11) gives

∂tϕ
ε(t, x, wε) +wε · ∇xϕε(t, x, wε)−wε · p0 +H(p0) 6 1 +H(p0)−w0 · p0,
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where w0 = w(v0, F ) as defined as in Lemma 2.3 and wε = w(v0, Gε) is
the representative of the orbit defined by the mixing property (1.8). Let us
emphasize that the ∇v term vanished since

1
T

∫ T

0

Γ(φv0
s )
ε
· ∇vϕε(φv0

s ) ds = − 1
T

∫ t

0

˙φv0
s

ε
· ∇vϕε(φv0

s ) ds

= −ϕ
ε(φv0

T )− ϕε(φv0
0 )

Tε
−→

T→+∞
0 .

After Lemma 2.3, we know that 1 +H(p0)− w · p0 = 0 so

∂tϕ
ε(t, x, wε) + wε · (∇xϕε(t, x, wε)− p0) +H(p0) 6 0.

We can conclude as in the previous case by considering the function (t, x) 7→
ϕε(t, x, wε)− ψ(t, x). �

We can now conclude the proof of Theorem 1.3.
Proof of Theorem 1.3. — We refer to [2, Section 4.4.5] and [18, Theo-

rem B.1] for arguments giving strong uniqueness (which means that there
exists a comparison principle for sub- and super-solution) of eq. (1.17) in
the viscosity sense. We emphasize that the Lipschitz-continuity proven in
Proposition 2.7 is sufficient for these results. Thanks to Proposition 3.3, as
ϕ∗ and ϕ∗ are respectively a sub- and a super-solution of the Hamilton–
Jacobi eq. (1.17), the comparison principle yields ϕ∗ 6 ϕ∗. However, from
their definitions, it is clear that ϕ∗ > ϕ∗. Hence, the function ϕ0 := ϕ∗ = ϕ∗
is the viscosity solution of eq. (1.17) and (ϕε)ε converges uniformly locally
as ε→ 0 to ϕ0, which concludes the proof. �
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