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A new approach to the excess problem of
Hadamard matrices

Mitsugu Hirasaka, Koji Momihara & Sho Suda

Abstract In this paper, we give a new technique to find families of Hadamard matrices
with maximum excess. In particular, we find regular or biregular Hadamard matrices with
maximum excess by negating some rows and columns of known Hadamard matrices obtained
from quadratic residues of finite fields. More precisely, we show that if either (2m + 1)2 + 2
or m2 + (m + 1)2 is a prime power, then there exists a biregular Hadamard matrix of order
n = (2m + 1)2 + 3 with maximum excess. Furthermore, we give a sufficient condition for
Hadamard matrices obtained from quadratic residues being transformed to regular ones in
terms of four-class translation association schemes on finite fields. The core part of this paper
is how to find “switching” sets of rows and columns.

1. Introduction
In this paper, we assume that the reader is familiar with the basic theories of block
designs, association schemes, and characters of finite fields. We refer the reader to [5]
for block designs, [2] for association schemes, and [3, 17] for characters of finite fields.

A Hadamard matrix of order n is an n × n (−1, 1)-matrix H satisfying HH> =
H>H = nIn, where In is the n × n unit matrix. It is well known that n = 1, 2 or a
multiple of 4. Conversely, it is conjectured that a Hadamard matrix of order n exists
for every positive integer n divisible by 4.

It is clear that if rows and columns of a Hadamard matrix H are permuted, the
matrix remains to be a Hadamard matrix. Furthermore, the matrix obtained from
a Hadamard matrix by multiplying some rows and columns by −1 also remains to
be a Hadamard matrix. We say that two Hadamard matrices are equivalent if one
can be obtained from the other by a sequence of row and column permutations and
negations. This is the same as saying that two Hadamard matrices are equivalent if
one can be obtained from the other by premultiplication and postmultiplication by
signed permutation matrices. In this paper, we mainly treat negations of rows and
columns of Hadamard matrices. In this case, the corresponding signed permutation
matrices are just (1,−1)-diagonal matrices.
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Let 1n denote the all-one vector of length n. A Hadamard matrixH is called regular
if H1n = r1n for some positive integer r. Write H1n = (h1, h2, . . . , hn)>. Then,

nr2 =
n∑
i=1

h2
i = (1>nH>)(H1n) = n1>n 1n = n2.

Hence, n must be a square, namely, n = 4m2, and r = 2m.
We say that a Hadamard matrixH is biregular if the entries ofH1n take exactly two

nonnegative integers, namely, k1 and k2. Here, ki, i = 1, 2, must be even integers in the
same residue class modulo 4 by the orthogonality of the rows of H. Let m1 (resp. m2)
be the frequency of k1 (resp. k2) appearing in H1n. Write H1n = (h1, h2, . . . , hn)>.
Then,

m1 +m2 = n

and

m1k
2
1 +m2k

2
2 =

n∑
i=1

h2
i = (1>nH>)(H1n) = n1>n 1n = n2.

Hence,

(1) m1 = n2 − nk2
2

k2
1 − k2

2
and m2 = −n

2 + nk2
1

k2
1 − k2

2
.

In this paper, we are interested in Hadamard matrices that can be transformed to
regular or biregular ones.

We now explain one of major motivations for studying regular or biregular
Hadamard matrices. Let E(H) denote the sum of all entries of H. We say that E(H)
is the excess of H. Several upper bounds on E(H) have been known [4, 9, 16]. We
will give one of the known upper bounds on E(H) below.

Proposition 1.1 ([9]). Let H be a Hadamard matrix of order n and let k be an even
integer such that k 6

√
n < k+ 2. Let t = k if |n− k2| < |n− (k+ 2)2| and t = k− 2

otherwise. Then, it holds that E(H) 6 n(t + 4) − 4s, where s is the integer part of
n((t+4)2−n)/(8t+16), with equality holds if and only if n is a square and H is regular
or n is a nonsquare and the entries of H1n are either in {k, k + 4} or {k − 2, k + 2}
depending on whether t = k or t = k − 2, respectively.

Note that if a Hadamard matrix H is regular or biregular with maximum excess
attaining the bound of Proposition 1.1, then H> is also regular or biregular, respec-
tively.

The excess of Hadamard matrices has been studied in [4, 7, 8, 10, 11, 12, 13, 14,
15, 16, 21, 23]. In particular, many constructions for regular Hadamard matrices are
known in relation to Menon designs. On the other hand, as far as the authors know,
there are only a few papers that theoretically treat biregular Hadamard matrices with
maximum excess [12, 14]. In fact, in most of papers treating biregular Hadamard
matrices with maximum excess, new examples have been found by using computer.
Furthermore, in [12, 14], the authors modified known composition constructions of
Hadamard matrices to obtain biregular ones with maximum excess. In particular, [14],
it was shown that there is a biregular Hadamard matrix of order n = (2m + 1)2 + 3
with maximum excess attaining the bound of Proposition 1.1 if m is a prime power
and m2 + m + 1 is a prime. In this paper, we will also treat Hadamard matrices of
order n = (2m + 1)2 + 3. However, our approach is completely different from those
in [12, 14]. We will transform Hadamard matrices obtained from quadratic residues of
finite fields to become regular or biregular by negating some rows and columns. The
core part of this paper is to find such “switching” sets of rows and columns.
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We now briefly explain two known constructions of Hadamard matrices based on
quadratic residues of finite fields and our main results.

Let Fq be the finite field of order q and C be the set of nonzero squares of Fq.
We start from the following known construction of Hadamard matrices. Assume that
q ≡ 3 (mod 4). Let M be a q× q (1,−1)-matrix whose rows and columns are labeled
by the elements of Fq and entries are defined by

Mi,j =
{

1, if j − i ∈ C ∪ {0},
−1, if j − i ∈ Fq r (C ∪ {0}).

Define

(2) H =
(
−1 1>q
1q M

)
.

Then H forms a Hadamard matrix of order n = q + 1. We will prove the following
theorem in Section 4.

Theorem 1.2. If q = (2m + 1)2 + 2 is a prime power, then there exists a biregular
Hadamard matrix of order n = (2m+1)2+3 with maximum excess attaining the bound
of Proposition 1.1. In particular, the matrix H defined in (2) can be transformed to a
biregular Hadamard matrix with maximum excess by negating some rows and columns.

Next, we consider the case where q ≡ 1 (mod 4). LetM be a q×q (0, 1,−1)-matrix
whose rows and columns are labeled by the elements of Fq and entries are defined by

Mi,j =


0, if j − i = 0,
1, if j − i ∈ C,
−1, if j − i ∈ Fq r (C ∪ {0}).

Define M1 = M + Iq, M2 = M − Iq, and M3 = −M1. Furthermore, define

(3) H =


1 −1 1>q 1>q
−1 −1 1>q −1>q
1q 1q M1 M2
1q −1q M2 M3

 .

Then, H forms a Hadamard matrix of order n = 2q + 2. We will prove the following
theorem in Section 5.

Theorem 1.3. If q = m2 + (m + 1)2 is a prime power, then there exists a biregular
Hadamard matrix of order n = (2m+1)2+3 with maximum excess attaining the bound
of Proposition 1.1. In particular, the matrix H defined in (3) can be transformed to a
biregular Hadamard matrix with maximum excess by negating some rows and columns.

We also show the following theorem to obtain a regular Hadamard matrix from H
defined in (3).

Theorem 1.4. Let q = 2m2 − 1 be a prime power with m odd. Let X0 = {0}, and
assume that there are subsets Xi, i = 1, 2, 3, 4, of Fq2 partitioning Fq2 r{0} satisfying
the following conditions:

(1) X1 = ω2m2
X3 and X2 = ω2m2

X4, where ω is a fixed primitive element of Fq2 ;
(2) Each Xi, i = 1, 2, 3, 4, is a union of cosets of the multiplicative subgroup of

index 4m2 of Fq2 ;
(3) (Fq2 , {Ri}4i=0) is a four-class translation association scheme with a prescribed

first eigenmatrix. Here, for i = 0, 1, 2, 3, 4, (x, y) ∈ Ri if and only if x−y ∈ Xi.

Algebraic Combinatorics, Vol. 1 #5 (2018) 699
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Then, there exists a regular Hadamard matrix of order n = 4m2. In particular, the
matrix H defined in (3) can be transformed to a regular Hadamard matrix by negating
some rows and columns.

We will explain this theorem in details in Section 6. Roughly speaking, this theorem
implies that a four-class translation association scheme on (Fq2 ,+) yields a regular
Hadamard matrix of order n = 2(q + 1). Thus, we find a nontrivial relationship
between regular Hadamard matrices and association schemes.

2. Preliminaries
2.1. Block designs and t-intersection sets. Let P be a finite set of v elements,
called points, and B be a family of b subsets of P , called blocks. We define F =
{(p,B) ∈ P × B : p ∈ B}. Elements in F are called flags. The triple (P,B,F) is
called a block design. We say that (B, P,F⊥) with F⊥ = {(B, p) : (p,B) ∈ F} is the
dual of (P,B,F). For convenience, we also say that the pair (P,B) is a block design.

Let (P,B) be a block design andM be the incidence matrix of (P,B), whose (p,B)th
entry is 1 if (p,B) ∈ F (equivalently, p ∈ B) and 0 otherwise. A block design (P,B)
with incidence matrix M is called a pairwise balanced design if there is a positive
integer λ such that each off-diagonal entry of MM> is λ. In addition, if M1b = r1v
for some integer r, it is called an (r, λ)-design. Furthermore, if an (r, λ)-design satisfies
that 1>vM = k1b, it is called a 2-design. In particular, if v = b, it is called symmetric.

Let H be a regular Hadamard matrix of order n = 4m2. Then, the (0, 1)-matrix
M = (−H + Jn)/2 satisfies that

MM> = HH> −HJn − JnH> + JnJn
4 = m2In + (m2 −m)Jn,

where Jn is the n×n all-one matrix. This implies that M is an incidence matrix of a
symmetric 2-design with parameters (v, k, λ) = (4m2, 2m2−m,m2−m), the so-called
Menon design.

Let H be a biregular Hadamard matrix of order n. We can assume that

H1n =
(
k11m1

k21m2

)
by suitably permuting rows. Let H1 (resp. H2) be the upper m1 × n (resp. lower
m2 × n) matrix of H. Then, each Mi = (−Hi + Jmi,n)/2, i = 1, 2, satisfies that

MiM
>
i =

nHiH
>
i −HiJ

>
mi,n − Jmi,nH

>
i + Jmi,nJ

>
mi,n

4 = nImi + (n− 2ki)Jmi
4 ,

where Jmi,n is the mi × n all-one matrix. Hence, each Mi is the incidence matrix of
a pairwise balanced design. In particular, each Mi satisfies that Mi1n = (n − ki)/2.
Hence, it is an ((n− ki)/2, (n− 2ki)/4)-design.

We introduce the concept of t-intersection sets for block designs. We refer the
reader to [19] for details of two-intersection sets. Let (P,B) be a block design with
incidence matrix M and D be a j-subset of P . We say that D is a t-intersection set
with parameters (j; {α1, α2, . . . , αt}) for (P,B) if

{|B ∩D| : B ∈ B} = {α1, α2, . . . , αt}.

Let x be the (0, 1)-vector of length v, whose ith entry is 1 if i ∈ D and 0 otherwise. We
call x the support vector of D in P . Then, D is a t-intersection set with parameters
(j; {α1, α2, . . . , αt}) for (P,B) if and only if all entries of x>M are in {α1, α2, . . . , αt}
and x>1v = j. We define the duals of D as
(4) D⊥αi = {B : B ∈ B, |B ∩D| = αi}, i = 1, 2, . . . , t.
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In this paper, we treat t-intersection sets with t 6 4 for a block design obtained from
translations of the set of squares in a finite field. In particular, we will transform a
(non-regular) Hadamard matrix to become regular or biregular by negating columns
and rows corresponding to a t-intersection set and its dual, respectively.

2.2. Association schemes. LetX be a finite set, and a set of relations R0, R1, ..., Rd
be a partition ofX×X such that R0 = {(x, x) : x ∈ X}, and for each i ∈ {0, 1, . . . , d},
tRi = Ri′ for some i′ ∈ {0, 1, . . . , d}, where tRi = {(x, y) ∈ X ×X : (y, x) ∈ Ri}. We
call (X, {Ri}di=0) a d-class association scheme if for all i, j, k ∈ {0, 1, . . . , d} there is
an integer pki,j such that for all (x, y) ∈ Rk,

|{z ∈ X : (x, z) ∈ Ri, (z, y) ∈ Rj)}| = pki,j .

These constants are called intersection numbers. If pki,j = pkj,i for all h, i, j ∈
{0, 1, . . . , d}, it is called commutative. If tRi = Ri for all i ∈ {0, 1, 2, . . . , d}, then it
is called symmetric. A symmetric association scheme is necessarily commutative. In
this paper, we will treat symmetric association schemes.

We denote by Ai the adjacency matrix of Ri for each i, whose (x, y)th entry is 1 if
(x, y) ∈ Ri and 0 otherwise. The condition above is equivalent to that

AiAj =
d∑
k=0

pki,jAk.

The Bose–Mesner algebra for an association scheme (X, {Ri}di=0) is defined as A =
〈A0, A1, . . . , Ad〉. Since each Ri is symmetric, A is commutative. Then, there exists a
set of minimal idempotents E0 = 1

|X|J|X|, E1, . . . , Ed, which also form a basis of the
algebra. The matrix P such that

(A0, A1, . . . , Ad) = (E0, E1, . . . , Ed)P
is called the first eigenmatrix (or character table) of (X, {Ri}di=0). On the other hand,
the matrix Q such that

(A0, A1, . . . , Ad)Q = |X|(E0, E1, . . . , Ed)
is called the second eigenmatrix of (X, {Ri}di=0).

A translation association scheme is an association scheme (X, {Ri}di=0) for which
the underlying set X is identified with an abelian group, and for all relations Ri’s,
(x, y) ∈ Ri implies (x + z, y + z) ∈ Ri for all z ∈ X. Then, there is a partition
D0 = {0}, D1, . . . , Dd of X such that for each i = 0, 1, . . . , d,

Ri = {(x, x+ y) : x ∈ X, y ∈ Di}.
For a translation association scheme (X, {Ri}di=0), there is an equivalence relation
defined on the character group X⊥ of X as follows: χ ∼ χ′ if and only if χ(Di) =
χ′(Di) for all i = 0, 1, . . . , d. Here, χ(Di) :=

∑
x∈Di χ(x). Denote by D′0, D′1 . . . , D′d

the equivalence classes, where D′0 consists of only the trivial character. Define the
relation R′i on X⊥ as

R′i = {(χ, χχ′) : χ ∈ X⊥, χ′ ∈ D′i}.
Then, (X⊥, {R′i}di=0) forms a translation association scheme, called the dual of
(X, {Ri}di=0). We remark that the entries of the ith column of the first eigenmatrix
of (X, {Ri}di=0) are given by the d + 1 character values χ(Di), where χ ∈ D′j ,
j = 0, 1, 2 . . . , d. Furthermore, the first eigenmatrix of the dual scheme is equal to the
second eigenmatrix of (X, {Ri}di=0).

Given two association schemes (X, {Ri}di=0) and (X, {R′i}ei=0), if for each i =
0, 1, . . . , d, Ri ⊆ R′j for some j, then (X, {Ri}di=0) is called a fission scheme of
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(X, {R′i}ei=0), and (X, {R′i}ei=0) is called a fusion scheme of (X, {Ri}di=0). We will
use the following well-known criterion due to Bannai [1] and Muzychuk [20], called
the Bannai–Muzychuk criterion.

Proposition 2.1. Let P be the first eigenmatrix of an association scheme (X,{Ri}di=0),
and let Λ0 := {0},Λ1, . . . ,Λe, be a partition of {0, 1, . . . , d}. Then, (X, {

⋃
j∈Λi Rj}

e
i=0)

forms an association scheme if and only if there exists a partition {∆0 =
{0},∆1, . . . ,∆e} of {0, 1, . . . , d} such that (∆i,Λj)-block of P has a constant row
sum. Moreover, the constant row sum of the (∆i,Λj)-block is the (i, j)th entry of the
first eigenmatrix of (X, {

⋃
j∈Λi Rj}

e
i=0).

2.3. Characters of finite fields. Let p be a prime, f a positive integer, and set
q = pf . For a positive integer m, let ζm = exp(2πi

m ) denote the primitive mth root
of unity. Let Fq denote the finite field of order q and F∗q be the multiplicative group
of Fq. For a positive integer e dividing q − 1 and a fixed primitive element ω of Fq,
define

C
(e,q)
i := ωi〈ωe〉, i = 0, 1, . . . , e− 1,

where the subscript i is taken modulo e. The canonical additive character ψFq of Fq
is defined by

ψFq (x) = ζ
Trq/p(x)
p , x ∈ Fq,

where Trq/p is the absolute trace from Fq to Fp defined by

Trq/p(x) = x+ xp + xp
2

+ · · ·+ xp
f−1

.

Define R0 = {(x, x) : x ∈ Fq} and Ri := {(x, y) : x − y ∈ C(e,q)
i−1 }, i = 1, 2, . . . , e.

Then, (Fq, {Ri}ei=0) is an e-class translation association scheme, called the cyclotomic
scheme. The first eigenmatrix P of the e-class cyclotomic scheme is given by the
(e+ 1)× (e+ 1) matrix (with the rows of P arranged in a certain way)

P =


1 k k · · · k
1 η0 η1 · · · ηe−1
1 η1 η2 · · · η0
...

...
... · · ·

...
1 ηe−1 η0 · · · ηe−2

 ,

where k = q−1
e and ηi, i = 0, 1, . . . , e− 1, are given by

ηi =
∑

x∈C(e,q)
i

ψFq (x),

the so-called Gauss periods of order e of Fq.
For a multiplicative character χ and the canonical additive character ψFq of Fq, we

define the Gauss sum by

Gq(χ) =
∑
x∈F∗q

χ(x)ψFq (x) ∈ Z[ζq−1, ζp].

We will use the following basic properties of Gauss sums without preamble.
(1) Gq(χ)Gq(χ) = q if χ is nontrivial;
(2) Gq(χ−1) = χ(−1)Gq(χ);
(3) Gq(χ) = −1 if χ is trivial.
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For a nontrivial multiplicative character χ of Fq and x ∈ F∗q , by the orthogonality of
characters [17, (5.16), p. 195], it holds that

(5) χ(x) = χ(−1)Gq(χ)
q

∑
a∈F∗q

χ−1(a)ψFq (ax).

On the other hand, the Gauss period ψFq (C
(e,q)
i ) can be expressed as a linear combi-

nation of Gauss sums:

(6) ψFq (C
(e,q)
i ) = 1

e

e−1∑
j=0

Gq(χj)χ−j(ωi), 0 6 i 6 e− 1,

where χ is a multiplicative character of order e of Fq. For example, if e = 2, we have

(7) ψFq (C
(2,q)
i ) = −1 + (−1)iGq(η)

2 , i = 0, 1,

where η is the quadratic character of Fq. In particular, the quadratic Gauss sum is
explicitly evaluated as follows.

Theorem 2.2. [17, Theorem 5.15] Let q = pf be a prime power with p a prime and η
be the quadratic character of Fq. Then,

Gq(η) =
{

(−1)f−1q1/2, if p ≡ 1 (mod 4),
(−1)f−1ζf4 q

1/2, if p ≡ 3 (mod 4).

We will use the following formula on Gauss sums of order 8 of Fq2 .

Theorem 2.3 ([18, Theorem 1.5]). Let q = pf ≡ 3 (mod 8) be a prime power with p a
prime and χ8 be a multiplicative character of Fq2 . Furthermore, let η be the quadratic
character of Fq. Then, Gq2(χ8)/Gq(η) ∈ Z[

√
−2]. In particular, if q = a2 + 2b2 is a

proper representation of q with a, b ∈ Z and p 6 | a+ b
√
−2. Then,

Gq2(χ8) = Gq(η)(a+ b
√
−2),

where the signs of a, b are ambiguously determined.

Note that only the case where q is a prime in the theorem above was treated in [18].
It is easy to generalize the claim to the case where q is a prime power by noting that
Z[
√
−2] is a unique factorization domain. In this paper, we do not need to care about

the signs of a, b.
Furthermore, we need the following formula on Gauss sums, the so-called

Davenport–Hasse lifting formula.

Theorem 2.4 ([3, Theorem 11.5.2]). Let χ′ be a nontrivial multiplicative character of
Fq and let χ be the lift of χ′ to Fqd , i.e., χ(α) = χ′(Normqd/q(α)) for α ∈ Fqd , where
d > 2 is an integer. Then

Gqd(χ) = (−1)d−1(Gq(χ′))d.

Next, we define Jacobi sums. For multiplicative characters χ1 and χ2 of Fq, define

Jq(χ1, χ2) =
∑
x∈Fq

χ1(x)χ2(1− x) ∈ Z[ζq−1].

Here, we extend the domain of multiplicative characters χ of Fq to all elements of Fq
by setting χ(0) = 1 or χ(0) = 0 depending on whether χ is trivial or not. There is
the following relationship between Jacobi sums and Gauss sums:

(8) Jq(χ1, χ2) = Gq(χ1)Gq(χ2)
Gq(χ1χ2) ,
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where χ1, χ2, χ1χ2 are nontrivial. In this paper, we will use the following formula on
Jacobi sums.

Theorem 2.5 ([22]). Let q = pf ≡ 1 (mod 4) be a prime power with p a prime. Let
η be the quadratic character of Fq and χ a multiplicative character of order 4 of Fq.
Then, Jq(η, χ) ∈ Z[ζ4]. In particular, if p ≡ 1 (mod 4) and q = a2 + b2 is a proper
representation of q with a an odd integer and p 6 | a+ bζ4. Then,

Jq(η, χ) = a+ bζ4,

where the signs of a, b are ambiguously determined. If p ≡ 3 (mod 4), f is even and
Jq(η, χ) = −(−q)f/2.

In this paper, we do not need to care about the signs of a, b in the theorem above.

3. Some properties of t-intersection sets
In this paper, we treat t-intersection sets for block designs obtained from quadratic
residues of Fq. Let q be an odd prime power and e be a positive integer dividing q2−1
such that e/ gcd (e, q + 1) = 2. Then, the restriction of a multiplicative character of
order e of Fq2 to Fq is of order 2. Let ω be a fixed primitive element of Fq2 , and let
C

(e,q2)
i = ωi〈ωe〉, i = 0, 1, . . . , e− 1.
Let H be an e/2-subset of {0, 1, . . . , e − 1} such that H ≡ {0, 1, . . . , e/2 − 1}

(mod e/2). For a fixed positive integer ` not divisible by q + 1, define

(9) D`,H =
{
x ∈ Fq : 1 + xω` ∈

⋃
i∈H

C
(e,q2)
i

}
.

We will use the set D`,H to construct t-intersection sets. In this section, we are
interested in the sizes of D`,H and D`,H ∩ (C(2,q)

0 + s), s ∈ Fq.
We will use the following lemmas.

Lemma 3.1. With notations as above, let χe be a multiplicative character of order e
of Fq2 and η be the quadratic character of Fq. Then,∑

x∈Fq

χe(1 + ω`x) =
χe(−1)Gq2(χe)Gq(η)

q
χe(ω−q`)χe(ω`q − ω`).

Proof. By (5), we have

(10)
∑
x∈Fq

χe(1 + ω`x) =
χe(−1)Gq2(χe)

q2

∑
a∈F∗

q2

χ−1
e (a)ψFq2 (a)

∑
x∈Fq

ψFq2 (aω`x).

Furthermore,∑
x∈Fq

ψFq2 (aω`x) =
∑
x∈Fq

ψFq (xTrq2/q(aω`)) =
{

0, if Trq2/q(aω`) 6= 0,
q, if Trq2/q(aω`) = 0,

where Trq2/q is the relative trace from Fq2 to Fq, i.e., Trq2/q(x) := x+ xq for x ∈ Fq2 .
It is clear that Trq2/q(aω`) = 0 if and only if a has the form a = yω−`+

q+1
2 with

y ∈ Fq. Hence, continuing from (10), we have∑
x∈Fq

χe(1 + ω`x) =
χe(−1)Gq2(χe)

q

∑
y∈F∗q

χ−1
e (yω−`+

q+1
2 )ψFq2 (yω−`+

q+1
2 )

=
χe(−1)Gq2(χe)

q

∑
y∈F∗q

χ−1
e (y)χ−1

e (ω−`+
q+1

2 )ψFq (yTrq2/q(ω−`+
q+1

2 )).(11)
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Since Trq2/q(ω−`+
q+1

2 ) = ω−`+
q+1

2 ω−`q(ω`q − ω`) is a nonzero element in Fq, contin-
uing from (11), we have∑

x∈Fq

χe(1 + ω`x) =
χe(−1)Gq2(χe)

q

∑
y∈F∗q

χ−1
e (yTrq2/q(ω−`+

q+1
2 ))

× ψFq (yTrq2/q(ω−`+
q+1

2 ))χe(ω−q`)χe(ω`q − ω`)

=
χe(−1)Gq2(χe)Gq(η)

q
χe(ω−q`)χe(ω`q − ω`).

This completes the proof of the lemma. �

Lemma 3.2. With notations as in Lemma 3.1, it holds that for any s ∈ Fq∑
x∈Fqr{s}

χe(1 + ω`x)η(x− s) =
Gq2(χe)Gq(η)

q
χ−1
e (1 + ωq`s)χe(ω`q − ω`)− χe(ω`).

Proof. Since χe|Fq = η, we have∑
x∈Fqr{s}

χe(1 + ω`x)η(x− s) =
∑
y∈F∗q

χe(1 + ω`(y + s))χ−1
e (y)

=
∑
y∈F∗q

χe(y−1(1 + ω`s) + ω`)

=
∑
y∈Fq

χe(y(1 + ω`s) + ω`)− χe(ω`).(12)

Similar to Lemma 3.1, we have

(13)
∑
y∈Fq

χe(y(1 + ω`s) + ω`)

=
χe(−1)Gq2(χe)

q2

∑
a∈F∗

q2

χ−1
e (a)ψFq2 (aω`)

∑
y∈Fq

ψFq2 (ay(1 + ω`s)).

Here, ∑
y∈Fq

ψFq2 (ay(1 + ω`s)) =
∑
y∈Fq

ψFq (yTrq2/q(a(1 + ω`s)))

=
{

0, if Trq2/q(a(1 + ω`s)) 6= 0,
q, if Trq2/q(a(1 + ω`s)) = 0.

It is clear that Trq2/q(a(1+ω`s)) = 0 if and only if a has the form a = y(1+ω`s)−1ω
q+1

2

with y ∈ Fq. Continuing from (13), we have∑
y∈Fq

χe(y(1 + ω`s) + ω`)

=
χe(−1)Gq2(χe)

q

∑
y∈F∗q

χ−1
e (y(1 + ω`s)−1ω

q+1
2 ))ψFq2 (y(1 + ω`s)−1ω`+

q+1
2 )

=
χe(−1)Gq2(χe)

q

∑
y∈F∗q

χ−1
e (y(1 + ω`s)−1ω

q+1
2 )ψFq (yTrq2/q((1 + ω`s)−1ω`+

q+1
2 )).

(14)
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Since Trq2/q((1+ω`s)−1ω`+
q+1

2 ) = −(1+ω`s)−1ω
q+1

2 (ω`q−ω`)(1+ω`s)−q is a nonzero
element in Fq, continuing from (14), we have∑

y∈Fq

χe(y(1 + ω`s) + ω`)

=
χe(−1)Gq2(χe)

q

∑
y∈F∗q

χ−1
e (y)ψFq (y)χe(−1)χ−1

e (1 + ωq`s)χe(ω`q − ω`)

=
Gq2(χe)Gq(η)

q
χ−1
e (1 + ωq`s)χe(ω`q − ω`).

This completes the proof of the lemma. �

We now evaluate the size of D`,H .

Proposition 3.3. The sizes of D`,H defined in (9) is given by

(15) |D`,H | =
q

2 + χe(−1)Gq(η)
eq

e/2−1∑
i=0

A2i+1Gq2(χ2i+1
e )χ−(2i+1)

e (ωq`)χ2i+1
e (ω`q−ω`),

where Ai =
∑
j∈H ζ

−ji
e .

Proof. The characteristic function of
⋃
j∈H C

(e,q2)
j is given as

(16) f(x) = 1
e

∑
j∈H

e−1∑
i=0

ζ−jie χie(x), x ∈ F∗q2 .

The size of D`,H is expressed as

|D`,H | =
∑
x∈Fq

f(1 + ω`x) = 1
e

e−1∑
i=0

Ai
∑
x∈Fq

χie(1 + xω`).

Since H ≡ {0, 1, . . . , e/2 − 1} (mod e/2), we have Ai = 0 if i is even with i 6= 0.
Furthermore, by Lemma 3.1, it holds that

|D`,H | =
q

2 + χe(−1)Gq(η)
eq

e/2−1∑
i=0

A2i+1Gq2(χ2i+1
e )χ−(2i+1)

e (ωq`)χ2i+1
e (ω`q − ω`).

This completes the proof. �

We now give another representation for the size of D`,H below.

Proposition 3.4. The sizes of D`,H defined in (9) is given by

|D`,H | =
q

2 + χe(−1)Gq(η)
2q + χe(−1)Gq(η)

q

∑
j∈H

ψFq2 (ωq`(ω`q − ω`)−1C
(e,q2)
j ).

Proof. By the orthogonality of characters, we have

1
e

e−1∑
i=0

AiGq2(χie)χ−ie (ωq`)χie(ω`q − ω`) =
∑
j∈H

ψFq2 (ωq`(ω`q − ω`)−1C
(e,q2)
j ).

Hence, continuing from (15), we have

|D`,H | =
q

2 + χe(−1)Gq(η)
2q + χe(−1)Gq(η)

q

∑
j∈H

ψFq2 (ωq`(ω`q − ω`)−1C
(e,q2)
j ).

This completes the proof. �
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It is remarkable that this proposition implies that the size of D`,H can be evaluated
from one of the nontrivial character values of

⋃
i∈H C

(e,q2)
i .

We now evaluate the sizes of D`,H ∩ (C(2,q)
0 + s), s ∈ Fq.

Proposition 3.5. The size Ns of D`,H ∩ (C(2,q)
0 + s) is given by

(17) Ns = q − 1
4 − 1

2e

e/2−1∑
i=0

A2i+1(χ2i+1
e (1 + ω`s) + χ2i+1

e (ω`))

+ Gq(η)
2eq

e/2−1∑
i=0

A2i+1Gq2(χ2i+1
e )χ2i+1

e (ω`q − ω`)

× (χ−(2i+1)
e (1 + ωq`s) + χ−(2i+1)

e (−ωq`)).

Proof. The characteristic function of C(2,q)
0 is given as

g(x) = 1
2(η(x) + 1), x ∈ F∗q .

The size Ns of the set D`,H ∩ (C(2,q)
0 + s) is expressed as

Ns =
∑

x∈Fqr{s}

f(1 + ω`x)g(x− s).

By the definitions of g(x) and f(x), we have

Ns = 1
2e

∑
x∈Fqr{s}

(η(x− s) + 1)

e/2 +
e/2−1∑
i=0

A2i+1χ
2i+1
e (1 + ω`x)

 .(18)

Let N (i)
s,1 =

∑
x∈Fqr{s} χ

i
e(1 +ω`x) and N (i)

s,2 =
∑
x∈Fqr{s} χ

i
e(1 +ω`x)η(x− s). Then,

continuing from (18),

Ns = q − 1
4 + 1

2e

e/2−1∑
i=0

A2i+1(N (2i+1)
s,1 +N

(2i+1)
s,2 ).

By Lemmas 3.1 and 3.2, we have for odd i

N
(i)
s,1 +N

(i)
s,2

=
Gq2(χie)Gq(η)

q
χie(ω`q −ω`)(χ−ie (1 +ωq`s) +χ−ie (−ωq`))− (χie(1 +ω`s) +χie(ω`)).

Then, the assertion of the proposition follows. �

The following is another representation for the sizes of D`,H ∩ (C(2,q)
0 + s), s ∈ Fq.

Proposition 3.6. The size Ns of D`,H ∩ (C(2,q)
0 + s) is given by

Ns = Gq(η)
2q

(
1 +

∑
i∈H

ψFq2 ((ω`q − ω`)−1(1 + ωq`s)C(e,q2)
i )

+
∑
i∈H

ψFq2 (−(ω`q − ω`)−1ωq`C
(e,q2)
i )

)
+ q − 1

4 + 1− ξs − ξ`
2 ,

where ξs = 1 if 1+ω`s ∈
⋃
j∈H C

(e,q2)
j and 0 otherwise, and ξ` = 1 if ω` ∈

⋃
j∈H C

(e,q2)
j

and 0 otherwise.
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Proof. By the orthogonality of characters, we have

1
e

e−1∑
i=0

AiGq2(χie)χie(ω`q − ω`)χ−ie (1 + ωq`s) =
∑
i∈H

ψFq2 ((ω`q − ω`)−1(1 + ωq`s)C(e,q2)
i )

and

1
e

e−1∑
i=0

AiGq2(χie)χie(ω`q − ω`)χ−ie (−ωq`) =
∑
i∈H

ψFq2 (−(ω`q − ω`)−1ωq`C
(e,q2)
i ).

Furthermore, we note that

1
2e

e/2−1∑
i=0

A2i+1(χie(1 + ω`s) + χie(ω`)) = −1 + ξs + ξ`
2 .

Then, by Proposition 3.5, the assertion of the proposition follows. �

Similar to Proposition 3.4, the proposition above implies that the sizes of D`,H ∩
(C(2,q)

0 + s), s ∈ Fq, can be expressed in terms of character values of
⋃
i∈H C

(e,q2)
i .

4. Construction of biregular Hadamard matrices with maximum
excess: the case where (2m+ 1)2 + 2 is a prime power

In this section, we will prove Theorem 1.2. In particular, in Subsection 4.1, we give a
construction of biregular Hadamard matrices of order n = (2m + 1)2 + 3 under the
assumption of the existence of four-intersection sets. In Subsection 4.2, we construct
four-intersection sets with prescribed intersection numbers from the finite field of
order q = (2m+ 1)2 + 2.

4.1. Construction of biregular Hadamard matrices from quadratic
residues of Fq with q ≡ 3 (mod 4). Let q ≡ 3 (mod 4) be a prime power. Let
P = Fq and

(19) B = {{x+ a : x ∈ C(2,q)
0 ∪ {0}} : a ∈ Fq}.

Then, (P,B) is a symmetric 2-design, the so-called Paley design. Let M be a q × q
(1,−1)-matrix whose rows and columns are labeled by the elements of Fq and entries
are defined by

Mi,j =
{

1, if j − i ∈ C(2,q)
0 ∪ {0},

−1, if j − i ∈ Fq r (C(2,q)
0 ∪ {0}).

Define

(20) H =
(
−1 1>q
1q M

)
.

Then, H forms a Hadamard matrix of order n = q + 1. We now transform H to a
biregular Hadamard matrix with maximum excess by negating some rows and columns
of H.

Proposition 4.1. Let q = (2m + 1)2 + 2 be a prime power and (P,B) be the block
design defined in (19). Assume that there is a four-intersection set with parameters
(2m2 + m + 2; {m2 + 1,m2 + 2,m2 + m + 1,m2 + m + 2}) for (P,B). Then, there
exists a biregular Hadamard matrix H ′ of order n = (2m + 1)2 + 3 such that H ′1n
has entries in {2m− 2, 2m+ 2}.
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Proof. Let D be the assumed four-intersection set and H be the Hadamard matrix
defined in (20). Define

(α1, α2, α3, α4) = (m2 + 1,m2 + 2,m2 +m+ 1,m2 +m+ 2).

Let x be the support vector of D in P . Furthermore, let A (resp. A⊥) be the q × q-
diagonal matrix, whose entries are defined by Ai,i = −1 if i ∈ D and 1 otherwise
(resp. A⊥i,i = −1 if i ∈ D⊥α3

∪D⊥α4
and 1 otherwise). Define

B =
(

1 0>q
0q A

)
, B⊥ =

(
1 0>q
0q A⊥

)
,

where 0q is the all-zero vector of length q. Then,H ′ = B⊥HB is the desired Hadamard
matrix.

We now show that B⊥HB1q+1 has entries in {2m− 2, 2m+ 2}. By the definitions
of B, B⊥ and H, we have

B⊥HB1q+1 =
(

1 0>q
0q A⊥

)(
−1 1>q
1q M

)(
1 0>q
0q A

)(
1
1q

)
=
(
−1 + 1>q A1q

A⊥(1q +MA1q)

)
.

Since |D| = 2m2+m+2, we have−1+1>q A1q = 2m−2. Furthermore, sinceD is a four-
intersection set with parameters (2m2+m+2; {m2+1,m2+2,m2+m+1,m2+m+2})
for (P,B), we have

(
1
2(M + Jq)x

)
i

=


m2 + 1, if i ∈ D⊥α1

,

m2 + 2, if i ∈ D⊥α2
,

m2 +m+ 1, if i ∈ D⊥α3
,

m2 +m+ 2, if i ∈ D⊥α4
,

where D⊥αi is defined in (4). Hence,

A⊥ (1q +MA1q)i = A⊥ (1q +M1q − 2Mx)i =
{

2m+ 2, if i ∈ D⊥α1
∪D⊥α4

,

2m− 2, if i ∈ D⊥α2
∪D⊥α3

.

This completes the proof of the proposition. �

4.2. Construction of four-intersection sets satisfying the condition of
Proposition 4.1. Let q = (2m+1)2 +2 be a prime power. We will use the notations
in Section 3 with e = 8. Let χ8 be a multiplicative character of order 8 of Fq2 and η
be the quadratic character of Fq. Note that the restriction of χ8 to Fq is of order 2,
i.e., χ8|Fq = η. Assume that χ8(ω) = ζ8 =

√
2(1 + ζ4)/2. By Theorem 2.3, there are

ε, δ ∈ {−1, 1} such that Gq2(χ8) = Gq(η)(ε(2m+ 1) + δ
√
−2).

Let ` be an integer not divisible by q + 1. For any fixed h′ ∈ {0, 1, 2, 3}, let h =
2h′+ (1− εδ)/2 ∈ {0, 1, . . . , 7}. Furthermore, fix ` satisfying the following conditions:

(21) χ8(ω`) = ζ2−5εδ−6h′
8 , χ8(ω`q − ω`) = −ζδ4 .

In the following remark, we show that such a pair (h′, `) ∈ {0, 1, 2, 3}×{0, 1, . . . , q2−2}
exists.

Remark 4.2. In this remark, we see that the set{
(h′, `) : (q + 1) 6 | `, χ8(ω`) = ζ2−5εδ−6h′

8 , χ8(ω`q − ω`) = −ζδ4
}
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is nonempty. Note that ω`q−ω` = −ω−
q+1

2 Trq2/q(ω`+
q+1

2 ) is a square but not a fourth
power in Fq2 . Hence, the condition that χ8(ω`q − ω`) = −ζδ4 is equivalent to that

η(Trq2/q(ω`+
q+1

2 )) = ζ
δ+(m2+m+1)
4 .

On the other hand, the condition χ8(ω`) = ζ2−5εδ−6h′
8 for h′ ∈ {0, 1, 2, 3} is equivalent

to that ω` ∈ C(2,q2)
1 . This is valid whenever ` is odd. Then, the condition (q + 1) 6 | `

is satisfied. Therefore, it is enough to see that each of the sets

Ti =
{
ω` ∈ C(2,q2)

1 : Trq2/q(ω`+
q+1

2 ) ∈ C(2,q)
i

}
, i = 0, 1,

is nonempty. In [19, Remark 2], it was shown that

(22) |Ti| = −
q − 1

2q
∑

x∈C(2,q2)
1

ψFq2 (xω
q+1

2 ) + (q − 1)(q2 − 1)
4q .

By (7) and Theorem 2.2, continuing from (22), we have

|Ti| = −
q − 1

2q

(
−1−Gq2(η)

2

)
+ (q − 1)(q2 − 1)

4q = q2 − 1
4 > 0.

Hence, each Ti is nonempty.

Theorem 4.3. Let q = (2m + 1)2 + 2 be a prime power, and let h and ` be integers
defined as above. Write H = {h+ i (mod 8) : i = 0, 1, 2, 3} and define

D`,H =
{
x ∈ Fq : 1 + xω` ∈

⋃
i∈H

C
(8,q2)
i

}
.

Then, it holds that |D`,H | = 2m2 +m+ 2 and

{|D`,H ∩ ((C(2,q)
0 ∪ {0}) + s)| : s ∈ Fq} = {m2 + 1,m2 + 2,m2 +m+ 1,m2 +m+ 2}.

Proof. We first evaluate the size of D`,H . Let Ai =
∑3
j=0 ζ

−(h+j)i
8 . By Proposition 3.3,

we have

(23) |D`,H | =
q

2 −
Gq(η)

8q

3∑
i=0

A2i+1Gq2(χ2i+1
8 )χ−(2i+1)

8 (ωq`)χ2i+1
8 (ω`q − ω`).

Here, Gq2(χ8)Gq(η) = −q(ε(2m + 1) + δ
√
−2) by Theorem 2.3. Substituting

Gq2(χ8)Gq(η) = −q(ε(2m+1)+δ
√
−2), χ8(ω`) = ζ2−5εδ−6h′

8 and χ8(ω`q−ω`) = −ζδ4
into (23), it is direct to see that |D`,h| = 2m2 +m+ 2.

Next, we evaluate the size Ns of the set D`,H ∩ ((C(2,q)
0 ∪ {0}) + s). By Proposi-

tion 3.5,

(24) Ns = 1
8

4 +
∑

i=1,3,5,7
Aiχ

i
8(1 + ω`s)

+ q − 1
4

− 1
16

3∑
i=0

A2i+1(χ2i+1
8 (1 + ω`s) + χ2i+1

8 (ω`))

+ Gq(η)
16q

3∑
i=0

A2i+1Gq2(χ2i+1
8 )χ2i+1

8 (ω`q − ω`)

× (χ−(2i+1)
8 (1 + ωq`s)− χ−(2i+1)

8 (ωq`)).
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Substituting Gq2(χ8)Gq(η) = −q(ε(2m + 1) + δ
√
−2), χ8(ω`) = ζ2−5εδ−6h′

8 , and
χ8(ω`q − ω`) = −ζδ4 into (24), we can evaluate Ns as

(25) Ns =



m2 +m+2, if εδ = 1 and χ8(1 + ω`s) ∈ {ζ2h′
8 , ζ2h′+3

8 , ζ2h′+6
8 },

or εδ = −1 and χ8(1 + ω`s) ∈ {ζ2h′+1
8 , ζ2h′+4

8 , ζ2h′+6
8 },

m2 +2, if εδ = 1 and χ8(1 + ω`s) = ζ2h′+1
8 ,

or εδ = −1 and χ8(1 + ω`s) = ζ2h′+3
8 ,

m2 +1, if εδ = 1 and χ8(1 + ω`s) ∈ {ζ2h′+2
8 , ζ2h′+4

8 , ζ2h′+7
8 },

or εδ = −1 and χ8(1 + ω`s) ∈ {ζ2h′
8 , ζ2h′+2

8 , ζ2h′+5
8 },

m2 +m+1, if εδ = 1 and χ8(1 + ω`s) = ζ2h′+5
8 ,

or εδ = −1 and χ8(1 + ω`s) = ζ2h′+7
8 .

Thus, Ns ∈ {m2 + 1,m2 + 2,m2 +m+ 1,m2 +m+ 2}. �

The theorem above implies that D`,H is a four-intersection set satisfying the con-
dition of Proposition 4.1. Then, our main Theorem 1.2 follows.

5. Construction of biregular Hadamard matrices with maximum
excess: the case where m2 + (m+ 1)2 is a prime power

In this section, we will prove Theorem 1.3. In particular, in Subsection 5.1, we give a
construction of biregular Hadamard matrices of order n = (2m + 1)2 + 3 under the
assumption of the existence of four-intersection sets. In Subsection 5.2, we construct
four-intersection sets with prescribed intersection numbers from the finite field of
order q = m2 + (m+ 1)2.

5.1. Construction of biregular Hadamard matrices from quadratic
residues of Fq with q ≡ 1 (mod 4). Let q ≡ 1 (mod 4) be a prime power. Let M
be a q × q (0, 1,−1)-matrix whose rows and columns are labeled by the elements of
Fq and entries are defined by

Mi,j =


0, if j − i = 0,
1, if j − i ∈ C(2,q)

0 ,

−1, if j − i ∈ Fq r (C(2,q)
0 ∪ {0}).

Define M1 = M + Iq, M2 = M − Iq, and M3 = −M1. Furthermore, define

(26) H =


1 −1 1>q 1>q
−1 −1 1>q −1>q
1q 1q M1 M2
1q −1q M2 M3

 .

Then, H forms a symmetric Hadamard matrix of order n = 2q + 2. We transform H
to a biregular Hadamard matrix with maximum excess by negating some rows and
columns.

Define
N1 =

(
M1
M2

)
and N2 =

(
M2
M3

)
.

We label the rows of the upper half submatrices (resp. the lower half submatrices) of
N1 and N2 by the elements of {0} × Fq (resp. {1} × Fq) so that (0, j)th rows (resp.
(1, j)th rows) of N1 and N2 are respectively corresponding to jth rows of M1 and M2
(resp. M2 and M3). Furthermore, we can, and do, label the columns of N =

(
N1 N2

)
in the same way with the rows of N since N is symmetric. Define P = {0, 1} × Fq,
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and let (P,Bi), i = 1, 2, be the block designs with incidence matrices (Ni + J2q,q)/2,
i = 1, 2, respectively.

Proposition 5.1. Let q = m2 + (m + 1)2 be a prime power and (P,Bi), i = 1, 2, be
the block designs defined above. Assume that there is a 2m2 +m-subset D of P such
that |D∩({0}×Fq)| = m2 and |D∩({1}×Fq)| = m2 +m, which is a four-intersection
set with parameters (2m2 +m; {m2,m2 +1,m2 +m,m2 +m+1}) for (P,B1) and with
parameters (2m2 + m; {m2 − 1,m2,m2 + m − 1,m2 + m}) for (P,B2). Then, there
exists a biregular Hadamard matrix H ′ of order n = (2m + 1)2 + 3 such that H ′1n
has entries in {2m− 2, 2m+ 2}.

Proof. Let H be the Hadamard matrix defined in (26). Define
(α1, α2, α3, α4) = (m2,m2 + 1,m2 +m,m2 +m+ 1)

and
(β1, β2, β3, β4) = (m2 − 1,m2,m2 +m− 1,m2 +m).

Let x (resp. y) be the support vector ofD∩({0}×Fq) in {0}×Fq (resp.D∩({1}×Fq)
in {1}×Fq). Furthermore, let A1 (resp. A⊥1 ) be the q×q-diagonal matrix, whose rows
and columns are labeled by the elements of {0}×Fq and diagonal entries are defined by
(A1)i,i = −1 if i ∈ D∩({0}×Fq) and 1 otherwise (resp. (A⊥1 )i,i = −1 if i ∈ D⊥α3

∪D⊥α4

and 1 otherwise). Similarly, let A2 (resp. A⊥2 ) be the q × q-diagonal matrix, whose
rows and columns are labeled by the elements of {1} × Fq and diagonal entries are
defined by (A2)i,i = −1 if D ∩ ({1} × Fq) and 1 otherwise (resp. (A⊥2 )i,i = −1 if
D⊥β3
∪D⊥β4

and 1 otherwise). Define

B =


1 0 0>q 0>q
0 1 0>q 0>q
0q 0q A1 Oq
0q 0q Oq A2

 , B⊥ =


1 0 0>q 0>q
0 1 0>q 0>q
0q 0q A⊥1 Oq
0q 0q Oq A⊥2

 ,

where Oq is the q × q all-zero matrix. Then, H ′ = B⊥HB is the desired Hadamard
matrix.

We show that B⊥HB12(q+1) has entries in {2m− 2, 2m+ 2}. By the definitions of
B, B⊥ and H, we have

B⊥HB12(q+1) =


1 0 0>q 0>q
0 1 0>q 0>q
0q 0q A⊥1 Oq
0q 0q Oq A⊥2




1 −1 1>q 1>q
−1 −1 1>q −1>q
1q 1q M1 M2
1q −1q M2 M3




1 0 0>q 0>q
0 1 0>q 0>q
0q 0q A1 Oq
0q 0q Oq A2




1
1
1q
1q



=


1>q A11q + 1>q A21q

−2 + 1>q A11q − 1>q A21q
A⊥1 (21q +M1A11q +M2A21q)

A⊥2 (M2A11q +M3A21q)

 .

Since |D∩({0}×Fq)| = m2 and |D∩({1}×Fq)| = m2+m, we have 1>q A11q+1>q A21q =
2m + 2 and −2 + 1>q A11q − 1>q A21q = 2m − 2. Furthermore, since D is a four-
intersection set with parameters (2m2 + m; {m2,m2 + 1,m2 + m,m2 + m + 1}) for
(P,B1) and with parameters (2m2 +m; {m2−1,m2,m2 +m−1,m2 +m}) for (P,B2),
we have

(
1
2((M1 + Jq)x + (M2 + Jq)y)

)
i

=


m2, if i ∈ D⊥α1

,

m2 + 1, if i ∈ D⊥α2
,

m2 +m, if i ∈ D⊥α3
,

m2 +m+ 1, if i ∈ D⊥α4
,
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and

(
1
2((M2 + Jq)x + (M3 + Jq)y)

)
i

=


m2 − 1, if i ∈ D⊥β1

,

m2, if i ∈ D⊥β2
,

m2 +m− 1, if i ∈ D⊥β3
,

m2 +m, if i ∈ D⊥β4
.

Hence,(
A⊥1 (21q +M1A11q +M2A21q)

)
i

=
(
A⊥1 (21q +M11q +M21q − 2M1x− 2M2y)

)
i

=
{

2m+ 2, if i ∈ D⊥α1
∪D⊥α4

,

2m− 2, if i ∈ D⊥α2
∪D⊥α3

,

and (
A⊥2 (M2A11q +M3A21q)

)
i

=
(
A⊥2 (M21q +M31q − 2M2x− 2M3y)

)
i

=
{

2m+ 2, if i ∈ D⊥β1
∪D⊥β4

,

2m− 2, if i ∈ D⊥β2
∪D⊥β3

.

This completes the proof of the proposition. �

We have the following proposition similar to Proposition 5.1.

Proposition 5.2. Let q = m2 +(m+1)2 be a prime power and (P,Bi), i = 1, 2, be the
block designs defined as in Proposition 5.1. Assume that there is a 2m2 +m+1-subset
D of P such that |D∩ ({0}×Fq)| = m2 and |D∩ ({1}×Fq)| = m2 +m+1, which is a
four-intersection set with parameters (2m2+m+1; {m2,m2+1,m2+m+1,m2+m+2})
for (P,B1) and with parameters (2m2 +m+ 1; {m2− 1,m2,m2 +m,m2 +m+ 1}) for
(P,B2). Then, there exists a biregular Hadamard matrix H ′ of order n = (2m+1)2 +3
such that H ′1n has entries in {2m, 2m+ 4}.

We omit the proof of the proposition above since the proof is similar to that of
Proposition 5.1.

5.2. Construction of four-intersection sets satisfying the conditions of
Propositions 5.1 and 5.2. Let q = m2 + (m + 1)2 be a prime power. We will use
the notations in Section 3 with e = 4. Let χ4 be a multiplicative character of order 4
of Fq2 , and η the quadratic character of Fq. It is clear that χ4|Fq = η. We first give
the following lemma.

Lemma 5.3. With notations as above, there are ε, δ ∈ {1,−1} such that

Gq(η)Gq2(χ4)/q = εm+ δ(m+ 1)ζ4 or ε(m+ 1) + δmζ4

depending on whether m is odd or even.

Proof. Let χ′4 be the multiplicative character of order 4 of Fq such that χ′4(ωq+1) =
χ4(ω). Then, by Theorem 2.4, we have Gq2(χ4) = −Gq(χ′4)2. By (8), we have

Gq(η)Gq2(χ4) = −Gq(η)Gq(χ′4)2 = −χ′4(−1)qGq(η)Gq(χ′4)
Gq(χ′34 ) = −χ′4(−1)qJq(η, χ′4).

Finally, by Theorem 2.5, there are ε, δ ∈ {1,−1} such that −χ′4(−1)Jq(η, χ′4) =
εm+ δ(m+ 1)ζ4 or −χ′4(−1)Jq(η, χ′4) = ε(m+ 1) + δmζ4 depending on whether m is
odd or even. This completes the proof of the lemma. �
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Let ` be an integer not divisible by q + 1. Fix ` and h ∈ {0, 1, 2, 3} satisfying the
following conditions:

(27) χ4(ω`) = ζ3+h
4 , χ4(ω`q − ω`) = ζ

δ(1+2h)
4 .

In the following remark, we show that such a pair (h, `) ∈ {0, 1, 2, 3}×{0, 1, . . . , q2−2}
exists.

Remark 5.4. In this remark, we see that the set{
(h, `) : (q + 1) 6 | `, χ4(ω`) = ζ3+h

4 , χ4(ω`q − ω`) = ζ
δ(1+2h)
4

}
is nonempty. We assume that h is even. This is valid whenever ` is odd since
χ4(ω`) = ζ3+h

4 . Then, the condition (q + 1) 6 | ` is satisfied. Since ω`q − ω` =
−ω−

q+1
2 Trq2/q(ω`+

q+1
2 ) is a nonsquare in Fq2 , the condition χ4(ω`q − ω`) = ζ

δ(1+2h)
4

is reformulated as
η(−Trq2/q(ω`+

q+1
2 )) = ζm

2+m+1+δ
4 .

Therefore, it is enough to see that each of the sets

Ti =
{
ω` ∈ C(2,q2)

1 : Trq2/q(ω`+
q+1

2 ) ∈ C(2,q)
i

}
, i = 0, 1,

is nonempty. Similar to Remark 4.2, by Theorem 2.2, we have

|Ti| = −
q − 1

2q
∑

x∈C(2,q2)
1

ψFq2 (xω
q+1

2 ) + (q − 1)(q2 − 1)
4q

= − q − 1
2q

(
−1 +Gq2(η)

2

)
+ (q − 1)(q2 − 1)

4q = q2 − 1
4 > 0.

Hence, each Ti is nonempty.

We first treat the case where m is odd.

Theorem 5.5. Let q = m2 + (m + 1)2 be a prime power with m odd. Let h and
` be integers defined as above. Define (H0, H1) = ({h, h + 1}, {h + 1, h + 2}) or
(H0, H1) = ({h+1, h+2}, {h, h+1}) depending on whether εδ = 1 or −1. Furthermore,
define

D`,Hd =
{
x ∈ Fq : 1 + xω` ∈

⋃
j∈Hd

C
(4,q2)
j

}
, d = 0, 1.

Then, it holds that |D`,H0 | = m2 and |D`,H1 | = m2 +m. Furthermore,

{|D`,H0 ∩ ((C(2,q)
0 ∪ {0}) + s)|+ |D`,H1 ∩ (C(2,q)

0 + s)| : s ∈ Fq} = {m2,m2 +m+ 1}
and

{|D`,H0 ∩ (C(2,q)
0 + s)|+ |D`,H1 ∩ ((F∗q r C

(2,q)
0 ) + s)| : s ∈ Fq}
= {m2 − 1,m2,m2 +m− 1,m2 +m}.

Proof. We first evaluate the sizes of D`,Hd , d = 0, 1. Let Ai,d =
∑
j∈Hd ζ

−ji
e . By

Proposition 3.3 and Lemma 5.3, we have

|D`,Hd | =
q

2 + Gq(η)
4q

∑
i=0,1

A2i+1,dGq2(χ2i+1
4 )χ−(2i+1)

4 (ω`)χ2i+1
4 (ω`q − ω`)(28)

=m2 + (m+ 1)2

2 + 1
4A1,d(εm+ δ(m+ 1)ζ4)χ−1

4 (ω`)χ4(ω`q − ω`)

+ 1
4A3,d(εm− δ(m+ 1)ζ4)χ4(ω`)χ−1

4 (ω`q − ω`).
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Substituting χ4(ω`) = ζ3+h
4 and χ4(ω`q − ω`) = ζ

δ(1+2h)
4 into (28), it is direct to see

that (|D`,H0 |, |D`,H1 |) = (m2,m2 +m).
Next, we evaluate the following:

M1,s = |D`,H0 ∩ ((C(2,q)
0 ∪ {0}) + s)|+ |D`,H1 ∩ (C(2,q)

0 + s)|,

M2,s = |D`,H0 ∩ (C(2,q)
0 + s)|+ |D`,H1 ∩ ((F∗q r C

(2,q)
0 ) + s)|.

By Proposition 3.5 and Lemma 5.3, we have

M1,s = q − 1
2 + 1

8
∑
i=1,3

(Ai,0 +Ai,1)N (i)
s + 1

4
∑
i=1,3

Ai,0χ
i
4(1 + ω`s) + 1

2(29)

and

M2,s =|D`,H1 |+
1
8
∑
i=1,3

(Ai,0 −Ai,1)N (i)
s −

1
4
∑
i=1,3

Ai,1χ
i
4(1 + ω`s)− 1

2 ,(30)

where

N (i)
s = (εm+ δ(m+ 1)ζi4)χi4(ω`q − ω`)(χ−i4 (1 + ω`s) + χ−i4 (ω`))

− (χi4(1 + ω`s) + χi4(ω`)).

Substituting χ4(ω`) = ζ3+h
4 and χ4(ω`q − ω`) = ζ

δ(1+2h)
4 into (29) and (30), we can

evaluate M1,s and M2,s as

M1,s =


m2 +m+ 1, if εδ = 1 and χ4(1 + ω`s) ∈ {ζh4 , ζh+1

4 },
or εδ = −1 and χ4(1 + ω`s) ∈ {ζh+1

4 , ζh+2
4 },

m2, if εδ = 1 and χ4(1 + ω`s) ∈ {ζh+2
4 , ζh+3

4 },
or εδ = −1 and χ4(1 + ω`s) ∈ {ζh4 , ζh+3

4 },

and

M2,s =



m2 − 1, if εδ = 1 and χ4(1 + ω`s) = ζh4 ,
or εδ = −1 and χ4(1 + ω`s) = ζh+2

4 ,
m2 +m− 1, if εδ = 1 and χ4(1 + ω`s) = ζh+1

4 ,
or εδ = −1 and χ4(1 + ω`s) = ζh+1

4 ,
m2 +m, if εδ = 1 and χ4(1 + ω`s) = ζh+2

4 ,
or εδ = −1 and χ4(1 + ω`s) = ζh4 ,

m2, if εδ = 1 and χ4(1 + ω`s) = ζh+3
4 ,

or εδ = −1 and χ4(1 + ω`s) = ζh+3
4 .

This completes the proof of the theorem. �

The theorem above implies that ({0}×D`,H0)∪({1}×D`,H1) satisfies the condition
of Proposition 5.1. Then, the assertion for the case where m is odd in Theorem 1.3
follows.

We next treat the case where m is even.

Theorem 5.6. Let q = m2 + (m+ 1)2 be a prime power with m even. Let h and ` be
integers defined in (27). Define (H0, H1) = ({h, h+ 1}, {h+ 1, h+ 2}) or (H0, H1) =
({h+ 1, h+ 2}, {h, h+ 1}) depending on whether εδ = 1 or −1. Furthermore, define

D`,Hd =
{
x ∈ Fq : 1 + xω` ∈

⋃
j∈Hd

C
(4,q2)
j

}
, d = 0, 1.
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Then, it holds that |D`,H0 | = m2 and |D`,H1 | = m2 +m+ 1. Furthermore,

{|D`,H0 ∩ ((C(2,q)
0 ∪ {0}) + s)|+ |D`,H1 ∩ (C(2,q)

0 + s)| : s ∈ Fq}
= {m2,m2 + 1,m2 +m+ 1,m2 +m+ 2}

and
{|D`,H0 ∩ (C(2,q)

0 + s)|+ |D`,H1 ∩ ((F∗q r C
(2,q)
0 ) + s)| : s ∈ Fq} = {m2,m2 +m}.

We omit the proof of Theorem 5.6 since the proof is similar to that of Theorem 5.5.
This theorem implies that ({0}×D`,H0)∪({1}×D`,H1) is a set satisfying the condition
of Proposition 5.2. Then, the assertion for the case where m is even in Theorem 1.3
follows.

6. Construction of regular Hadamard matrices
In this section, we prove Theorem 1.4. We restate the theorem below.

Theorem 6.1. Let q = 2m2 − 1 be a prime power with m odd. Let X0 = {0}, and
assume that there are subsets Xi, i = 1, 2, 3, 4, of Fq2 partitioning F∗q2 satisfying the
following conditions:

(1) X1 = ω2m2
X3 and X2 = ω2m2

X4;
(2) Each Xi, i = 1, 2, 3, 4, is a union of cosets of C(4m2,q2)

0 ;
(3) (Fq2 , {Ri}4i=0) is a four-class association scheme with Table 1 as its first eigen-

matrix. Here, for i = 0, 1, 2, 3, 4, (x, y) ∈ Ri if and only if x−y ∈ Xi. Further-
more, the sets Yi, i = 0, 1, 2, 3, 4, are defined by Y0 = {0}, Y1 = ω−m

2τXq
1 ,

Y2 = ω−m
2τXq

2 Y3 = ω−m
2τXq

3 , Y4 = ω−m
2τXq

4 , where τ = 1 or −1 and
Xq
i := {xq : x ∈ Xi}, i = 1, 2, 3, 4.

Then, there exists a regular Hadamard matrix of order n = 4m2.

Table 1. The first eigenmatrix of (Fq2 , {Ri}4i=0): ψFq2 (aXi), a ∈
F∗q2 , take four character values depending on whether a ∈ Yi, i =
1, 2, 3, 4.

X0 X1 X2

a ∈ Y0 1 m(m2 − 1)(m− 1) m(m2 − 1)(m+ 1)
a ∈ Y1 1 m2+m−1

2 − m
2 Gq(η) −m2−m

2 − m+1
2 Gq(η)

a ∈ Y2 1 −m2+m
2 − m−1

2 Gq(η) m2−m−1
2 + m

2 Gq(η)
a ∈ Y3 1 m2+m−1

2 + m
2 Gq(η) −m2−m

2 + m+1
2 Gq(η)

a ∈ Y4 1 −m2+m
2 + m−1

2 Gq(η) m2−m−1
2 − m

2 Gq(η)

X3 X4

a ∈ Y0 m(m2 − 1)(m− 1) m(m2 − 1)(m+ 1)
a ∈ Y1

m2+m−1
2 + m

2 Gq(η) −m2−m
2 + m+1

2 Gq(η)
a ∈ Y2

−m2+m
2 + m−1

2 Gq(η) m2−m−1
2 − m

2 Gq(η)
a ∈ Y3

m2+m−1
2 − m

2 Gq(η) −m2−m
2 − m+1

2 Gq(η)
a ∈ Y4

−m2+m
2 − m−1

2 Gq(η) m2−m−1
2 + m

2 Gq(η)

Remark 6.2. We remark that W1 = X1 ∪ X3 (resp. W2 = X2 ∪ X4) is a union of
cosets of F∗q and it takes exactly two nontrivial character values m2 + m − 1 and
−m2 +m (resp. m2−m−1 and −m2−m). Equivalently, (Fq2 , {R′i}2i=0) is a two-class
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association scheme, where R′0 := {(x, x) : x ∈ Fq2} and R′i, i = 1, 2, are defined by
(x, y) ∈ R′i if and only if x− y ∈ Wi. On the other hand, it is known that any union
of cosets of F∗q in F∗q2 takes exactly two nontrivial character values [6, Theorem 2],
and there exist such subsets W1 and W2. Then, by Proposition 2.1, (Fq2 , {Ri}4i=0) is
a fission scheme of a known two-class association scheme.

In Subsection 6.1, we give a construction of regular Hadamard matrices of order n =
4m2 under the assumption of the existence of two-intersection sets. In Subsection 6.2,
we construct two-intersection sets with prescribed intersection numbers from the finite
field of order q = 2m2 − 1.

6.1. Construction of regular Hadamard matrices from quadratic
residues of Fq with q ≡ 1 (mod 4). We first modify the construction given
in Proposition 5.1. Let M1,M2,M3 be matrices defined as in Subsection 5.1. Define

(31) H =


1 1 1>q 1>q
1 −1 −1>q 1>q
1q −1q M1 M2
1q 1q M2 M3

 ,

which is the matrix obtained by negating the second row and the second column of
the matrix defined in (26). Consider the symmetric submatrix

(32) N ′ =

 −1 −1>q 1>q
−1q M1 M2
1q M2 M3


of H. Note that (N ′+J2q+1)/2 is the incidence matrix of a symmetric 2-design (P,B)
with parameters (v, k, λ) = (2q + 1, q, (q − 1)/2).
Proposition 6.3. Let q = 2m2 − 1 be a prime power with m odd and (P,B) be the
block design defined as above. Assume that there is a (2m2−m)-subset D of P , which
is a two-intersection set with parameters (2m2 −m; {m2 −m,m2}) for (P,B). Then,
there exists a regular Hadamard matrix of order n = 4m2.
Proof. Let H be the Hadamard matrix defined in (31). Define

(α, β) = (m2 −m,m2).
Let x be the support vector of D in P . Furthermore, let A (resp. A⊥) be the (2q +
1)× (2q + 1)-diagonal matrix, whose entries are defined by Ai,i = −1 if i ∈ D and 1
otherwise (resp. A⊥i,i = −1 if D⊥β and 1 otherwise). Define

B =
(

1 0>q
0q A

)
, B⊥ =

(
1 0>q
0q A⊥

)
.

Then, H ′ = B⊥HB is the desired Hadamard matrix.
We show that B⊥HB12(q+1) = 2m12(q+1). By the definitions of B, B⊥ and H, we

have

B⊥HB12(q+1) =
(

1 0>2q+1
02+1 A⊥

)(
1 1>2q+1

12q+1 N ′

)(
1 0>2q+1

02q+1 A

)(
1

12q+1

)
=
(

1 + 1>2q+1A12q+1
A⊥(12q+1 +N ′A12q+1)

)
.

Since D = |2m2 − m|, we have 1 + 1>2q+1A12q+1 = 2m. Furthermore, since D is a
two-intersection set with parameters (2m2 −m; {m2 −m,m2}) for (P,B), we have(

1
2(N ′ + J2q+1)x

)
i

=
{
m2 −m, if i ∈ D⊥α ,
m2, if i ∈ D⊥β .
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Hence, (
A⊥(12q+1 +N ′A12q+1)

)
i

=
(
A⊥(12q+1 +N ′12q+1 − 2N ′x)

)
i

= 2m.

This completes the proof of the proposition. �

6.2. Construction of two-intersection sets satisfying the conditions of
Proposition 6.3. We construct two-intersection sets satisfying the conditions of
Proposition 6.3 under the assumption of the existence of a four-class association
scheme.

With notations as in Theorem 6.1, assume that there is an integer ` not divisible
by q + 1 satisfying the following conditions:

(33) ω` ∈ X2 ∪X4, ω`q − ω` ∈ C(4m2,q2)
τm2 .

Then, by the definition of Yi, we have ωq`(ω`q − ω`)−1 ∈ Y2 or Y4 depending on
whether ω` ∈ X2 or X4. Furthermore, (ω`q − ω`)−1(1 + ωq`s) ∈ Yi if and only if
1 + ω`s ∈ Xi for every i = 1, 2, 3, 4.

In the following remark, we show that there exists ` ∈ {0, 1, . . . , q2 − 2} satisfying
the condition (33).

Remark 6.4. In this remark, we see that the set

S =
{
` : (q + 1) 6 | `, ω` ∈ X2 ∪X4, ω

`q − ω` ∈ C(4m2,q2)
τm2

}
is nonempty. Since |X2 ∪X4| > q, there is ω` ∈ X2 ∪X4 such that ω` 6∈ Fq. Further-
more, note that X2 ∪X4 is a union of cosets of F∗q . Hence, we evaluate the size of the
set

T =
{
` : ω` ∈ ωtF∗q , ω`q − ω` ∈ C

(4m2,q2)
τm2

}
,

where ωt 6∈ Fq. Since ω`q − ω` = −ω−
q+1

2 Trq2/q(ω`+
q+1

2 ), the condition ω`q − ω` ∈
C

(4m2,q2)
τm2 is reformulated as

Trq2/q(ω`+
q+1

2 ) ∈ C(4m2,q2)
(τ+1)m2 = C

(2,q)
(τ+1)/2.

Hence, we have

T =
{
` : ω` ∈ ωtF∗q , Trq2/q(ω`+

q+1
2 ) ∈ C(2,q)

(τ+1)/2

}
.

The size of T is given by

|T | = 1
q

∑
a∈Fq

∑
x∈ωtF∗q

∑
b∈C(2,q)

(τ+1)/2

ψFq2 (axω
q+1

2 )ψFq (−ab)

= 1
q

∑
a∈F∗q

∑
x∈F∗q

∑
b∈C(2,q)

(τ+1)/2

ψFq2 (xωt+
q+1

2 )ψFq (−ab) + (q − 1)2

2q .

Since Trq2/q(ωt+
q+1

2 ) 6= 0, we have

|T | = q − 1
2q

∑
a∈F∗q

∑
x∈F∗q

ψFq (xTrq2/q(ωt+
q+1

2 ))ψFq (a) + (q − 1)2

2q = q − 1
2 > 0.

Hence, T is nonempty, which also implies that S is nonempty.
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Theorem 6.5. Let q = 2m2 − 1 be a prime power with m odd. Assume that there
are subsets Xi, i = 1, 2, 3, 4, satisfying the conditions of Theorem 6.1. Let (S0, S1) =
(X1 ∪X4, X1 ∪X2) or (S0, S1) = (X2 ∪X3, X3 ∪X4) depending on whether ω` ∈ X2
or ω` ∈ X4. Define

D`,Sd =
{
x ∈ Fq : 1 + xω` ∈ Sd

}
, d = 0, 1.

Then, it holds that |D`,S0 | = m2 −m and |D`,S1 | = m2. Furthermore,

{|D`,S0 ∩ ((C(2,q)
0 ∪ {0}) + s)|+ |D`,S1 ∩ (C(2,q)

0 + s)| : s ∈ Fq} = {m2 −m,m2}
and
{|D`,S0 ∩ (C(2,q)

0 + s)|+ |D`,S1 ∩ ((F∗q r C
(2,q)
0 ) + s)| : s ∈ Fq} = {m2 −m,m2}.

Proof. We consider the case where ω` ∈ X2. Let S0 = X1 ∪X4 and S1 = X1 ∪X2. In
this case, ωq`(ω`q − ω`)−1 ∈ Y2.

We first evaluate the sizes of D`,Sd , d = 0, 1. By Proposition 3.4,

(34) |D`,Sd | =
2m2 − 1

2 + Gq(η)
2q (1 + 2ψFq2 (ωq`(ω`q − ω`)−1Sd)).

By substituting the character values of S0 and S1 listed in Table 1 into (34), we have
(|D`,S0 |, |D`,S1 |) = (m2 −m,m2). Here, we used the fact that Gq(η)2 = q.

Next, we evaluate the following:

M1,s := |D`,S0 ∩ ((C(2,q)
0 ∪ {0}) + s)|+ |D`,S1 ∩ (C(2,q)

0 + s)|,

M2,s := |D`,S0 ∩ (C(2,q)
0 + s)|+ |D`,S1 ∩ ((F∗q r C

(2,q)
0 ) + s)|.

By Proposition 3.6, we have

(35) M1,s = Gq(η)
2q

(
2 + ψFq2 ((ω`q − ω`)−1(1 + ωq`s)(S0 ∪ S1))

+ψFq2 (−(ω`q − ω`)−1ωq`(S0 ∪ S1))
)

+ q + 1
2 + ξs − ξ` − ξ′s − ξ′`

2 ,

where ξs, ξ′s, ξ`, and ξ′` are defined as

ξs =
{

1, if 1 + ω`s ∈ S0,

0, otherwise,
ξ′s =

{
1, if 1 + ω`s ∈ S1,

0, otherwise,

ξ` =
{

1, if ω` ∈ S0,

0, otherwise,
ξ′` =

{
1, if ω` ∈ S1,

0, otherwise.

By Table 1, we have

1 + ψFq2 ((ω`q − ω`)−1(1 + ωq`s)(S0 ∪ S1)) =


−mGq(η), if 1 + ω`s ∈ X1,

−(m− 1)Gq(η), if 1 + ω`s ∈ X2,

mGq(η), if 1 + ω`s ∈ X3,

(m− 1)Gq(η), if 1 + ω`s ∈ X4,

and
1 + ψFq2 (−(ω`q − ω`)−1ωq`(S0 ∪ S1)) = −(m− 1)Gq(η).

Furthermore,

ξs − ξ` − ξ′s − ξ′`
2 =


− 1

2 , if 1 + ω`s ∈ X1,

−1, if 1 + ω`s ∈ X2,

− 1
2 , if 1 + ω`s ∈ X3,

0, if 1 + ω`s ∈ X4.
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Hence, we obtain

M1,s =
{
m2 −m, if 1 + ω`s ∈ X1 ∪X2,

m2, if 1 + ω`s ∈ X3 ∪X4.

Next, we evaluate M2,s. By Proposition 3.6, we have

(36) M2,s=Gq(η)
2q

(
ψFq2 ((ω`q−ω`)−1(1+ωq`s)S0)−ψFq2 ((ω`q−ω`)−1(1+ωq`s)S1)

+ψFq2 (−(ω`q − ω`)−1ωq`S0)− ψFq2 (−(ω`q − ω`)−1ωq`S1)
)

+ |D`,S1 |+
−ξs − ξ` − ξ′s + ξ′`

2 .

By Table 1, we have

ψFq2 ((ω`q − ω`)−1(1 + ωq`s)S0)− ψFq2 ((ω`q − ω`)−1(1 + ωq`s)S1)

=


(m+ 1)Gq(η), if 1 + ω`s ∈ X1,

−mGq(η), if 1 + ω`s ∈ X2,

−(m+ 1)Gq(η), if 1 + ω`s ∈ X3,

mGq(η), if 1 + ω`s ∈ X4,

and

ψFq2 (−(ω`q − ω`)−1ωq`S0)− ψFq2 (−(ω`q − ω`)−1ωq`S1) = −mGq(η).

Furthermore,

−ξs − ξ` − ξ′s + ξ′`
2 =


− 1

2 , if 1 + ω`s ∈ X1,

0, if 1 + ω`s ∈ X2,
1
2 , if 1 + ω`s ∈ X3,

0, if 1 + ω`s ∈ X4.

Hence, we obtain

M2,s =
{
m2, if 1 + ω`s ∈ X1 ∪X4,

m2 −m, if 1 + ω`s ∈ X2 ∪X3.

This completes the proof of the theorem for the case where ω` ∈ X2. The proof for
the case where ω` ∈ X4 is similar. �

We use the same labels for rows and columns of the matrix

N =
(
M1 M2
M2 M3

)
with those defined as in Subsection 5.1. The theorem above implies that ({0}×D`,S0)∪
({1} × D`,S1) ⊂ P is the desired two-intersection set for the block design (P,B) in
Proposition 6.3. (So, we do not negate the second row and column of H.) Then,
Theorem 6.1 follows.

Example. In the cases wherem = 3, 5, we can find subsets Xi, i = 1, 2, 3, 4, satisfying
the conditions of Theorem 6.1. Hence, in these cases, the matrix H defined in (31) can
be transformed to a regular Hadamard matrix by negating some rows and columns.

In the case where m = 3, define four subsets of {0, 1, . . . , 11}:
H1 = {1, 5}, H2 = {0, 2, 9, 10},
H3 = {7, 11}, H4 = {3, 4, 6, 8},
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and define Xi =
⋃
j∈Hi C

(12,172)
j , i = 1, 2, 3, 4. It is clear that X1 = ω2m2

X3, X2 =
ω2m2

X4, and each Xi is a union of cosets of C(36,172)
j . Furthermore, we checked by

computer that Xi, i = 1, 2, 3, 4, take the character values listed in Table 1.
In the case where m = 5, define four subsets of {0, 1, . . . , 19}:

H1 = {2, 3, 10, 19}, H2 = {1, 7, 14, 15, 16, 18},
H3 = {0, 9, 12, 13}, H4 = {4, 5, 6, 8, 11, 17},

and define Xi =
⋃
j∈Hi C

(20,74)
j , i = 1, 2, 3, 4. It is clear that X1 = ω2m2

X3, X2 =
ω2m2

X4, and each Xi is a union of cosets of C(100,74)
j . Furthermore, we checked by

computer that Xi, i = 1, 2, 3, 4, take the character values listed in Table 1.
In the case where m = 7, we checked by computer that there is no translation

association scheme satisfying the conditions of Theorem 6.1 if each part Xi is a union
of cosets of C(28,972)

0 . However, it may be possible if each Xi is a union of cosets of
C

(196,972)
0 rather than a union of cosets of C(28,972)

0 . But, in this case, our computer
could not work.

7. Concluding remarks
We conclude this paper by listing some problems for future work.

In this paper, we found new constructions of Hadamard matrices with maximum
excess. In particular, we proved that if either of (2m+ 1)2 + 2 or m2 + (m+ 1)2 is a
prime power, then there exists a biregular Hadamard matrix of order n = (2m+1)2+3
with maximum excess attaining the bound of Proposition 1.1. The constructions are
based on negating some rows and columns of known Hadamard matrices obtained
from quadratic residues of finite fields. In a similar way, we tried to find regular
Hadamard matrices. In particular, we gave a sufficient condition for the matrix H
defined in (31) being transformed to a regular Hadamard matrix of order 2(q + 1)
under the assumption of the existence of a four-class translation association scheme on
(Fq2 ,+), where q = 2m2− 1 with m odd. Furthermore, we found association schemes
satisfying the conditions of Theorem 6.1 in the cases where m = 3 and 5. Hence, we
naturally have the following open question.

Question 7.1. Let q = 2m2 − 1 be a prime power with m an odd integer. Does there
exist a four-class association scheme satisfying the conditions of Theorem 6.1 for
m > 7?

More generally, we have the following.

Question 7.2. Can the matrix H defined in (31) be transformed to a regular
Hadamard matrix?

In this paper, we did not care about “symmetry” of Hadamard matrices. Hence,
we give the following question.

Question 7.3. Can the Hadamard matrices obtained in Theorems 1.2, 1.3 and 1.4 be
transformed to symmetric or skew ones by permuting rows and columns?

Acknowledgements. The authors would like to thank the reviewers for their helpful
comments.
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