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Homogenization of nonconvex unbounded
singular integrals

Omar Anza Hafsa
Nicolas Clozeau

Jean-Philippe Mandallena

Abstract

We study periodic homogenization by Γ-convergence of integral functionals
with integrandsW (x, ξ) having no polynomial growth and which are both not nec-
essarily continuous with respect to the space variable and not necessarily convex
with respect to the matrix variable. This allows to deal with homogenization of
composite hyperelastic materials consisting of two or more periodic components
whose the energy densities tend to infinity as the volume of matter tends to zero,
i.e., W (x, ξ) =

∑
j∈J 1Vj (x)Hj(ξ) where {Vj}j∈J is a finite family of open disjoint

subsets of RN , with |∂Vj | = 0 for all j ∈ J and |RN \
⋃
j∈J Vj | = 0, and, for each

j ∈ J , Hj(ξ) → ∞ as det ξ → 0. In fact, our results apply to integrands of type
W (x, ξ) = a(x)H(ξ) when H(ξ) → ∞ as det ξ → 0 and a ∈ L∞(RN ; [0,∞[) is
1-periodic and is either continuous almost everywhere or not continuous. When a
is not continuous, we obtain a density homogenization formula which is a priori
different from the classical one by Braides–Müller. Although applications to hy-
perelasticity are limited due to the fact that our framework is not consistent with
the constraint of noninterpenetration of the matter, our results can be of technical
interest to analysis of homogenization of integral functionals.

1. Introduction

In this paper we prove homogenization theorems (see Theorems 2.8, 2.19
and 2.33) in the sense of De Giorgi’s Γ-convergence (see Definition 2.1)
for functionals of type ˆ

Ω
W

(
x

ε
,∇φ(x)

)
dx, (1.1)

where Ω ⊂ RN is a bounded open set and φ ∈ W 1,p(Ω;Rm) with p > 1,
when the 1-periodic integrand W : RN × Mm×N → [0,∞] has not p-
growth and is both not necessarily continuous with respect to its first

Keywords: Homogenization, Γ-convergence, Unbounded integrand, Singular growth, De-
terminant constraint type, hyperelasticity.
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variable and not necessarily convex with respect to the second variable.
Our homogenization results can be summarized as follows (see §1.1 for
details on the classes of integrands).

Theorem. If W ∈ Ipper ∪ J pper ∪ Kpper then (1.1) Γ-converges as ε→ 0 to
the homogenized functionalˆ

Ω
Whom(∇u(x)) dx.

If W ∈ Ipper ∪ J pper then Whom is given by the classical density homoge-
nization formula of Braides–Müller, i.e.,

Whom(ξ) = HW (ξ)

:= inf
k≥1

inf
{ 

kY
W (x, ξ +∇ϕ(x)) dx : ϕ ∈W 1,p

0 (kY ;Rm)
}
,

where Y := ]−1
2 ,

1
2 [N and W 1,p

0 (kY ;Rm) denotes the space of p-Sobolev
functions from kY to Rm which are null on the boundary of kY .

If W ∈ Kpper then Whom is given by a priori different formula from the
classical one, i.e.,

Whom(ξ) = H
[
GW

]
(ξ)

with

GW (x, ξ) := lim
ρ→0

inf
{ 

Qρ(x)
W (y, ξ +∇ϕ(y)) dy : ϕ ∈ Aff0(Qρ(x);Rm)

}
,

where Qρ(x) := x+ ρY and Aff0(Qρ(x);Rm) denotes the space of contin-
uous piecewise affine functions from Qρ(x) to Rm which are null on the
boundary of Qρ(x).

The distinguishing feature of our homogenization results is that they
can be applied with integrands W : RN × MN×N → [0,∞] having a
singular behavior of the type

lim
det ξ→0

W (x, ξ) =∞ , (1.2)

i.e., when W (x, · ) is compatible with one of the two basic facts of hypere-
lasticity, namely the necessity of an infinite amount of energy to compress
a finite volume into zero volume (see Corollaries 2.13, 2.17, 2.22 and 2.36).
However, our results are not consistent with the noninterpenetration of the
matter.
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The plan of the paper is as follows. In the next section we state our
main results, see Theorems 2.8, 2.19 and 2.33 and Corollaries 2.13, 2.17,
2.22 and 2.36 (see also Remark 2.37) establishing new homogenization
results for functionals with 1-periodic integrands W which are consistent
with (1.2). Theorems 2.8, 2.19 and 2.33 are proved in Section 4. The proofs
of Theorems 2.8 and 2.19 use both Braides–Müller’s homogenization the-
orem (see Theorem 2.2) and new relaxation theorems (see Theorems 3.8
and 3.15) whose statements and proofs are given in Section 3. In the ap-
pendix, we recall some standard and less standard results on relaxation
of singular integrands (see §A.1), approximation of the relaxation formula
(see §A.2), approximation of the homogenization formula (see §A.3) and
integral representation of the Vitali envelope of a set function (see §A.4).
In fact, Corollaries 2.13 and 2.17 are based upon Theorem 2.12 which is
proved in §A.1. On the other hand, Theorem A.4 is used in the proof of
Corollary 2.22, and Propositions A.5 and A.8 and Theorem A.16 are used
in the proof of Theorem 2.33.

1.1. Notation, hypotheses and classes of integrands

Troughout the paper, the symbol
ffl

stands for the mean value integral,
i.e.,  

B
f(x) dx = 1

|B|

ˆ
B
f(x) dx.

Several general hypotheses are stated troughout the paper. For the con-
venience of the reader we summarize it below.

(A0) W is p-coercive, i.e., W (x, ξ) ≥ C|ξ|p for all (x, ξ) ∈ RN ×Mm×N

and some C > 0.

(A1) W is 1-periodic, i.e., for every ξ ∈Mm×N and every i ∈ {1, . . . , N},
W (x + ei, ξ) = W (x, ξ) for a.a. x ∈ RN , where (e1, . . . , eN ) is the
standard basis of RN .

(A2) there exists a function ω : [0,∞[→ [0,∞[ continuous at the origin
with ω(0) = 0 such that for every x1, x2 ∈ RN and every ξ ∈
Mm×N ,

W (x1, ξ) ≤ ω(|x1 − x2|)(1 +W (x2, ξ)) +W (x2, ξ) .

137



O. Anza Hafsa, N. Clozeau & J.-P. Mandallena

(A3) ZW : RN ×Mm×N → [0,∞] defined by

ZW (x, ξ) := inf
{ˆ

Y
W (x, ξ +∇ϕ(y)) dy : ϕ ∈W 1,∞

0 (Y ;Rm)
}

has p-growth, i.e., ZW (x, ξ) ≤ c(1 + |ξ|p) for all (x, ξ) ∈ RN ×
Mm×N and some c > 0.

(A4) there exists λ ∈ L such that for every x1, x2 ∈ RN and every
ξ ∈Mm×N ,
W (x1, ξ) ≤ |λ(x1)− λ(x2)|(1 +W (x2, ξ)) +W (x2, ξ) .

(A5) SWξ (U) ≤ c|U |(1 + |ξ|p) for all ξ ∈ Mm×N , all bounded open sets
U ⊂ RN and some c > 0, where

SWξ (U) := inf
{ˆ

U
W (y, ξ +∇ϕ(y)) dy : ϕ ∈ Aff0(U ;Rm)

}
.

(A6) GW (x, · ) ≤W (x, · ) for a.a. x ∈ RN , where

GW (x, ξ) := lim
ρ→0

SWξ (Qρ(x))
|Qρ(x)| .

(A7) Ẑ
[
Ĥ[GW ]

]
≤ H[GW ], where, for L : Mm×N → [0,∞],

ẐL(ξ) := inf
{ˆ

Y
L(ξ +∇ϕ(y)) dy : ϕ ∈ Aff0(Y ;Rm)

}
and

Ĥ[GW ](ξ) := inf
k≥1

inf
{ 

kY
GW (y, ξ +∇ϕ(y)) dy : ϕ ∈ Aff0(kY ;Rm)

}
.

Other more particular hypotheses are stated troughout the paper. For
the convenience of the reader, we list the main ones below.

(P) for every bounded open subset U of RN with |∂U | = 0 and every
δ ∈ ]0, δ0] with δ0 > 0 small enough, there exists a compactKδ ⊂ U
such that 

|∂Kδ| = 0
|U \Kδ| < δ

λ|Kδ is continuous
with U denoting the closure of U .
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Homogenization of singular integrals

(H) there exist α, β > 0 such that for every ξ ∈MN×N ,
if |det ξ| ≥ α then H(ξ) ≤ β(1 + |ξ|p) .

(S) there exist a finite family {Vj}j∈J of open disjoint subsets of RN ,
with |∂Vj | = 0 for all j ∈ J and |RN \

⋃
j∈J Vj | = 0, and a finite

family
{
Hj : Mm×N → [0,∞]

}
j∈J

of Borel measurable functions
such that W is defined by

W (x, ξ) =
∑
j∈J

1Vj (x)Hj(ξ) .

Several different classes of integrands are defined troughout the paper
(see Definitions 2.6, 2.9, 2.10, 2.14, 2.18, 2.20, 2.25, 2.34, 2.40). For the
convenience of the reader, we summarize it below.

• Ip denotes the class of Borel measurable functions W : RN ×
Mm×N → [0,∞] satisfying (A0), (A3) and (A4), see Definition 2.6,
and

Ipper :=
{
W ∈ Ip : W satisfies (A1)

}
.

• J p denotes the class of Borel measurable functions W : RN ×
Mm×N → [0,∞] satisfying (A0) and (A3) and (S), see Defini-
tion 2.18, and

J pper :=
{
W ∈ J p : W satisfies (A1)

}
.

The Borel measurable functions W belonging to Ip or J p (and so to
Ipper or Ipper) are continuous almost everywhere with respect to the space
variable (see Lemma 2.5). We consider subclasses S1 (see Definition 2.10)
and S2 (see Definition 2.14) of Ipper and S3 (see Definition 2.20) of J pper of
W having separated space and matrix variables. These classes are defined
through the class H (see Definition 2.9) of functions H : MN×N → [0,∞]
satisfying (H) which are consistent with the singular behavior H(ξ)→∞
as det ξ → 0.

• Kpper denotes the class of Borel measurable functions W : RN ×
Mm×N → [0,∞] satisfying (A0), (A1), (A5), (A6) and (A7), see
Definition 2.25.
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The Borel measurable functions W belonging to Kpper are not necessarily
continuous with respect to the space variable. We consider the subclass
S4 of Kpper of W having separated space and matrix variables which is
defined through the class Husc := {H ∈ H : H is upper semicontinuous}
(see Definition 2.34). Finally, to make clear the link between the almost
continuous case to the non-continuous one, we consider the classes Îp and
Îpper :=

{
W ∈ Îp : W satisifes (A0)

}
, see Definition 2.40 and Remark 2.37.

2. Main results

Consider the family of integral functionals
{
Iε : W 1,p(Ω;Rm)→ [0,∞]

}
ε>0

defined by

Iε(φ) :=
ˆ

Ω
W

(
x

ε
,∇φ(x)

)
dx, (2.1)

where p > 1, ε > 0 is a (small) parameter, Ω ⊂ RN is a bounded open
set with |∂Ω| = 0, where | · | denotes the Lebesgue measure in RN and
W : RN ×Mm×N → [0,∞] is a Borel measurable function, where Mm×N

denotes the space of real m × N matrices with m,N ≥ 1 two integers,
which satisfies the following two assumptions:

(A0) W is p-coercive, i.e., W (x, ξ) ≥ C|ξ|p for all (x, ξ) ∈ RN ×Mm×N

and some C > 0;

(A1) W is 1-periodic, i.e., for every ξ ∈Mm×N and every i ∈ {1, . . . , N},
W (x + ei, ξ) = W (x, ξ) for a.a. x ∈ RN , where (e1, . . . , eN ) is the
standard basis of RN .

In [14] (see also [16, Theorem 14.5]) Braides (and independently Müller
in [24]) proved the following homogenization theorem (see Theorem 2.2)
in the sense of De Giorgi’s Γ-convergence whose definition is given below.

Definition 2.1. We say that Iε Γ-converges to Ihom : W 1,p(Ω;Rm) →
[0,∞] with respect to the Lp(Ω;Rm)-convergence as ε→ 0, and we write
Γ- limε→0 Iε = Ihom, if(

Γ- lim
ε→0

Iε

)
(φ) =

(
Γ- lim

ε→0
Iε

)
(φ) = Ihom(φ)
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Homogenization of singular integrals

for all φ ∈W 1,p(Ω;Rm) with:(
Γ- lim

ε→0
Iε

)
(φ) := inf

{
lim
ε→0

Iε(φε) : φε → φ in Lp(Ω;Rm)
}

;(
Γ- lim

ε→0
Iε

)
(φ) := inf

{
lim
ε→0

Iε(φε) : φε → φ in Lp(Ω;Rm)
}
.

(For more details on the concept of Γ-convergence, we refer the reader
to [20, 16, 15].)
Theorem 2.2. Under (A0) and (A1) if in addition W has p-growth,
i.e., there exists c > 0 such that W (x, ξ) ≤ c(1 + |ξ|p) for all (x, ξ) ∈
RN ×Mm×N , then(

Γ- lim
ε→0

Iε

)
(φ) =

ˆ
Ω
Whom(∇φ(x)) dx for all φ ∈W 1,p(Ω;Rm) (2.2)

with Whom : Mm×N → [0,∞] given by

Whom(ξ) = inf
k≥1

inf
{ 

kY
W (x, ξ +∇ϕ(x)) dx : ϕ ∈W 1,p

0 (kY ;Rm)
}
, (2.3)

where Y := ]−1
2 ,

1
2 [N and W 1,p

0 (kY ;Rm) :=
{
ϕ ∈W 1,p(kY ;Rm) : ϕ = 0

on ∂(kY )
}
.

The interest of Theorem 2.2 is to establish a suitable variational frame-
work to deal with nonconvex homogenization problems in the vectorial
case: it is the point of departure of many works on the subject related
to hyperelasticity. However, because of the p-growth assumption on the
integrand W , Theorem 2.2 is not consistent with (1.2).

In the present paper we establish new homogenization results (see §2.1,
§2.2 and §2.3) which are consistent with (1.2). (For other works on ho-
mogenization related to hyperelasticity we refer the reader to [21, 6, 7, 10]
and the references therein.)

2.1. Homogenization with singular integrands which are con-
tinuous almost everywhere with respect to the space
variable

In [2] it was proved the following homogenization theorem whose dis-
tinguishing feature is to be consistent with (1.2) even though it is not
consistent with the noninterpenetration of the matter, see [2, §4] for more
details.

141



O. Anza Hafsa, N. Clozeau & J.-P. Mandallena

Theorem 2.3. Under (A0) and (A1) if in addition W satisfies the fol-
lowing two conditions:

(A2) there exists a function ω : [0,∞[→ [0,∞[ continuous at the origin
with ω(0) = 0 such that for every x1, x2 ∈ RN and every ξ ∈
Mm×N ,

W (x1, ξ) ≤ ω(|x1 − x2|)(1 +W (x2, ξ)) +W (x2, ξ) ;

(A3) ZW : RN ×Mm×N → [0,∞] defined by

ZW (x, ξ) := inf
{ˆ

Y
W (x, ξ +∇ϕ(y)) dy : ϕ ∈W 1,∞

0 (Y ;Rm)
}

(2.4)

has p-growth, i.e., ZW (x, ξ) ≤ c(1 + |ξ|p) for all (x, ξ) ∈ RN ×
Mm×N and some c > 0,

then (2.2) holds with Whom given by (2.3).

However, since the condition (A2) implies the continuity of W with
respect to its first variable, Theorem 2.3 cannot be applied with W of the
form

W (x, ξ) = a(x)H(ξ)

with a(x) =
{
γ1 if x ∈ E1

γ2 if x ∈ E2
and lim

det ξ→0
H(ξ) =∞ , (2.5)

where γ1, γ2 > 0 and E1 is a 1-periodic open subset of RN such that
|∂E1| = 0 and E2 := RN \ E1.

Theorem 2.8 below improves Theorem 2.3 by allowing to the integrand
W not to be necessarily continuous with respect to its first variable. The-
orem 2.8 can be applied with 1-periodic integrands W as in (2.5), see
Corollary 2.17.

To state Theorem 2.8 we need to introduce a new class of 1-periodic in-
tegrands. Let L be the class of λ ∈ L∞(RN ; [0,∞[) satisfying the following
property:

(P) for every bounded open subset U of RN with |∂U | = 0 and every
δ ∈ ]0, δ0] with δ0 > 0 small enough, there exists a compactKδ ⊂ U
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such that 
|∂Kδ| = 0
|U \Kδ| < δ

λ|Kδ is continuous
with U denoting the closure of U .

Remark 2.4. If λ is continuous then the property (P) is trivially verified
with Kδ = U . On the other hand, if λ is continuous almost everywhere,
i.e.,

|N | = 0 where N :=
{
x ∈ RN : λ is not continuous at x

}
,

and if
lim
δ→0
|Vδ| = 0 and |∂Vδ| = 0 where Vδ :=

{
x ∈ U : dist(x,N) < δ

}
,

then (P) is verified with Kδ = U \ Vδ.

On the other hand, we have

Lemma 2.5. If (P) is verified then λ is continuous almost everywhere.

Proof. Arguing by induction, it is easily seen that from (P) we can deduce
that there exists a disjointed sequence {Kn}n≥1 of compact subsets of RN
such that {

K1 ⊂ B1

Kn ⊂ Bn \
⋃n−1
i=1 Ki for all n ≥ 2 ,

and for every n ≥ 1, 
|Bn \

⋃n
i=1Ki| < δ0

n

|∂Kn| = 0
λ|Kn is continuous ,

(2.6)

where δ0 > 0 is given by (P) and Bn denotes the open ball in RN centered
at the origin and of radius n. It is sufficient to prove that∣∣∣∣∣RN \

∞⋃
i=1

int(Ki)
∣∣∣∣∣ = 0 . (2.7)

(Indeed, since λ|Ki is continuous, also is λ|int(Ki) and so λ|⋃∞
i=1 int(Ki) is

continuous because {int(Ki)}i≥1 is a disjointed sequence of open subsets
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of RN .) Using the second equality in (2.6) and the fact that RN =
⋃∞
n=1Bn

we have∣∣∣∣∣RN \
∞⋃
i=1

int(Ki)
∣∣∣∣∣ =

∣∣∣∣∣
( ∞⋃
n=1

Bn

)
\
∞⋃
i=1

Ki

∣∣∣∣∣
=
∣∣∣∣∣
∞⋃
n=1

(
Bn \

∞⋃
i=1

Ki

)∣∣∣∣∣ = lim
n→∞

∣∣∣∣∣Bn \
∞⋃
i=1

Ki

∣∣∣∣∣ . (2.8)

But, for each n ≥ 1, Bn\
⋃∞
i=1Ki ⊂ Bn\

⋃n
i=1Ki hence |Bn\

⋃∞
i=1Ki| < δ0

n
by using the first inequality in (2.6). Consequently limn→∞ |Bn\

⋃∞
i=1Ki| =

0, which gives (2.7). �

Definition 2.6. We denote by Ip the class of Borel measurable func-
tions W : RN ×Mm×N → [0,∞] satisfying (A0), (A3) and the following
additional condition:

(A4) there exists λ ∈ L such that for every x1, x2 ∈ RN and every
ξ ∈Mm×N ,

W (x1, ξ) ≤ |λ(x1)− λ(x2)|(1 +W (x2, ξ)) +W (x2, ξ) .

Let us set
Ipper :=

{
W ∈ Ip : W satisfies (A1)

}
.

Remark 2.7. The following are elementary properties whose the proofs are
left to the reader.

(a) If W satisfies (A4) then domW (x1, · ) = domW (x2, · ) for all
x1, x2 ∈ RN , where, for x ∈ RN , domW (x, · ) := {ξ ∈ Mm×N :
W (x, ξ) <∞}.

(b) If λ is continuous then (A2) is satisfied with ω given by the modulus
of continuity of λ.

(c) If W satisfies (A4) and if λ is continuous at x ∈ RN then W ( · , ξ)
is continuous at x for all ξ ∈Mm×N . More generally, if (A4) holds
and if λ|K is continuous for K ⊂ RN then W ( · , ξ)|K is continuous
for all ξ ∈Mm×N .
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(d) If W satisfies (A4) then for every x1, x2 ∈ RN and every ξ ∈
Mm×N ,

ZW (x1, ξ) ≤ |λ(x1)− λ(x2)|(1 + ZW (x2, ξ)) + ZW (x2, ξ) .

Hence, if (A4) holds and if λ|K is continuous for K ⊂ RN then
ZW ( · , ξ)|K is continuous for all ξ ∈Mm×N and domZW (x1, · ) =
domZW (x2, · ) for all x1, x2 ∈ RN .

(e) As a consequence of (c) and (d), if W satisfies (A4) then W ( · , ξ)
and ZW ( · , ξ) are continuous almost everywhere for all ξ ∈Mm×N

because λ is continuous almost everywhere by Lemma 2.5.

Here is the first homogenization result of the paper.

Theorem 2.8. If W ∈ Ipper then (2.2) holds with Whom given by (2.3).

Definition 2.9. We denote by H the class of p-coercive and Borel mea-
surable functions H : MN×N → [0,∞] with the following property:

(H) there exist α, β > 0 such that for every ξ ∈MN×N ,

if |det ξ| ≥ α then H(ξ) ≤ β(1 + |ξ|p) .

Note that the property (H) is compatible with the singular behavior

lim
det ξ→0

H(ξ) =∞ .

A typical example of a function belonging to the class H is given by

H(ξ) = |ξ|p + h(det ξ)

where h : R → [0,∞] is a measurable function for which there exist
δ, δ′ > 0 such that h(t) ≤ δ′ for all |t| ≥ δ. For example, given s > 0 and
T ≥ 0 (possibly very large), this latter condition is satisfied with δ = 2T
and δ′ = max

{ 1
(2T )s , T

}
when h is of type

h(t) =


T if t < −T
∞ if t ∈ [−T, 0]
1
ts

if t > 0 .
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Definition 2.10. We denote by S1 the class of 1-periodic and Borel mea-
surable functions W : RN ×MN×N → [0,∞] for which there exist H ∈ H
and a ∈ L with a(x) ≥ η for all x ∈ RN and some η > 0 such that W is
defined by

W (x, ξ) = a(x)H(ξ) .
If W ∈ S1 then it is compatible with (1.2) and can be as in (2.5). In

fact, we have
Lemma 2.11. Let m = N . The class S1 is a subclass of Ipper, i.e.,
S1 ⊂ Ipper.
Proof. Let W ∈ S1. Firstly, it is clear that (A0) and (A1) are verified
and (A4) holds with λ = 1

ηa. Secondly, The condition (A3) follows from
the following theorem which was proved in [2].
Theorem 2.12. Let W : RN ×MN×N → [0,∞] be a Borel measurable
function satisfying the following property:

(Ĥ) there exist α̂, β̂ > 0 such that for every (x, ξ) ∈ RN ×MN×N ,
if |det ξ| ≥ α̂ then W (x, ξ) ≤ β̂(1 + |ξ|p) .

Then ZW has p-growth, i.e., W satisfies the condition (A3).
(For the convenience of the reader, the proof of Theorem 2.12 will be

given in appendix.) Indeed, since H ∈ H, there exist α, β > 0 such that
for every ξ ∈MN×N , if |det ξ| ≥ α then H(ξ) ≤ β(1+ |ξ|p). Setting α̂ := α

and β̂ := β‖a‖L∞ , it is then clear that W satisfies (Ĥ). �

The following result is a direct consequence of Theorem 2.8 (which will
be proved in Section 4) and Lemma 2.11.
Corollary 2.13. Let m = N . If W ∈ S1 then (2.2) holds with Whom given
by (2.3).

Another application of Theorem 2.8 can be obtained by introducing the
following class of integrands.
Definition 2.14. We denote by S2 the class of 1-periodic and Borel mea-
surable functions W : RN ×MN×N → [0,∞] for which there exist Borel
measurable functions H1, H2 : MN×N → [0,∞] with{

H2 ∈ H
H2 ≤ H1 ≤ γH2 for some γ > 1

(2.9)
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such that W is defined by
W (x, ξ) = 1E1(x)H1(ξ) + 1E2(x)H2(ξ), (2.10)

where E1 is a 1-periodic open subset of RN such that |∂E1| = 0 and
E2 := RN \E1, with 1E1 and 1E2 denoting the characteristic functions of
E1 and E2 respectively.
Remark 2.15. If H2 ≤ H1 ≤ γH2 for some γ > 1 then domH1 = domH2
and if futhermore H2 ∈ H then H1 ∈ H.

The following lemma makes clear the link between S2 and Ipper.
Lemma 2.16. Let m = N . The class S2 is a subclass of Ipper, i.e.,
S2 ⊂ Ipper.
Proof. LetW ∈ S2. Then, by definition,W is given by (2.10) withH1, H2 ∈
H (see Remark 2.15). As (A0) and (A1) are clearly verified, to prove that
W ∈ Ipper it is sufficient to show that the conditions (A3) and (A4) are
satisfied.

Proof of (A3). The condition (A3) follows from the following Theo-
rem 2.12. Indeed, since H1, H2 ∈ Hp, for i = 1, 2 there exist αi, βi > 0
such that for every ξ ∈ MN×N , if |det ξ| ≥ αi then Hi(ξ) ≤ βi(1 + |ξ|p).
Setting α̂ := min{α1, α2} and β̂ := max{β1, β2}, it is then clear that W
satisfies (Ĥ).

Proof of (A4). We are going to prove that (A4) is verified with λ =
(γ − 1)1E1 where γ > 1 is given by (2.9). (Clearly (γ − 1)1E1 ∈ L, see
Remark 2.4.) Fix x1, x2 ∈ RN and ξ ∈ MN×N . By definition of Spper
we have domH1 = domH2 (see Remark 2.15) and so domW (x1, · ) =
domW (x2, · ). Hence, without loss of generality we can assume that
W (xi, ξ) <∞ for i = 1, 2. Then, we have

W (x1, ξ)−W (x2, ξ)
= (1E1(x1)− 1E1(x2))H1(ξ) + (1E2(x1)− 1E2(x2))H2(ξ)
= (1E1(x1)− 1E1(x2)) (H1(ξ)−H2(ξ))
≤ |1E1(x1)− 1E1(x2)| (H1(ξ)−H2(ξ)) .

because 1E2 = 1− 1E1 and H1 ≥ H2. Let us set{
Ĥ1(ξ) := γ

γ+1H1(ξ)− 1
γ+1H2(ξ)

Ĥ2(ξ) := γ
γ+1H2(ξ)− 1

γ+1H1(ξ) .
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Then, it is easy to see that
H1(ξ)−H2(ξ) = Ĥ1(ξ)− Ĥ2(ξ)
Ĥ1(ξ) ≥ Ĥ2(ξ) ≥ 0 by using the inequalities in (2.9)
W (x2, ξ) =

(
1E1(x2) + 1

γ−1

)
Ĥ1(ξ) +

(
1E2(x2) + 1

γ−1

)
Ĥ2(ξ) .

From the above it follows that

W (x1, ξ)−W (x2, ξ)

≤ |1E1(x1)− 1E1(x2)|
(
Ĥ1(ξ)− Ĥ2(ξ)

)
≤ |1E1(x1)− 1E1(x2)| Ĥ1(ξ)

≤ (γ − 1) |1E1(x1)− 1E1(x2)|
(
1E1(x2) + 1

γ − 1

)
Ĥ1(ξ)

≤ (γ − 1) |1E1(x1)− 1E1(x2)|W (x2, ξ) ,

which proves the condition (A4). �

As a direct consequence of Theorem 2.8 and Lemma 2.16 we have the
following result.

Corollary 2.17. Let m = N . If W ∈ S2 then (2.2) holds with Whom given
by (2.3).

2.2. Homogenization with a sum of singular integrands

We introduce the following class of integrands.

Definition 2.18. We denote by J p the class of Borel measurable func-
tionsW : RN×Mm×N → [0,∞] satisfying (A0) and (A3) and the following
condition:

(S) there exist a finite family {Vj}j∈J of open disjoint subsets of RN ,
with |∂Vj | = 0 for all j ∈ J and |RN \

⋃
j∈J Vj | = 0, and a finite

family
{
Hj : Mm×N → [0,∞]

}
j∈J

of Borel measurable functions
such that W is defined by

W (x, ξ) =
∑
j∈J

1Vj (x)Hj(ξ) . (2.11)
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Let us set
J pper :=

{
W ∈ J p : W satisfies (A1)

}
=
{
W ∈ J p : 1Vj is 1-periodic for all i ∈ J

}
.

Here is the second homogenization result of the paper.

Theorem 2.19. If W ∈ J pper then (2.2) holds with Whom given by (2.3).

Definition 2.20. Let S3 be the class of 1-periodic and Borel measurable
functions W : RN ×MN×N → [0,∞] satisfying (S) with Hj ∈ H for all
j ∈ J .

The following lemma makes clear the link between S3 and J pper.

Lemma 2.21. Let m = N . The class S3 is a subclass of J pper, i.e.,
S3 ⊂ J pper.

Proof. LetW ∈ S3. Then, by definition,W is given by (2.11) with Hj ∈ H
for all j ∈ J . Firstly, (A0) and (A1) are clearly verified. Secondly, since
every Hj belongs to H, for each j ∈ J there exists αj , βj > 0 such that
for every ξ ∈ MN×N , if |det ξ| ≥ αj then Hj(ξ) ≤ βj(1 + |ξ|p). Setting
α̂ := min{αj : j ∈ J} and β̂ := max{βj : j ∈ J}, it is then clear that W
satisfies (Ĥ) and (A3) follows from Theorem 2.12. �

As a direct consequence of Theorem 2.19 and Lemma 2.21 we have the
following result.

Corollary 2.22. Let m = N . If W ∈ S3 then (2.2) holds with Whom given
by (2.3).

Remark 2.23. The class S2 is a subclass of S3, i.e., S2 ⊂ S3. (Indeed, if W
is given by (2.10) then (2.11) holds with J = {1, 2}, V1 = E1 and V2 =
int(E2), where int(E2) denotes the interior of E2.) Thus, Corollary 2.22
generalizes Corollary 2.17.

2.3. Homogenization with singular integrands which are not
continuous with respect to the space variable

Let Ob(RN ) be the class of bounded open subsets of RN . Given any U ∈
Ob(RN ), we denote the space of continuous piecewise affine functions from
U to Rm by Aff(U ;Rm), i.e., ϕ ∈ Aff(U ;Rm) if and only if ϕ is continuous
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and there exists a finite family {Ui}i∈I of open disjoint subsets of U such
that |∂Ui| = 0 for all i ∈ I, |U \

⋃
i∈I Ui| = 0 and for every i ∈ I, ∇ϕ ≡ ξi

in Ui with ξi ∈ Mm×N , and we set Aff0(U ;Rm) := {ϕ ∈ Aff(U ;Rm) :
ϕ = 0 on ∂U}. Given any Borel measurable function L : RN ×Mm×N →
[0,∞], we define SLξ : Ob(RN ) → [0,∞] with ξ ∈ Mm×N , GL : RN ×
Mm×N → [0,∞] and ĤL,HL : Mm×N → [0,∞] by:

• SLξ (U) := inf
{ˆ

U
L(y, ξ +∇ϕ(y)) dy : ϕ ∈ Aff0(U ;Rm)

}
;

• GL(x, ξ) := lim
ρ→0

SLξ (Qρ(x))
|Qρ(x)|

= lim
ρ→0

inf
{ 

Qρ(x)
L(y, ξ +∇ϕ(y)) dy : ϕ ∈ Aff0(Qρ(x);Rm)

}
;

• ĤL(ξ) := inf
k≥1

inf
{ 

kY
L(y, ξ +∇ϕ(y)) dy : ϕ ∈ Aff0(kY ;Rm)

}
;

• HL(ξ) := inf
k≥1

inf
{ 

kY
L(y, ξ +∇ϕ(y)) dy : ϕ ∈W 1,p

0 (kY ;Rm)
}
,

where Y := ]−1
2 ,

1
2 [N and Qρ(x) := x+ ρY .

Remark 2.24. If L does not depend on the space variable then SLξ (U) =
|U |ẐL(ξ) for all U ∈ Ob(RN ) with |∂U | = 0 and all ξ ∈ Mm×N , where
ẐL : Mm×N → [0,∞] is defined by

ẐL(ξ) := inf
{ˆ

Y
L(ξ +∇ϕ(y)) dy : ϕ ∈ Aff0(Y ;Rm)

}
.

Consequently, in such a case we have GL = ẐL (see also Remark 2.37).

Definition 2.25. We denote by Kpper the class of Borel measurable func-
tions W : RN ×Mm×N → [0,∞] satisfying (A0), (A1) and the following
additional conditions:

(A5) SWξ (U) ≤ c|U |(1 + |ξ|p) for all ξ ∈ Mm×N , all U ∈ Ob(RN ) and
some c > 0;

(A6) GW (x, · ) ≤W (x, · ) for a.a. x ∈ RN ;

150



Homogenization of singular integrals

(A7) Ẑ
[
Ĥ[GW ]

]
≤ H[GW ].

Remark 2.26. If (A5) holds then GW has p-growth.

Remark 2.27. If W (x, ξ) = a(x)H(ξ) with a ∈ L∞(RN ; [0,∞[) and H :
Mm×N → [0,∞] Borel measurable such that ẐH has p-growth, then (A5)
holds.

Remark 2.28. It is clear that GW (x, ξ) ≤ W (x, ξ) for all (x, ξ) ∈ RN ×
Mm×N such that W (x, ξ) = ∞. On the other hand, if for ξ ∈ Mm×N

one has W ( · , ξ) ∈ L1(RN ) then limρ→0
ffl
Qρ(x)W (y, ξ) dy = W (x, ξ) for

a.a. x ∈ RN , and so GW (x, ξ) ≤ W (x, ξ) for a.a. x ∈ RN . Thus, if
W (x, ξ) = a(x)H(ξ) with a ∈ L1(RN ; [0,∞[) and H : Mm×N → [0,∞]
Borel measurable, then such a W satisfies (A6).

Remark 2.29. One always has Ĥ[GW ] ≥ H[GW ]. On the other hand, we
have:

Lemma 2.30. If GW has p-growth, i.e., GW (x, · ) ≤ c(1 + | · |p) for all
x ∈ RN , and if GW (x, · ) is upper semicontinuous (usc) for a.a. x ∈ RN ,
then Ĥ[GW ] ≤ H[GW ].

Hence, under the assumption of Lemma 2.30, Ĥ[GW ] = H[GW ] and
so (A7) holds because Ẑ

[
Ĥ[GW ]

]
≤ Ĥ[GW ].

Proof of Lemma 2.30. Fix ξ ∈ Mm×N . Let L : RN ×Mm×N → [0,∞] be
defined by

L(x, ζ) := c(1 + |ξ + ζ|p)− GW (x, ξ + ζ) .

Fix any k ≥ 1 and any ϕ ∈ W 1,p
0 (kY ;Rm). As Aff0(kY ;Rm) is str-

ongly dense in W 1,p
0 (kY ;Rm) we can assert that there exists {ϕn}n ⊂

Aff0(kY ;Rm) such that:

∇ϕn → ∇ϕ in Lp(kY ;Rm) ; (2.12)
∇ϕn(x)→ ∇ϕ(x) for a.a. x ∈ kY . (2.13)

By Fatou’s lemma we have

lim
n→∞

ˆ
kY
L(x,∇ϕn(x)) dx ≥

ˆ
kY

lim
n→∞

L(x,∇ϕn(x)) dx.
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But, by using (2.12) and (2.13) we see that:

lim
n→∞

ˆ
kY
L(x,∇ϕn(x)) dx =

ˆ
kY
c(1 + |ξ +∇ϕ(x)|p) dx

− lim
n→∞

ˆ
kY
GW (x, ξ +∇ϕn(x)) dx ;

lim
n→∞

L(x,∇ϕn(x)) = c(1 + |ξ +∇ϕ(x)|p)

− lim
n→∞

GW (x, ξ +∇ϕn(x)) for a.a. x ∈ kY ,

and consequently

lim
n→∞

ˆ
kY
GW (x, ξ+∇ϕn(x))dx ≤

ˆ
kY

lim
n→∞

GW (x, ξ+∇ϕn(x))dx. (2.14)

As GW (x, · ) is usc for a.a. x ∈ RN , taking (2.13) into account we have

lim
n→∞

GW (x, ξ +∇ϕn(x)) ≤ GW (x, ξ +∇ϕ(x)) for a.a. x ∈ kY . (2.15)

From (2.14) and (2.15) it follows that

lim
n→∞

ˆ
kY
GW (x, ξ +∇ϕn(x)) dx ≤

ˆ
kY
GW (x, ξ +∇ϕ(x)) dx.

But, for each n ≥ 1, Ĥ
[
GW

]
(ξ) ≤

ffl
kY GW (x, ξ +∇ϕn(x)) dx, hence

Ĥ
[
GW

]
(ξ) ≤

 
kY
GW (x, ξ +∇ϕ(x)) dx

for all k ≥ 1 and all ϕ ∈W 1,p
0 (kY ;Rm) ,

which gives the result. �

Remark 2.31. When W (y, ξ) = a(y)H(ξ) with a ∈ L1(RN ; [0,∞[) and
H : Mm×N → [0,∞] Borel measurable, we have

Lemma 2.32. If a is lower semicontinuous (lsc) a.e., H is upper semi-
continuous (usc) and ẐH is finite, then GW (x, · ) is usc for a.a. x ∈ RN .

Proof. Let x ∈ RN . As a ∈ L1(RN ; [0,∞[), up to a set of zero measure,
we can assert that

lim
ρ→0

 
x+ρU

|a(y)− a(x)| dy = 0 (2.16)
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for all bounded open set U ⊂ RN . Without loss of generality we can also
assume that a is lsc at x. Let ξ ∈Mm×N and let {ξn}n ⊂Mm×N be such
that |ξn − ξ| → 0. We have to prove that

lim
n→∞

GW (x, ξn) ≤ GW (x, ξ) . (2.17)

Fix any δ > 0. By definition of ẐH(ξ), there exists ϕδ ∈ Aff0(Y ;Rm) such
that ˆ

Y
H(ξ +∇ϕδ(y)) dy ≤ ẐH(ξ) + δ ,

and multiplying by a(x) we obtain

a(x)
ˆ
Y
H(ξ +∇ϕδ(y)) dy ≤ a(x)ẐH(ξ) + a(x)δ . (2.18)

Since a is lsc at x, there exists ρδ > 0 such that
inf

y∈Qρδ (x)
a(y) ≥ a(x) + δ . (2.19)

Fix any ρ ∈ ]0, ρδ[. Taking Proposition 3.1(a) and Remark 3.2 into ac-
count, from (2.19) we see that

SWξ (Qρ(x))
|Qρ(x)|

= inf
{ 

Qρ(x)
a(y)H(ξ +∇ϕ(y)) dy : ϕ ∈ Aff0(Qρ(x);Rm)

}

≥ (a(x) + δ) inf
{ 

Qρ(x)
H(ξ +∇ϕ(y)) dy : ϕ ∈ Aff0(Qρ(x);Rm)

}
= (a(x) + δ)ẐH(ξ) ,

and, recalling that ẐH(ξ) <∞, it follows that

a(x)ẐH(ξ) ≤
SWξ (Qρ(x))
|Qρ(x)| − δẐH(ξ) . (2.20)

Combining (2.18) with (2.20) we obtain

a(x)
ˆ
Y
H(ξ +∇ϕδ(y)) dy ≤

SWξ (Qρ(x))
|Qρ(x)| + δ

(
a(x)− ẐH(ξ)

)
. (2.21)

Since ϕδ ∈ Aff0(Y ;Rm), there exists a finite family {Ui}i∈I of open disjoint
subsets of Y such that |∂Ui| = 0 for all i ∈ I, |Y \

⋃
i∈I Ui| = 0 and
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for every i ∈ I, ∇ϕδ ≡ ζi in Ui with ζi ∈ Mm×N . For each i ∈ I, set
θi := limn→∞H(ξn + ζi). As I is finite we can assert that there exists
nδ ≥ 1 such that

H(ξn + ζi) ≤ θi + δ for all i ∈ I and all n ≥ nδ .
But H is usc and |ξn − ξ| → 0, hence θi ≤ H(ξ + ζi) for all i ∈ I, and so

H(ξn + ζi) ≤ H(ξ + ζi) + δ for all i ∈ I and all n ≥ nδ . (2.22)
Fix any n ≥ nδ. Using (2.22) we have

a(x)
ˆ
Y
H(ξn +∇ϕδ(y)) dy = a(x)

∑
i∈I

H(ξn + ζi)|Ui|

≤ a(x)
∑
i∈I

H(ξ + ζi)|Ui|+ a(x)δ

= a(x)
ˆ
Y
H(ξ +∇ϕδ(y)) dy + a(x)δ ,

and taking (2.21) into account we get

a(x)
ˆ
Y
H(ξn +∇ϕδ(y)) dy ≤

SWξ (Qρ(x))
|Qρ(x)| + δ

(
2a(x)− ẐH(ξ)

)
. (2.23)

Thus, by using (2.23), we deduce that
SWξn (Qρ(x))
|Qρ(x)| ≤

 
Qρ(x)

a(y)H
(
ξn +∇ϕδ

(
y − x
ρ

))
dy

=
 
Qρ(x)

(a(y)− a(x))H
(
ξn +∇ϕδ

(
y − x
ρ

))
dy

+ a(x)
 
Qρ(x)

H

(
ξn +∇ϕδ

(
y − x
ρ

))
dy

=
ˆ
Y

(a(x+ ρy)− a(x))H(ξn +∇ϕδ(y)) dy

+ a(x)
ˆ
Y
H(ξn +∇ϕδ(y)) dy

≤
∑
i∈I

H(ξn + ζi)|x+ ρUi|
 
x+ρUi

|a(y)− a(x)| dy

+
SWξ (Qρ(x))
|Qρ(x)| + δ

(
2a(x)− ẐH(ξ)

)
.
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for all ρ ∈ ]0, ρδ[ and all n ≥ nδ. Taking (2.16) into account, by letting
ρ→ 0 and then n→∞ we conclude that

lim
n→∞

GW (x, ξn) = lim
n→∞

lim
ρ→0

SWξn (Qρ(x))
|Qρ(x)|

≤ lim
ρ→0

SWξ (Qρ(x))
|Qρ(x)| + δ

(
2a(x)− ẐH(ξ)

)
= GW (x, ξ) + δ

(
2a(x)− ẐH(ξ)

)
,

and (2.17) follows by letting δ → 0. �

Here is the third homogenization result of the paper.
Theorem 2.33. If W ∈ Kpper then (2.2) holds with Whom = H[GW ].

Let us setHusc :=
{
H ∈ H : H is usc

}
and let us introduce the following

class of integrands.
Definition 2.34. Let S4 be the class of Borel measurable functions
W : RN × MN×N → [0,∞] for which there exist H ∈ Husc and a ∈
L∞(RN ; [0,∞[) such that a is lsc and 1-periodic, a(x) ≥ η for all x ∈ RN
and some η > 0, and W is defined by

W (x, ξ) = a(x)H(ξ) . (2.24)
Here is the link between S4 and Kpper.

Lemma 2.35. Let m = N . The class S4 is a subclass of Kpper, i.e.,
S4 ⊂ Kpper.
Proof. Let W ∈ S4. Then, by definition, W is given by (2.24) with H ∈
Husc and a ∈ L∞(RN ; [0,∞[) which is lsc and 1-periodic and such that
a(·) ≥ η > 0. It is thus clear that (A0) and (A1) are verified. So it remains
to prove that (A5), (A6) and (A7) hold. Firstly, since H ∈ Husc ⊂ H, by
Theorem A.4 we deduce that ẐH has p-growth. Hence (A5) holds because
a ∈ L∞(RN ; [0,∞[). Secondly, by Remark 2.28 we can assert that (A6) is
satisfied. Finally, GW has p-growth because (A5) is verified and, since a
is lsc, H is usc and ẐH is finite, we can assert that GW (x, · ) is usc for
a.a. x ∈ RN , see Remark 2.31 and Lemma 2.32. Consequently, (A7) holds
by using Remark 2.29 and Lemma 2.30. �

As a direct consequence of Theorem 2.33 and Lemma 2.35 we have the
following result.
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Corollary 2.36. Let m = N . If W ∈ S4 then (2.2) holds with Whom =
H[GW ].

Remark 2.37 (link between the almost continuous case and the non-contin-
uous one). In Theorems 2.8 and 2.19 and Corollaries 2.13, 2.17 and 2.22,
the homogenized density Whom is given by Braides–Müller’s homogeniza-
tion formula, i.e., Whom = HW . On the other hand, in Theorem 2.33 and
Corollary 2.36, the homogenized formula Whom is given by another for-
mula, i.e., Whom = H[GW ], which is a priori different from the classical
one by Braides–Müller. To make clear the link between these two formulas,
we begin with the following proposition whose proof is given below.

Proposition 2.38. If W satisfies (A4) then:

(a) SWξ (U) ≤
ˆ
U
ẐW (y, ξ) dy for all ξ ∈Mm×N and all U ∈ Ob(RN );

(b) ẐW (x, ξ) ≤ GW (x, ξ) for a.a. x ∈ RN and all ξ ∈Mm×N ,

where ẐW : RN ×Mm×N → [0,∞] is defined by

ẐW (x, ξ) := inf
{ˆ

Y
W (x, ξ +∇ϕ(y)) dy : ϕ ∈ Aff0(Y ;Rm)

}
. (2.25)

As a consequence, we have

Corollary 2.39. Assume that W satisfies (A4) and the following condi-
tion:

(Â3) ẐW has p-growth, i.e., ẐW (x, ξ) ≤ c(1 + |ξ|p) for all (x, ξ) ∈
RN ×Mm×N and some c > 0.

Then GW (x, ξ) = ẐW (x, ξ) for all ξ ∈Mm×N and a.a. x ∈ RN .

Proof. Taking Proposition 2.38(b) into account, we see that it suffices to
prove that GW (x, ξ) ≤ ẐW (x, ξ) for all ξ ∈ Mm×N and a.a. x ∈ RN .
First of all, by (Â3), ẐW has p-growth, and so ẐW ( · , ξ) ∈ L1(RN ) for
all ξ ∈Mm×N . Hence, for every ξ ∈Mm×N and a.a. x ∈ RN ,

lim
ρ→0

 
Qρ(x)

ẐW (y, ξ) dy = ẐW (x, ξ). (2.26)
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On the other hand, by Proposition 2.38(a) we see that for every x ∈ RN
and every ξ ∈Mm×N ,

GW (x, ξ) = lim
ρ→0

SWξ (Qρ(x))
|Qρ(x)| ≤ lim

ρ→0

 
Qρ(x)

ẐW (y, ξ) dy ,

which gives the desired inequality when combining with (2.26). �

Definition 2.40. We denote by Îp the class of Borel measurable functions
W : RN×Mm×N → [0,∞] satisfying (A0), (Â3) and (A4). (Note that (Â3)
implies (A3) and so Îp ⊂ Ip.)

Proposition 2.41. If W ∈ Îp then H[GW ] = HW .

Proof. From Corollary 2.39 we have GW (x, ξ) = ẐW (x, ξ) for all ξ ∈
Mm×N and a.a. x ∈ RN , and so H[GW ] = H[ẐW ]. But H[ẐW ] = HW
by Lemma 4.4, and the result follows. �

Let us set Îpper :=
{
W ∈ Îp : W satisifes (A0)

}
. From the above we

have
Lemma 2.42. The class Îpper is a subclass of Kpper, i.e., Îpper ⊂ Kpper.

Proof. Let W ∈ Îpper. It suffices to show that W satisfies (A5), (A6)
and (A7). Since W verifies (Â3), ẐW has p-growth, and so (A5) holds by
Proposition 2.38(a). By Corollary 2.39 we have GW = ẐW , hence (A6)
is satsified because ẐW ≤ W . From Proposition 3.1(c) and Remark 3.2
we can assert that ẐW = GW is continuous with respect to the matrix
variable. Hence Ĥ[GW ] = H[GW ] by Lemma 2.30, which implies that (A7)
holds. �

As a direct consequence of Theorem 2.33 and Proposition 2.41 we have

Corollary 2.43. If W ∈ Îpper then (2.2) holds with Whom = HW .
To conclude Remark 2.37, here is the proof of Proposition 2.38.

Proof of Proposition 2.38. Assertion (a) is just Lemma 3.14 (see Rem-
ark 3.12). So, we only need to prove (b). Let λ ∈ L be given by (A4), where
the class L is defined at p. 142. Let (x, ξ) ∈ RN ×Mm×N . By Lemma 2.5,
up to a set of zero measure, we can assert that λ is continuous at x. So,
there exists {ρδ}δ>0 ⊂ ]0,∞[ such that ρδ → 0 as δ → 0 and

for each δ > 0, if y ∈ Qρδ(x) then |λ(x)− λ(y)| ≤ δ . (2.27)
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Fix any δ > 0 and set θδ := SWξ (Qρδ (x))
|Qρδ (x)| . Then

lim
δ→0

θδ ≤ lim
ρ→0

SWξ (Qρ(x))
|Qρ(x)| = GW (x, ξ) . (2.28)

Let ϕδ ∈ Aff0(Qρδ(x);Rm) be such that 
Qρδ (x)

W (y, ξ +∇ϕδ(y)) dy ≤ θδ + δ . (2.29)

Taking (2.27) into account, from (A4) we see that

W (x, ξ +∇ϕδ(y))
≤ |λ(x)− λ(y)|(1 +W (y, ξ +∇ϕδ(y)) +W (y, ξ +∇ϕδ(y))
≤ δ(1 +W (y, ξ +∇ϕδ(y)) +W (y, ξ +∇ϕδ(y))

for all y ∈ Qρδ(x), and so, by using (2.29), we get 
Qρδ (x)

W (x, ξ +∇ϕδ(y)) dy ≤ δ2 + δ + (δ + 1)θδ .

Moreover, by using Proposition 3.1(a) and Remark 3.2, we have

ẐW (x, ξ) = inf
{ 

Qρδ (x)
W (x, ξ +∇ϕ(y)) dy : ϕ ∈ Aff0 (Qρδ(x);Rm)

}

≤
 
Qρδ (x)

W (x, ξ +∇ϕδ(y)) dy .

Hence, for every δ > 0,

ẐW (x, ξ) ≤ δ2 + δ + (δ + 1)θδ ,

which gives ẐW (x, ξ) ≤ GW (x, ξ) by letting δ → 0 and using (2.28). �

3. Auxiliary relaxation theorems

Given a Borel measurable function W : RN × Mm×N → [0,∞], where
Mm×N denotes the space of real m × N matrices with m,N ≥ 1 two
integers, we consider ZW : RN ×Mm×N → [0,∞] defined by

ZW (x, ξ) := inf
{ˆ

Y
W (x, ξ +∇ϕ(y)) dy : ϕ ∈W 1,∞

0 (Y ;Rm)
}
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with Y := ]−1
2 ,

1
2 [N . The following result is due to Fonseca (see [22,

lemma 2.16, Theorem 2.17 and Proposition 2.3]).

Proposition 3.1. The function ZW satisfies the following properties.

(a) For every bounded open set U ⊂ RN with |∂U | = 0 and every
(x, ξ) ∈ RN ×Mm×N ,

ZW (x, ξ) = inf
{ 

U
W (x, ξ +∇ϕ(y)) dy : ϕ ∈W 1,∞

0 (U ;Rm)
}

:= ZUW (x, ξ) .

More precisely, we have ZUW ≤ ZW for all bounded open set
U ⊂ RN , and ZW ≤ ZUW for all bounded open set U ⊂ RN with
|∂U | = 0.

(b) For every x ∈ RN , if ZW (x, · ) is finite then ZW (x, · ) is rank-one
convex, i.e., for every ξ, ξ′ ∈Mm×N with rank(ξ − ξ′) ≤ 1,

ZW (x, λξ + (1− λ)ξ′) ≤ λZW (x, ξ) + (1− λ)ZW (x, ξ′) .

(c) For every x ∈ RN , if ZW (x, · ) is finite then ZW (x, · ) is contin-
uous, i.e., ZW is a Carathéodory integrand(1) whenever ZW is
finite.

(d) For every bounded open set U ⊂ RN with |∂U | = 0, every (x, ξ) ∈
RN ×Mm×N and every ϕ ∈ Aff0(U ;Rm),

ZW (x, ξ) ≤
 
U
ZW (x, ξ +∇ϕ(y)) dy .

Remark 3.2. Proposition 3.1 is also valid with “ẐW” instead of “ZW”
(see [5, Proposition 2.3]) where ẐW : RN ×Mm×N → [0,∞] is given by

ẐW (x, ξ) := inf
{ˆ

Y
W (x, ξ +∇ϕ(y)) dy : ϕ ∈ Aff0(Y ;Rm)

}
.

In particular, Proposition 3.1(d) can be rewritten as Ẑ[ZW ] = ZW .

(1)A functionW : RN×Mm×N → [0,∞] is called a Carathéodory integrand ifW (x, ξ)
is measurable in x and continuous in ξ.
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Given x ∈ RN we say that W (x, · ) is quasiconvex (in the sense of
Morrey [23]) if for every ξ ∈ Mm×N , every bounded open set U ⊂ RN
with |∂U | = 0 and every ϕ ∈W 1,∞

0 (U ;Rm),

W (x, ξ) ≤
 
U
W (x, ξ +∇ϕ(y)) dy .

By the quasiconvex envelope of W (x, · ), that we denote by QW (x, · ),
we mean the greatest quasiconvex function which less than or equal
to W (x, · ). (Clearly, W (x, · ) is quasiconvex if and only if QW (x, · ) =
W (x, · ).) The concept of quasiconvex envelope was introduced by Da-
corogna (see [17]) who proved the following theorem (see [18, Theorem 6.9]).
Theorem 3.3. If W is finite then QW = ẐW = ZW .

The following result is a slight generalization of Theorem 3.3 (see [2]).
Theorem 3.4. If ZW is finite then QW = ZW . In particular, ZW (x, · )
is quasiconvex for all x ∈ RN .
Remark 3.5. Theorem 3.3 can be also generalized as follows: if ẐW is
finite then QW = ẐW = ZW (see [5, Corollaire 2.17]).

Let p > 1 and let U ⊂ RN be a bounded open set such that |∂U | = 0.
Let us define E : W 1,p(U ;Rm)→ [0,∞] by

E(φ) :=
ˆ
U
W (x,∇φ(x)) dx

and let us consider the relaxed functionals E,E0 : W 1,p(U ;Rm)→ [0,∞]
given by:

E(φ) := inf
{

lim
n→∞

E(φn) : φn → φ in Lp(U ;Rm)
}

;

E0(φ) := inf
{

lim
n→∞

E(φn) : W 1,p
0 (U ;Rm) 3 φn → φ in Lp(U ;Rm)

}
with W 1,p

0 (U ;Rm) := {φ ∈ W 1,p(U ;Rm) : φ = 0 on ∂U}. As E and E0
are not given by explicit formulas, it is of interest to know under which
conditions on W we have:

E(φ) =
ˆ
U
W (x,∇φ(x)) dx for all φ ∈W 1,p(U ;Rm) ; (3.1)

E0(φ) =
{
E(φ) if φ ∈W 1,p

0 (U ;Rm)
∞ otherwise

(3.2)
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with W : RN ×Mm×N → [0,∞] whose we wish to give a representation
formula. WhenW has p-growth, such integral representation problems was
studied by Dacorogna (see [17, Theorem 5], see also [18, Theorem 9.1])
and Acerbi and Fusco (see [1, Statement III.7]) who proved the following
theorem.

Theorem 3.6. Under (A0) if in addition W is a Carathéodory integrand
having p-growth then (3.1) and (3.2) hold with W = ZW = QW . If
moreover W (x, .) is quasiconvex for all x ∈ RN then W = W .

Because of the p-growth assumption on the integrand W , Acerbi–
Dacorogna–Fusco’s relaxation theorem cannot handle integrands having a
singular behavior of type (1.2) when m = N .

3.1. Relaxation with singular integrands which are continu-
ous almost everywhere with respect to the space vari-
able

In [2] it was proved the following relaxation theorem whose distinguishing
feature is to be consistent with (1.2).

Theorem 3.7. Under (A0) if in addition W satisfies (A2) and (A3)
then (3.1) and (3.2) hold with W = ZW = QW .

Theorem 3.7 was used in [2] to establish Theorem 2.3. However, due
to the assumption (A2), in Theorem 3.7 the integrand W is necessarily
continuous with respect to its first variable, and so this latter theorem
cannot be used to prove Theorem 2.8. The following relaxation theorem
improves Theorem 3.7 by allowing to the integrandW not to be necessarily
continuous with respect to its first variable and will play an essential role
in the proof of Theorem 2.8.

Theorem 3.8. If W ∈ Ip then (3.1) and (3.2) hold with W = ZW =
QW .

Proof. Let ZE : W 1,p(U ;Rm)→ [0,∞] be defined by

ZE(φ) :=
ˆ
U
ZW (x,∇φ(x)) dx (3.3)
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and let ZE,ZE0 : W 1,p(U ;Rm)→ [0,∞] be given by:

ZE(φ) := inf
{

lim
n→∞

ZE(φn) : φn → φ in Lp(U ;Rm)
}

; (3.4)

ZE0(φ) := inf
{

lim
n→∞

ZE(φn) : W 1,p
0 (U ;Rm) 3 φn → φ in Lp(U ;Rm)

}
.

(3.5)

We need the following lemma whose proof is given below.

Lemma 3.9. Under (A4) if φ ∈ Aff(U ;Rm) (resp. φ ∈ Aff0(U ;Rm)) then

E(φ) ≤
ˆ
U
ZW (x,∇φ(x)) dx(

resp. E0(φ) ≤
ˆ
U
ZW (x,∇φ(x)) dx

)
. (3.6)

As ZW has p-growth and Aff(U ;Rm) (resp. Aff0(U ;Rm)) is strongly
dense in W 1,p(U ;Rm) (resp. W 1,p

0 (U ;Rm)), from Lemma 3.9 we deduce
that (3.6) holds for all φ ∈ W 1,p(U ;Rm) (resp. φ ∈ W 1,p

0 (U ;Rm)). Thus
E ≤ ZE (resp. E0 ≤ ZE0). Moreover, ZE ≤ E (resp. ZE0 ≤ E0), hence

E = ZE
(
resp. E0 = ZE0

)
. (3.7)

SinceW is p-coercive, also is ZW . Moreover, as ZW is finite (because (A3)
holds) we see that ZW is a Carathéodory integrand by Proposition 3.1(c)
and ZW (x, · ) is quasiconvex for all x ∈ RN by Theorem 3.4. From Acerbi–
Dacorogna–Fusco’s relaxation theorem (see Theorem 3.6) it follows that

ZE = ZE
(
resp. ZE0 =

{
ZE on W 1,p

0 (U ;Rm)
∞ elsewhere

)
which gives the theorem when combined with (3.7). �

Proof of Lemma 3.9. Let φ ∈ Aff(U ;Rm) (resp. φ ∈ Aff0(U ;Rm)). With-
out loss of generality we can assume thatˆ

U
ZW (x,∇φ(x)) dx <∞ . (3.8)

By definition, there exists a finite family {Ui}i∈I of open disjoint subsets
of U such that |∂Ui| = 0 for all i ∈ I, |U \

⋃
i∈I Ui| = 0 and, for every
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i ∈ I, ∇φ ≡ ξi in Ui with ξi ∈Mm×N . Thus
ˆ
U
ZW (x,∇φ(x)) dx =

∑
i∈I

ˆ
Ui

ZW (x, ξi) dx. (3.9)

In particular, from (3.8) and Remark 2.7(d) we see that ZW (x, ξi) < ∞
for all i ∈ I and all x ∈ RN . Let λ ∈ L be given by (A4). Then, for each
i ∈ I and each δ ∈ ]0, δ0] with δ0 > 0 small enough, there exists a compact
Ki,δ ⊂ Ui such that 

|∂Ki,δ| = 0
|Ui \Ki,δ| < δ

λ|Ki,δ is continuous.

Fix any δ ∈ ]0, δ0]. By Remark 2.7(d) we see that for every
i ∈ I, ZW ( · , ξi)|Ki,δ is continuous and so, since int(Ki,δ) ⊂ Ki,δ,
ZW ( · , ξi)|int(Ki,δ)

is Riemann integrable, where int(Ki,δ) denotes the in-
terior of Ki,δ

(2). Hence, for each i ∈ I and each k ≥ 1, there exists a finite
family {Uki,j}j∈Jki of disjoint subsets of int(Ki,δ) with |∂Uki,j | = 0 for all
j ∈ Jki and | int(Ki,δ) \

⋃
j∈Jki

Uki,j | = 0 such that:

diam(Uki,j) <
1
k
for all j ∈ Jki ; (3.10)

lim
k→∞

∑
j∈Jki

|Uki,j |ZW (xki,j , ξi) =
ˆ

int(Ki,δ)
ZW (x, ξi) dx, (3.11)

where xki,j ∈ Uki,j and, for X ⊂ RN , diam(X) := sup{|x1 − x2| : x1, x2 ∈
X}. On the other hand, as for every i ∈ I, λ|Ki,δ is continuous with I
finite and Ki,δ compact, we deduce that there exists η > 0 such that for
every i ∈ I,

if x, y ∈ Ki,δ and |x− y| < η then |λ(x)− λ(y)| < δ . (3.12)

(2)For every i ∈ I, int(Ki,δ) 6= ∅ because |∂Ki,δ| = 0 and |Ui \ Ki,δ| < δ where
without loss of generality we can assume that δ < mini∈I |U i|.
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Fix any k > 1
η . As ZW (x, ξi) < ∞ for all i ∈ I and all x ∈ RN , for each

i ∈ I and each j ∈ Jki , there exist ϕi,j , ϕ̂i ∈W 1,∞
0 (Y ;Rm) such that:

ˆ
Y
W (xki,j , ξi +∇ϕi,j(y)) dy ≤ ZW (xki,j , ξi) + δ ; (3.13)

ˆ
Y
W (0, ξi +∇ϕ̂i(y)) dy ≤ ZW (0, ξi) + δ . (3.14)

For every n ≥ 1, from Vitali’s covering theorem we can assert that:

• there exists a finite or countable family {Yi,j,` := ai,j,`+αi,j,`Y }`∈Li,j
of disjoint subsets of Uki,j with ai,j,` ∈ RN and 0 < αi,j,` <

1
n such

that |Uki,j \
⋃
`∈Li,j Yi,j,`| = 0 (and so

∑
`∈Li,j α

N
i,j,` = |Uki,j |);

• there exists a finite or countable family {Ŷi,q := âi,q + α̂i,qY }q∈Qi of
disjoint subsets of Ui \Ki,δ with âi,q ∈ RN and 0 < α̂i,q <

1
n such

that |(Ui \Ki,δ) \
⋃
q∈Qi Ŷi,`| = 0 (and so

∑
q∈Qi α̂

N
i,q = |Ui \Ki,δ| =

|Ui \Ki,δ| < δ).

Since |∂Ki,δ| = 0 for all i ∈ I, we can define {ψn}n≥1 ⊂W 1,∞
0 (U ;Rm) by

ψn(x) :=


αi,j,`ϕi,j

(
x− ai,j,`
αi,j,`

)
if x ∈ Yi,j,`

α̂i,qϕ̂i

(
x− âi,q
α̂i,q

)
if x ∈ Ŷi,q.

(3.15)

It is then easy to see that

‖ψn‖L∞(U ;Rm) ≤
1
n

max
i∈I
j∈Jki

{
‖ϕi,j‖L∞(Y ;Rm), ‖ϕ̂i‖L∞(Y ;Rm)

}

for all n ≥ 1, and so ψn → 0 in L∞(U ;Rm). Thus {φ + ψn}n≥1 ⊂
W 1,p(U ;Rm) (resp. {φ + ψn}n≥1 ⊂ W 1,p

0 (U ;Rm)) and φ + ψn → φ in
Lp(U ;Rm). Hence, to prove (3.6) it is sufficient to show that for every
n ≥ 1, ˆ

U
W (x,∇φ(x) +∇ψn(x)) dx ≤

ˆ
U
ZW (x,∇φ(x)) dx. (3.16)
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Let n ≥ 1. Using the fact that |∂Ki,δ| = 0 for all i ∈ I we see that

ˆ
U
W (x,∇φ(x)+∇ψn(x)) dx

=
∑
i∈I

ˆ
Ui

W (x, ξi +∇ψn(x)) dx

=
∑
i∈I

ˆ
Ui\Ki,δ

W (x, ξi +∇ψn(x)) dx

+
∑
i∈I

ˆ
int(Ki,δ)

W (x, ξi +∇ψn(x)) dx

=
∑
i∈I

ˆ
Ui\Ki,δ

W (x, ξi +∇ψn(x)) dx

+
∑
i∈I

∑
j∈Jki

ˆ
Uki,j

W (x, ξi +∇ψn(x)) dx. (3.17)

Using (A4) we see that for every i ∈ I,

W (x, ξi +∇ψn(x)) ≤ |λ(x)− λ(0)|
(
1 +W (0, ξi +∇ψn(x))

)
+W (0, ξi +∇ψn(x))

≤ 2‖λ‖L∞ + (2‖λ‖L∞ + 1)W (0, ξi +∇ψn(x))

for all x ∈ RN , and taking (3.15) and (3.14) into account we deduce that
ˆ
Ui\Ki,δ

W (x, ξi +∇ψn(x)) dx

≤ 2‖λ‖L∞ |Ui \Ki,δ|

+ (2‖λ‖L∞ + 1)
∑
q∈Qi

ˆ
Ŷi,q

W

(
0, ξi +∇ϕ̂i

(
x− âi,q
α̂i,q

))
dx

≤ 2‖λ‖L∞ |Ui \Ki,δ|

+ (2‖λ‖L∞ + 1)

∑
q∈Qi

α̂Ni,q

ˆ
Y
W (0, ξi +∇ϕ̂i(y)) dy
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≤ 2‖λ‖L∞ |Ui \Ki,δ|

+ (2‖λ‖L∞ + 1)

∑
q∈Qi

α̂Ni,q

 (ZW (0, ξi) + δ) .

As
∑
q∈Qi α̂

N
i,q = |Ui \Ki,δ| = |Ui \Ki,δ| < δ for all i ∈ I, it follows that∑

i∈I

ˆ
Ui\Ki,δ

W (x, ξi +∇ψn(x)) dx ≤ ∆(δ) (3.18)

with ∆(δ) := δ (2‖λ‖L∞ + (2‖λ‖L∞ + 1) (maxi∈I ZW (0, ξi) + δ)) where

lim
δ→0

∆(δ) = 0 . (3.19)

Using again (A4) we can assert that for every i ∈ I, every j ∈ Jki and
every x ∈ Uki,j ,

W (x, ξi +∇ψn(x)) ≤
∣∣∣λ(x)− λ(xki,j)

∣∣∣ (1 +W (xki,j , ξi +∇ψn(x))
)

+W (xki,j , ξi +∇ψn(x)) .

But xki,j ∈ Uki,j and Uki,j ⊂ Ki,δ and by (3.10) we have diam(Uki,j) < 1
k

where 1
k < η, hence |λ(x) − λ(xki,j)| < δ for all x ∈ Uki,j by (3.12). So, for

every x ∈ Uki,j ,

W (x, ξi +∇ψn(x)) ≤ δ + (δ + 1)W (xki,j , ξi +∇ψn(x)) ,

and taking (3.15) and (3.13) into account we deduce that
ˆ
Uki,j

W (x, ξi +∇ψn(x)) dx

≤ δ|Uki,j |+ (δ + 1)
∑
l∈Li,j

ˆ
Yi,j,l

W

(
xki,j , ξi +∇ϕi,j

(
x− ai,j,`
αi,j,`

))
dx

≤ δ|Uki,j |+ (δ + 1)

 ∑
`∈Li,j

αNi,j,`

 ˆ
Y
W
(
xki,j , ξi +∇ϕi,j(y)

)
dy

≤ δ|Uki,j |+ (δ + 1)

 ∑
`∈Li,j

αNi,j,`

(ZW (xki,j , ξi) + δ
)
.
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As
∑
`∈Li,j α

N
i,j,` = |Uki,j | for all i ∈ I and all j ∈ Jki and

∑
i∈I
∑
j∈Jki
|Uki,j | ≤

|U | because
∑
j∈Jki
|Uki,j | = | int(Ki,δ)| ≤ |Ui| and

∑
i∈I |Ui| = |U |, it follows

that∑
i∈I

∑
j∈Jki

ˆ
Uki,j

W (x, ξi +∇ψn(x)) dx

≤
(
2δ + δ2

)
|U |+ (δ + 1)

∑
i∈I

∑
j∈Jki

|Uki,j |ZW (xki,j , ξi) . (3.20)

Combining (3.18) and (3.20) with (3.17) we obtain
ˆ
U
W (x,∇φ(x) +∇ψn(x)) dx

≤ ∆(δ) +
(
2δ + δ2

)
|U |+ (δ + 1)

∑
i∈I

∑
j∈Jki

|Uki,j |ZW (xki,j , ξi) .

Letting k →∞ and using (3.11) and (3.9) we conclude that
ˆ
U
W (x,∇φ(x) +∇ψn(x)) dx

≤ ∆(δ) +
(
2δ + δ2

)
|U |+ (δ + 1)

∑
i∈I

ˆ
int(Ki,δ)

ZW (x, ξi) dx

≤ ∆(δ) +
(
2δ + δ2

)
|U |+ (δ + 1)

∑
i∈I

ˆ
Ui

ZW (x, ξi) dx

= ∆(δ) +
(
2δ + δ2

)
|U |+ (δ + 1)

ˆ
U
ZW (x,∇φ(x)) dx,

and (3.16) follows by letting δ → 0 and using (3.19). �

Remark 3.10. By analysing the proof of Lemma 3.9 we see that this lemma
is also valid with “ẐW”, defined in (2.25), instead of “ZW”. Thus, by the
same method we can also establish the following analogue of Theorem 3.8.

Theorem 3.11. If W ∈ Îp, with Îp defined in Remark 2.37, then (3.1)
and (3.2) hold with W = ẐW = QW . (In fact, since Îp ⊂ Ip, we have
W = ZW = ẐW = QW .)

Remark 3.12. It is easily seen that from the proof of Lemma 3.9 we can
extract the following result.
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Lemma 3.13. Under (A4), for every ξ ∈Mm×N we have

SW
ξ (U) ≤

ˆ
U
ZW (x, ξ) dx

for all bounded open set U ⊂ RN with

SW
ξ (U) := inf

{ˆ
U
W (x, ξ +∇ψ(x)) dx : ψ ∈W 1,∞

0 (U ;Rm)
}
.

By the same reasoning, in replacing “W 1,∞
0 ” by “Aff0” and “ZW” by

“ẐW” defined in (2.25), we can also prove the following result.

Lemma 3.14. Under (A4), for every ξ ∈Mm×N we have

SWξ (U) ≤
ˆ
U
ẐW (x, ξ) dx

for all bounded open set U ⊂ RN with

SWξ (U) := inf
{ˆ

U
W (x, ξ +∇ψ(x)) dx : ψ ∈ Aff0(U ;Rm)

}
.

3.2. Relaxation with a sum of singular integrands

The following relaxation theorem is a variant of Theorem 3.8.

Theorem 3.15. If W ∈ J p then (3.1) and (3.2) hold with W = ZW =
QW .

Proof. Let ZE,ZE,ZE0 : W 1,p(U ;Rm) → [0,∞] be defined by (3.3),
(3.4) and (3.5) respectively. The proof of Theorem 3.15 follows from
Lemma 3.16 below by using the same arguments as in the proof of
Theorem 3.8. �

Lemma 3.16. IfW is given by (2.11) then for each φ ∈ Aff(U ;Rm) (resp.
φ ∈ Aff0(U ;Rm)) we have

E(φ) ≤
ˆ
U
ZW (x,∇φ(x)) dx(

resp. E0(φ) ≤
ˆ
U
ZW (x,∇φ(x)) dx

)
. (3.21)
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Proof. Let φ ∈ Aff(U ;Rm) (resp. φ ∈ Aff0(U ;Rm)). By definition, there
exists a finite family {Ui}i∈I of open disjoint subsets of U such that |∂Ui| =
0 for all i ∈ I, |U \

⋃
i∈I Ui| = 0 and, for every i ∈ I, ∇φ ≡ ξi in Ui with

ξi ∈Mm×N . Thusˆ
U
ZW (x,∇φ(x)) dx =

∑
i∈I

ˆ
Ui

ZW (x, ξi) dx.

By assumption, there exist a finite family {Vj}j∈J of open disjoint subsets
of RN , with |∂Vj | = 0 for all j ∈ J and |RN \

⋃
j∈J Vj | = 0, and a finite

family
{
Hj : Mm×N → [0,∞]

}
j∈J

of Borel measurable functions such that
W is given by

W (x, ξ) =
∑
j∈J

1Vj (x)Hj(ξ) .

Then, we have ZW (x, ξ) =
∑
j∈J 1Vj (x)ZHj(ξ) for all x ∈ RN and all

ξ ∈Mm×N . Henceˆ
U
ZW (x,∇φ(x)) dx =

∑
i∈I

∑
j∈J
|Ui,j |ZHj(ξi) (3.22)

with Ui,j := Ui ∩ Vj . Fix any δ > 0. Given any i ∈ I and any j ∈ J we
consider ϕi,j ∈W 1,∞

0 (Y ;Rm) such thatˆ
Y
Hj(ξi +∇ϕi,j(y)) dy ≤ ZHj(ξi) + δ

|Ui|
. (3.23)

For every n ≥ 1, by Vitali’s covering theorem, there exists a finite or
countable family {ai,j,` + αi,j,`Y }`∈Li,j of disjoint subsets of Ui,j , where
ai,j,` ∈ RN and 0 < αi,j,` <

1
n , such that |Ui,j \

⋃
`∈Li,j (ai,j,` +αi,j,`Y )| = 0

(and so
∑
`∈Li,j α

N
i,j,` = |Ui,j |). Define {φn}n≥1 ⊂W 1,∞

0 (U ;Rm) by

ψn(x) := αi,j,`ϕi,j

(
x− ai,j,`
αi,j,`

)
if x ∈ ai,j,` + αi,j,`Y .

It is then easy to see that

‖ψn‖L∞(U ;Rm) ≤
1
n

max
i∈I
j∈J

‖ϕi,j‖L∞(Y ;Rm)

for all n ≥ 1, and so ψn → 0 in L∞(U ;Rm). Thus {φ + ψn}n≥1 ⊂
W 1,p(U ;Rm) (resp. {φ + ψn}n≥1 ⊂ W 1,p

0 (U ;Rm)) and φ + ψn → φ in
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Lp(U ;Rm). Moreover, using (3.23) and (3.22), for every n ≥ 1, we haveˆ
U
W (x,∇ψ(x) +∇ψn(x)) dx =

∑
i∈I

ˆ
Ui

W (x, ξi +∇ψn(x)) dx

=
∑
i∈I

∑
j∈J

ˆ
Ui,j

Hj(ξi +∇ψn(x)) dx

=
∑
i∈I

∑
j∈J
|Ui,j |

ˆ
Y
Hj(ξi +∇ϕi,j(y)) dy

≤
∑
i∈I

∑
j∈J
|Ui,j |ZHj(ξi) + δ

=
ˆ
U
ZW (x,∇φ(x)) dx+ δ .

It follows that

E(φ) ≤
ˆ
U
ZW (x,∇φ(x)) dx+ δ(

resp. E0(φ) ≤
ˆ
U
ZW (x,∇φ(x)) dx+ δ

)
,

and (3.21) follows by letting δ → 0. �

4. Proof of the homogenization theorems

4.1. Singular integrands which are continuous almost every-
where with respect to the space variable

In this section we prove Theorem 2.8 by following the same lines as in
the proof of [2, Theorem 3.4]. We will need Theorems 3.8 and 2.2 and the
following classical property of the Γ-convergence.

Proposition 4.1. The Γ-limit is stable by substituting Iε by its relaxed
functional Iε, i.e.,

Γ- lim
ε→0

Iε = Γ- lim
ε→0

Iε and Γ- lim
ε→0

Iε = Γ- lim
ε→0

Iε ,

where, for each ε > 0, Iε : W 1,p(Ω;Rm)→ [0,∞] is given by

Iε(φ) := inf
{

lim
n→∞

Iε(φn) : φn → φ in Lp(Ω;Rm)
}
.
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Proof of Theorem 2.8. By Proposition 4.1 it suffices to prove Theorem 2.8
with “Iε” instead of “Iε”. Fix any ε > 0 and consider Wε : RN ×Mm×N →
[0,∞] given by Wε(x, ξ) := W (xε , ξ). As W ∈ Ipper and ZWε(x, ξ) =
ZW (xε , ξ) for all (x, ξ) ∈ RN × Mm×N it is easy to see that Wε ∈ Ip.
Applying Theorem 3.8 to Wε we deduce that for every ε > 0,

Iε(φ) =
ˆ

Ω
ZW

(
x

ε
,∇φ(x)

)
dx,

where ZW is clearly p-coercive, 1-periodic and has p-growth. From
Braides–Müller’s homogenization theorem (see Theorem 2.2) it follows
that Ihom = Γ- limε→0 Iε with Ihom defined by (2.2) and Whom : Mm×N →
[0,∞] given by

Whom(ξ) = inf
k≥1

inf
{ 

kY
ZW (x, ξ +∇ϕ(x)) dx : ϕ ∈W 1,p

0 (kY ;Rm)
}

=: H[ZW ](ξ) .

Fix any k ≥ 1, any ξ ∈ Mm×N and consider Wξ : RN × Mm×N →
[0,∞] given by Wξ(x, ζ) := W (x, ξ + ζ). As W ∈ Ipper and ZWξ(x, ζ) =
ZW (x, ξ + ζ) for all (x, ζ) ∈ RN ×Mm×N it is easy to see that Wξ ∈ Ip.
Applying again Theorem 3.8 to Wξ with U = kY we see that (3.2) holds
with W = ZWξ. Consequently, for every k ≥ 1 and every ξ ∈ Mm×N , we
have

HW (ξ) := inf
ϕ∈W 1,p

0 (kY ;Rm)

 
kY
W (x, ξ +∇ϕ(x)) dx

= inf
ϕ∈W 1,p

0 (kY ;Rm)

 
kY
Wξ(x,∇ϕ(x)) dx

= inf
ϕ∈W 1,p

0 (kY ;Rm)

 
kY
ZWξ(x,∇ϕ(x)) dx

= inf
ϕ∈W 1,p

0 (kY ;Rm)

 
kY
ZW (x, ξ +∇ϕ(x)) dx

= H[ZW ](ξ) ,

and the proof of Theorem 2.8 is complete. �
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Remark 4.2. From the proof of Theorem 2.8 we can extract the following
result.

Lemma 4.3. If W ∈ Ip then H[ZW ] = HW .

In the same way, by using Theorem 3.11 (see Remark 3.10) instead of
Theorem 3.8, we can also establish the following result.

Lemma 4.4. If W ∈ Îp, with Îp defined in Remark 2.37, then H[ẐW ] =
HW .

4.2. Sum of singular integrands

In this section we prove Theorem 2.33 by using Theorems 3.15 and 2.2
and Proposition 4.1.

Proof of Theorem 2.19. It is the same proof than the one of Theorem 2.8
where we replace “Theorem 3.8” by “Theorem 3.15”, “Ip” by “J p” and
“Ipper” by “J pper”. �

4.3. Singular integrands which are not continuous with re-
spect to the space variable

In this section we prove Theorem 2.33.

Proof of Theorem 2.33. Using (A6) we deduce that Γ- limε→0 Iε ≥
Γ- limε→0 GIε where, for each ε > 0, GIε : W 1,p(Ω;Rm) → [0,∞] is
given by

GIε(φ) :=
ˆ

Ω
GW

(
x

ε
,∇φ(x)

)
dx.

But, by (A5) we see that GW has p-growth, and so, by Braides–Müller’s
homogenization theorem (see Theorem 2.2), it follows that(

Γ- lim
ε→0
GIε

)
(φ) =

ˆ
Ω
H[GW ](∇φ(x)) dx

for all φ ∈W 1,p(Ω;Rm). Consequently(
Γ- lim

ε→0
Iε

)
(φ) ≥

ˆ
Ω
H[GW ](∇φ(x)) dx

172



Homogenization of singular integrals

for all φ ∈ W 1,p(Ω;Rm). Taking (A7) into account, it remains to prove
that for every φ ∈W 1,p(Ω;Rm),(

Γ- lim
ε→0

Iε

)
(φ) ≤

ˆ
Ω
Ẑ
[
Ĥ[GW ]

]
(∇φ(x)) dx. (4.1)

Since GW has p-growth, so is Ĥ[GW ]. Hence Ẑ
[
Ĥ[GW ]

]
has p-growth

and, by Proposition 3.1 and Remark 3.2, we can assert that Ẑ
[
Ĥ[GW ]

]
is

continuous. Thus, as Aff(Ω;Rm) is strongly dense in W 1,p(Ω;Rm), we are
reduced to prove (4.1) for all φ ∈ Aff(Ω;Rm).

If we prove that

Iε(u) ≤ GIε(u) for all ε > 0 and all u ∈ Aff(Ω;Rm) (4.2)

then (4.1) holds for all φ ∈ Aff(Ω;Rm). Indeed, fix φ ∈ Aff(Ω;Rm). By
definition, there exists a finite family {Ui}i∈I of open disjoint subsets of
Ω such that |∂Ui| = 0 for all i ∈ I, |Ω \

⋃
i∈I Ui| = 0 and, for every i ∈ I,

∇φ ≡ ξi in Ui with ξi ∈Mm×N . Then
ˆ

Ω
Ẑ
[
Ĥ[GW ]

]
(∇φ(x)) dx =

∑
i∈I
|Ui|Ẑ

[
Ĥ[GW ]

]
(ξi) .

Fix any i ∈ I. Using Proposition A.5 with L = Ĥ[GW ] and A = Ui we
can assert that there exists {ϕi,k}k ⊂ Aff0(Ui;Rm) such that:

lim
k→∞

‖ϕi,k‖L∞(Ui;Rm) = 0; (4.3)

lim
k→∞

ˆ
Ui

Ĥ[GW ](ξi +∇ϕi,k(x)) dx = |Ui|Ẑ
[
Ĥ[GW ]

]
(ξi) . (4.4)

Fix any k ≥ 1. By definition, there exists a finite family {Vj}j∈J of open
disjoint subsets of Ui such that |∂Vj | = 0 for all j ∈ J , |Ui \

⋃
j∈J Vj | = 0

and, for every j ∈ J , ∇ϕi,k ≡ ζj in Vj with ζj ∈Mm×N . Then
ˆ
Ui

Ĥ[GW ](ξi +∇ϕi,k(x)) dx =
∑
j∈J
|Vj |Ĥ[GW ](ξi + ζj) .

Fix any j ∈ J . Recalling that GW has p-growth, by using Proposition A.8
with L = GW and A = Vj we can assert that there exists {ψi,j,k,ε}ε ⊂
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Aff0(Vj ;Rm) such that:

lim
ε→0
‖ψi,j,k,ε‖L∞(Vj ;Rm) = 0; (4.5)

lim
ε→0

ˆ
Vj

GW
(
x

ε
, ξi + ζj +∇ψi,j,k,ε(x)

)
dx = |Vj |Ĥ[GW ](ξi + ζj) . (4.6)

For each ε > 0, defining ψi,k,ε ∈ Aff0(Ui;Rm) by ψi,k,ε(x) = ψi,j,k,ε(x) if
x ∈ Vj , from (4.5) and (4.6) we deduce that:

lim
ε→0
‖ψi,k,ε‖L∞(Ui;Rm) = 0; (4.7)

lim
ε→0

ˆ
Ui

GW
(
x

ε
, ξi +∇ϕi,k(x) +∇ψi,k,ε(x)

)
dx

=
ˆ
Ui

Ĥ[GW ](ξi +∇ϕi,k(x)) dx. (4.8)

For each k ≥ 1 and each ε > 0, we define ϕk, ψk,ε ∈ Aff0(Ω;Rm)
by ϕk(x) = ϕi,k(x) if x ∈ Ui and ψk,ε(x) = ψi,k,ε(x) if x ∈ Ui. Then,
from (4.3), (4.4), (4.7) and (4.8) we see that:

lim
k→∞

‖ϕk‖L∞(Ω;Rm) = 0; (4.9)

lim
k→∞

ˆ
Ω
Ĥ[GW ](∇φ(x) +∇ϕk(x)) dx =

ˆ
Ω
Ẑ
[
Ĥ[GW ]

]
(∇φ(x)) dx. (4.10)

lim
ε→0
‖ψk,ε‖L∞(Ω;Rm) = 0 for all k ≥ 1; (4.11)

lim
ε→0

ˆ
Ω
GW

(
x

ε
,∇φ(x) +∇ϕk(x) +∇ψk,ε(x)

)
dx

=
ˆ

Ω
Ĥ[GW ](∇φ(x) +∇ϕk(x)) dx for all k ≥ 1. (4.12)

Define {φk,ε}k,ε ⊂ Aff(Ω;Rm) by φk,ε := φ + ϕk + ψk,ε. Combining (4.9)
with (4.11) and (4.10) with (4.12) we deduce that:

lim
k→∞

lim
ε→0
‖φk,ε − φ‖L∞(Ω;Rm) = 0;

lim
k→∞

lim
ε→0
GIε(φk,ε) =

ˆ
Ω
Ẑ
[
Ĥ[GW ]

]
(∇φ(x)) dx.
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By diagonalization there exists a mapping ε 7→ kε with kε →∞ as ε→ 0
such that:

lim
ε→0
‖φε − φ‖L∞(Ω;Rm) = 0; (4.13)

lim
ε→0
GIε(φε) =

ˆ
Ω
Ẑ
[
Ĥ[GW ]

]
(∇φ(x)) dx, (4.14)

where φε = φkε,ε. But, by (4.2) we have Iε(φε) ≤ GIε(φε) for all ε >
0, and so limε→0 Iε(φε) ≤ limε→0 GIε(φε). Then,

(
Γ- limε→0 Iε

)
(φ) ≤

limε→0 GIε(φε) because φε → φ in Lp(Ω;Rm) by (4.13), and (4.1) follows
by using (4.14).

Finally, to complete the proof of Theorem 2.33, we have to prove (4.2).

Proof of (4.2). Fix ε > 0 and u ∈ Aff(Ω;Rm). Denote the class of open
subsets of Ω by O(Ω) and define mu : O(Ω)→ [0,∞] by

mu(A) := inf
{ˆ

A
W

(
y

ε
,∇u(y) +∇ϕ(y)

)
dy : ϕ ∈ Aff0(A;Rm)

}
.

For each δ > 0 and each A ∈ O(Ω), denote the class of countable families
{Qi}i∈I of disjoint open cubes such that diam(Qi) ∈ ]0, δ[ for all i ∈ I and
|A \

⋃
i∈I Qi| = 0 by Vδ(A), consider mδ

u : O(Ω)→ [0,∞] given by

mδ
u(A) := inf

{∑
i∈I

mu(Qi) : {Qi}i∈I ∈ Vδ(A)
}
,

and define m∗u : O(Ω)→ [0,∞] by

m∗u(A) := sup
δ>0

mδ
u(A) = lim

δ→0
mδ
u(A) .

The set function m∗u is called the Vitali envelope of mu, see §A.4 for more
details.

First of all, it is easy to see that mu is subadditive. On the other hand,
as u ∈ Aff(Ω;Rm), there exists a finite family {Uj}j∈J of open disjoint
subsets of Ω such that |∂Uj | = 0 for all j ∈ J , |Ω \

⋃
j∈J Uj | = 0 and, for

every j ∈ J , ∇u ≡ ξj in Uj with ξj ∈Mm×N . Hence, given any A ∈ O(Ω),
we have |A \

⋃
j∈J(A∩Uj)| = 0, and so, by subadditivity of mu, it follows
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that

mu(A)

≤
∑
j∈J

mu(A ∩ Uj)

=
∑
j∈J

inf
{ˆ

A∩Uj
W

(
y

ε
, ξj +∇ϕ(y)

)
dy : ϕ ∈ Aff0(A ∩ Uj ;Rm)

}

=
∑
j∈J

εN inf
{ˆ

1
ε

(A∩Uj)
W (y, ξj +∇ϕ(y)) dy : ϕ ∈ Aff0

(1
ε

(A ∩ Uj);Rm
)}

.

Using (A5) we see that

mu(A) ≤
∑
j∈J

εNSWξj
(1
ε

(A ∩ Uj)
)
≤
∑
j∈J

εNc

∣∣∣∣1ε (A ∩ Uj)
∣∣∣∣ (1 + |ξj |p)

=
∑
j∈J

c |A ∩ Uj | (1 + |ξj |p)

= c

ˆ
A

(1 + |∇u(y)|p) dy =: ν(A) .

Thus mu(A) ≤ ν(A) for all A ∈ O(Ω) where ν is a finite Radon measure
on Ω which is absolutely continuous with respect to the Lebesgue measure.
Applying Theorem A.16 with Θ = mu, we deduce that mu is differentiable,
i.e., see Definition A.12,

dmu(x) := lim
ρ→0

mu(Qρ(x))
|Qρ(x)| exists and is finite for a.a. x ∈ Ω ,

dmu ∈ L1(Ω) and

m∗u(A) =
ˆ
A

dmu(x) dx (4.15)

for all A ∈ O(Ω). But, given any x ∈ Ω such that limρ→0
mu(Qρ(x))
|Qρ(x)| exists

and x ∈
⋃
j∈J Uj , we have x ∈ Uj0 for some j0 ∈ J and Qρ0(x) ⊂ Uj0 for

all ρ ∈ ]0, ρ0[ and some ρ0 > 0, and so, for each ρ ∈ ]0, ρ0[, ∇u ≡ ξj0 in
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Qρ(x). Hence, by a change of variable, we see that for every ρ ∈ ]0, ρ0[,

SW∇u(x)
(
Qρ
(
x
ε

))∣∣Qρ (xε )∣∣
= inf

{ 
Qρ(xε )

W (y,∇u(x) +∇ϕ(y)) dy : ϕ ∈ Aff0

(
Qρ

(
x

ε

)
;Rm

)}

= inf
{ 

Qρ(xε )
W (y, ξj0 +∇ϕ(y)) dy : ϕ ∈ Aff0

(
Qρ

(
x

ε

)
;Rm

)}

= inf
{ 

Qερ(x)
W

(
y

ε
, ξj0 +∇ϕ(y)

)
dy : ϕ ∈ Aff0 (Qερ(x);Rm)

}

= inf
{ 

Qερ(x)
W

(
y

ε
,∇u(y) +∇ϕ(y)

)
dy : ϕ ∈ Aff0 (Qερ(x);Rm)

}

= mu(Qερ(x))
|Qερ(x)| .

Consequently

dmu(x) = lim
ρ→0

mu(Qρ(x))
|Qρ(x)| = lim

ρ→0

mu(Qερ(x))
|Qερ(x)| = lim

ρ→0

SW∇u(x)
(
Qρ
(
x
ε

))∣∣Qρ (xε )∣∣
= GW

(
x

ε
,∇u(x)

)
for a.a. x ∈ Ω. From (4.15) we deduce that m∗u(Ω) = GIε(u). (So, in
particular, we have m∗u(Ω) < ∞ because GW has p-growth.) Thus, to
establish (4.2) it remains to prove that

Iε(u) ≤ m∗u(Ω) . (4.16)

Fix any δ > 0. By definition of mδ
u(Ω) there exists {Qi}i∈I ∈ Vδ(Ω)

such that ∑
i∈I

mu(Qi) ≤ mδ
u(Ω) + δ

2 . (4.17)

Given any i ∈ I, by definition of mu(Qi) there exists ϕi ∈ Aff0(Qi;Rm)
such thatˆ

Qi

W

(
y

ε
,∇u(y) +∇ϕi(y)

)
dy ≤ mu(Qi) + δ|Qi|

2|Ω| . (4.18)
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Define ψδ ∈ W 1,∞(Ω;Rm) by ψδ = u + ϕi in Qi. Then ψδ − u ∈
W 1,∞

0 (Ω;Rm). From (4.17) and (4.18) we see thatˆ
Ω
W

(
y

ε
,∇ψδ(y)

)
dy ≤ mδ

u(Ω) + δ . (4.19)

On the other hand, we have

‖ψδ − u‖Lp(Ω;Rm) =
ˆ

Ω
|ψδ(y)− u(y)|p dy =

∑
i∈I

ˆ
Qi

|ϕi(y)|p dy . (4.20)

But, since diam(Qi) ∈ ]0, δ[ for all i ∈ I, by using Poincaré’s inequality
we deduce that there exists K > 0, which depends only on p and N , such
that for every i ∈ I,ˆ

Qi

|ϕi(y)|p dy ≤ Kδp
ˆ
Qi

|∇ϕi(y)|p dy ,

and so, taking (4.20) into account, we get

‖ψδ − u‖Lp(Ω;Rm) ≤ Kδp
∑
i∈I

ˆ
Qi

|∇ϕi(y)|p dy

= Kδp
ˆ

Ω
|∇ψδ(y)−∇u(y)|p dy

≤ 2pKδp
(ˆ

Ω
|∇ψδ(y)|p dy +

ˆ
Ω
|∇u(y)|p dy

)
. (4.21)

Using (A0) and (4.19), from (4.21) we deduce that

‖ψδ − u‖Lp(Ω;Rm) ≤ 2pKδp
( 1
C

(mδ
u(Ω) + δ) +

ˆ
Ω
|∇u(y)|p dy

)
,

which shows that ψδ → u in Lp(Ω;Rm) because limδ→0 mδ
u(Ω) = m∗u(Ω) <

∞, and (4.15) follows from (4.19) by letting δ → 0 (and by noticing
that Iε(u) ≤ limδ→0

´
ΩW

(y
ε ,∇ψδ(y)

)
dy). This completes the proof of

Theorem 2.33. �
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Appendix

A.1. Relaxation of singular integrands

Here we give the proof of Theorem 2.12. For this, we need the following
two lemmas. The first is a special case of a theorem due to Dacorogna
and Ribeiro (see [19, Theorem 1.3], see also [18, Theorem 10.29]) and the
second is a special case of a theorem due to Ben Belgacem (see [11], see
also [5, Théorème 3.25] for a proof).

Lemma A.1. Given t1 < t2 and ξ ∈ MN×N with t1 < det ξ < t2 there
exists ϕ ∈W 1,∞

0 (Y ;RN ) such that det(ξ+∇ϕ(y)) ∈ {t1, t2} for a.a. y ∈ Y .

Lemma A.2. Let W : RN × MN×N → [0,∞] be a Borel measurable
function. If W satisfies (Ĥ) then RW has p-growth, where for every x ∈
RN , RW (x, · ) denotes the rank-one convex envelope of W (x, · ), i.e., the
greatest rank-one convex function which less than or equal to W (x, · ).

Proof of Theorem 2.12. Fix any x ∈ RN and any ξ ∈ MN×N . Clearly, if
|det ξ| ≥ α̂ then ZW (x, ξ) <∞. On the other hand, if |det ξ| < α̂ then, by
Lemma A.1, there exists ϕ ∈W 1,∞

0 (Y ;RN ) such that |det(ξ +∇ϕ(y)| = α̂

for a.a. y ∈ Y , and using (Ĥ) we see that

ZW (x, ξ) ≤
ˆ
Y
W (x, ξ +∇ϕ(y)) dy

≤ 2pβ̂
(
1 + |ξ|p + ‖∇ϕ‖p

Lp(Y ;RN )

)
<∞ .

Thus ZW (x, ξ) < ∞ for all ξ ∈ MN×N , i.e., ZW (x, · ) is finite. From
Proposition 3.1(b) we deduce that ZW (x, · ) is rank-one convex. Hence
ZW (x, · ) ≤ RW (x, · ) for all x ∈ RN , i.e., ZW ≤ RW , and the theorem
follows from Lemma A.2. �

Remark A.3. By the same method, in using [4, Lemma 4.2] (instead of
Lemma A.1) to establish that ẐH is finite when H ∈ H, we can also prove
the following result.

Theorem A.4. If H ∈ H then ẐH has p-growth.
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A.2. Approximation of the relaxation formula

Given a Borel measurable function L : Mm×N → [0,∞] we consider ẐL :
Mm×N → [0,∞] defined by

ẐL(ξ) := inf
{ˆ

Y
L(ξ +∇ϕ(y)) dy : ϕ ∈ Aff0(Y ;Rm)

}
.

The following proposition can be found in [6, Proposition 3.17] (see
also [3, 4]).
Proposition A.5. Given ξ ∈ Mm×N and a bounded open set A ⊂ RN
there exists {ϕk}k ⊂ Aff0(A;Rm) such that:

• lim
k→∞

‖ϕk‖L∞(A;Rm) = 0;

• lim
k→∞

 
A
L(ξ +∇ϕk(x)) dx = ẐL(ξ) .

Proof. Given ξ ∈Mm×N there exists {ϕn}n ⊂ Aff0(Y ;Rm) such that

lim
n→∞

ˆ
Y
L(ξ +∇ϕn(y)) dy = ẐL(ξ) . (A.1)

Fix any n ≥ 1 and k ≥ 1. By Vitali’s covering theorem there exists a
finite or countable family {ai + αiY }i∈I of disjoint subsets of A, where
ai ∈ RN and 0 < αi <

1
k , such that |A \

⋃
i∈I(ai + αiY )| = 0 (and so∑

i∈I α
N
i = |A|). Define ϕn,k ∈ Aff0(A;Rm) by

ϕn,k(x) := αiϕn

(
x− ai
αi

)
if x ∈ ai + αiY.

Clearly ‖ϕn,k‖L∞(A;Rm) = 1
k‖ϕn‖L∞(Y ;Rm), hence

lim
k→∞

‖ϕn,k‖L∞(A;Rm) = 0

for all k ≥ 1, and consequently
lim
n→∞

lim
k→∞

‖ϕn,k‖L∞(A;Rm) = 0. (A.2)

On the other hand, we haveˆ
A
L(ξ +∇ϕn,k(x)) dx =

∑
i∈I

αNi

ˆ
Y
L(ξ +∇ϕn(y)) dy

= |A|
ˆ
Y
L(ξ +∇ϕn(y)) dy
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for all n ≥ 1 and all k ≥ 1. Using (A.1) we deduce that

lim
n→∞

lim
k→∞

 
A
L(ξ +∇ϕn,k(x)) dx = ẐL(ξ) , (A.3)

and the result follows from (A.2) and (A.3) by diagonalization. �

Remark A.6. By the same method, in replacing “Aff0” by “W 1,∞
0 ”, we can

establish the same approximation for ZL : Mm×N → [0,∞] given by

ZL(ξ) := inf
{ˆ

Y
L(ξ +∇ϕ(y)) dy : ϕ ∈W 1,∞

0 (Y ;Rm)
}
.

Proposition A.7. Given ξ ∈ Mm×N and a bounded open set A ⊂ RN
there exists {ϕk}k ⊂W 1,∞

0 (A;Rm) such that:

• lim
k→∞

‖ϕk‖L∞(A;Rm) = 0;

• lim
k→∞

 
A
L(ξ +∇ϕk(x)) dx = ZL(ξ) .

A.3. Approximation of the homogenization formula
Given a Borel measurable function L : RN ×Mm×N → [0,∞] which is 1-
periodic with respect to its first variable and for which there exists c > 0
such that

L(x, ξ) ≤ c(1 + |ξ|p) (A.4)
for all (x, ξ) ∈ RN ×Mm×N , we consider ĤL : Mm×N → [0,∞] defined by

ĤL(ξ) := inf
k≥1

inf
{ 

kY
L(x, ξ +∇ϕ(x)) dx : ϕ ∈ Aff0(kY ;Rm)

}
.

The following proposition is essentially due to [24, Lemma 2.1(a)] (see
also [6, Proposition 3.18]).

Proposition A.8. Under (A.4), given ξ ∈ Mm×N and a bounded open
set A ⊂ RN there exists {ϕε}ε ⊂ Aff0(A;Rm) such that:

• lim
ε→0
‖ϕε‖L∞(A;Rm) = 0;

• lim
ε→0

 
A
L

(
x

ε
, ξ +∇ϕε(x)

)
dx = ĤL(ξ) .
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Proof. Given ξ ∈Mm×N there exists {kn; ϕ̂n}n such that:

ϕ̂n ∈ Aff0(knY ;Rm) for all n ≥ 1;

lim
n→∞

 
knY

L(x, ξ +∇ϕ̂n(x)) dx = ĤL(ξ) . (A.5)

For each n ≥ 1 and ε > 0, denote the knY -periodic extension of ϕ̂n by ϕn,
consider An,ε ⊂ A given by

An,ε :=
⋃

z∈In,ε
ε(z + knY )

with In,ε :=
{
z ∈ ZN : ε(z+ knY ) ⊂ A

}
, where card(In,ε) <∞ because A

is bounded, and define ϕn,ε ∈ Aff0(A;Rm) by

ϕn,ε(x) := εϕn

(
x

ε

)
if x ∈ An,ε .

Fix any n ≥ 1. It is easy to see that

‖ϕn,ε‖L∞(A;Rm) = ε‖ϕ̂n‖L∞(knY ;Rm)

for all ε > 0, and consequently limε→0 ‖ϕn,ε‖L∞(A;Rm) = 0 for all n ≥ 1.
It follows that

lim
n→∞

lim
ε→0
‖ϕn,ε‖L∞(A;Rm) = 0. (A.6)

Remark A.9. We also have limn→∞ limε→0 ‖φn,ε‖Lp(A;Rm) = 0. Indeed, it
is easy to see that

‖φn,ε‖pLp(A;Rm) =
ˆ
An,ε

|φn,ε(x)|p dx

= εp
∑
z∈In,ε

ˆ
ε(z+knY )

∣∣∣∣φn (xε
)∣∣∣∣p dx

≤ εp |A|
kNn
‖φ̂n‖pLp(knY ;Rm)

for all ε > 0, and consequently limε→0 ‖φn,ε‖Lp(A;Rm) = 0 for all n ≥ 1,
hence the result.
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On the other hand, for every n ≥ 1 and every ε > 0, we have
ˆ
A
L

(
x

ε
, ξ +∇ϕn,ε(x)

)
dx

=
ˆ
An,ε

L

(
x

ε
, ξ +∇ϕn,ε(x)

)
dx+

ˆ
A\An,ε

L

(
x

ε
, ξ

)
dx.

Butˆ
An,ε

L

(
x

ε
, ξ +∇ϕn,ε(x)

)
dx =

∑
z∈In,ε

ˆ
ε(z+knY )

L

(
x

ε
, ξ +∇ϕn

(
x

ε

))
dx

= |An,ε|
 
knY

L(x, ξ +∇ϕ̂n(x)) dx,

and consequently

|An,ε|ĤL(ξ) ≤
ˆ
A
L

(
x

ε
, ξ +∇ϕn,ε(x)

)
dx

≤ |A|
 
knY

L(x, ξ +∇ϕ̂n(x)) dx+ c|A \An,ε|(1 + |ξ|p)

by (A.4). As limε→0 |A \ An,ε| = 0 for any n ≥ 1, and by using (A.5), we
see that:

lim
ε→0
|A \An,ε|ĤL(ξ) = 0;

lim
n→∞

lim
ε→0

( 
knY
L (x, ξ+∇ϕ̂n(x)) dx−ĤL(ξ) + |A \An,ε|

|A|
(1+ |ξ|p)

)
= 0 .

Hence
lim
n→∞

lim
ε→0

∣∣∣∣ 
A
L

(
x

ε
, ξ +∇ϕn,ε(x)

)
dx− ĤL(ξ)

∣∣∣∣ = 0 , (A.7)

and the result follows from (A.6) and (A.7) by diagonalization. �

Remark A.10. By the same method, in using Remark A.9, we can establish
the same approximation for HL : Mm×N → [0,∞] given by

HL(ξ) := inf
k≥1

inf
{ 

kY
L(x, ξ +∇ϕ(x)) dx : ϕ ∈W 1,p

0 (kY ;Rm)
}
.
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Proposition A.11. Under (A.4), given ξ ∈ Mm×N and a bounded open
set A ⊂ RN there exists {ϕε}ε ⊂W 1,p

0 (A;Rm) such that:

• lim
ε→0
‖ϕε‖Lp(A;Rm) = 0;

• lim
ε→0

 
A
L

(
x

ε
, ξ +∇ϕε(x)

)
dx = HL(ξ) .

A.4. Integral representation of the Vitali envelope of a set
function

What follows was first developed in [13, 12] (see also [8, 9]). Let Ω ⊂ RN
be a bounded open set and let O(Ω) be the class of open subsets of Ω. We
begin with the concept of differentiability of a set function.
Definition A.12. We say that a set function Θ : O(Ω) → R is differen-
tiable (with respect to the Lebesgue measure) if

dΘ(x) := lim
ρ→0

Θ(Qρ(x))
|Qρ(x)| (A.8)

exists and is finite for a.a. x ∈ Ω, where Qρ(x) := x + ρY with Y :=
]−1

2 ,
1
2 [N .

Remark A.13. It is easy to see that the limit in (A.8) exists and is finite
if and only if −∞ < d+Θ ≤ d−Θ < ∞, where d−Θ : X → [−∞,∞[ and
d+Θ : X → ]−∞,∞] are given by:

d−Θ(x) := lim
ρ→0

d−Θ(x, ρ)

with d−Θ(x, ρ) := inf
{Θ(Q)
|Q|

: Q ∈ Cub(Ω, x, ρ)
}

; (A.9)

d+Θ(x) := lim
ρ→0

d+Θ(x, ρ)

with d+Θ(x, ρ) := sup
{Θ(Q)
|Q|

: Q ∈ Cub(Ω, x, ρ)
}
,

(A.10)
where Cub(Ω, x, ρ) denotes the class of open cubes Q of Ω such that x ∈ Q
and diam(Q) ∈ ]0, ρ[. We then have dΘ = d−Θ = d+Θ.
Remark A.14. In (A.9) and (A.10) we can replace Cub(Ω, x, ρ) by
Cub(A, x, ρ) whenever A ∈ O(Ω) and x ∈ A.
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For each δ > 0 and each A ∈ O(Ω), we denote the class of countable
families {Qi}i∈I of disjoint open cubes such that diam(Qi) ∈ ]0, δ[ for all
i ∈ I and |A \

⋃
i∈I Qi| = 0 by Vδ(A).

Definition A.15. Given Θ : O(Ω) → R, for each δ > 0 we define Θδ :
O(Ω)→ [−∞,∞] by

Θδ(A) := inf
{∑
i∈I

Θ(Qi) : {Qi}i∈I ∈ Vδ(A)
}
. (A.11)

By the Vitali envelope of Θ we call the set function Θ∗ : O(Ω)→ [−∞,∞]
defined by

Θ∗(A) := sup
δ>0

Θδ(A) = lim
δ→0

Θδ(A) . (A.12)

The interest of Definition A.15 comes from the following integral rep-
resentation result whose proof is given below.

Theorem A.16. Let Θ : O(Ω) → R be a set function satisfying the
following two conditions:

(a) there exists a finite Radon measure ν on Ω which is absolutely con-
tinuous with respect to the Lebesgue measure such that |Θ(A)| ≤
ν(A) for all A ∈ O(Ω);

(b) Θ is subadditive, i.e., Θ(A) ≤ Θ(B)+Θ(C) for all A,B,C ∈ O(Ω)
with B,C ⊂ A, B ∩ C = ∅ and |A \B ∪ C| = 0.

Then Θ is differentiable, dΘ ∈ L1(Ω) and

Θ∗(A) =
ˆ
A

dΘ(x) dx

for all A ∈ O(Ω).

Proof. First of all, From (a) we see that −dν ≤ d−Θ ≤ d+Θ ≤ dν. Hence
d−Θ, d+Θ ∈ L1(Ω) because ν is a finite Radon measure which is absolutely
continuous with respect to the Lebesgue measure. So λ−(A), λ+(A) ∈ R
for all A ∈ O(Ω), where λ−, λ+ : O(Ω)→ R are given by:

λ−(A) :=
ˆ
A

d−Θ(x) dx ;

λ+(A) :=
ˆ
A

d+Θ(x) dx.
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In what follows, we consider Θ∗ : O(Ω)→ R defined by

Θ∗(A) := inf
δ>0

sup
{∑
i∈I

Θ(Qi) : {Qi}i∈I ∈ Vδ(A)
}
. (A.13)

(It is clear that Θ∗ ≤ Θ∗. In fact, we are going to prove that under the
assumptions (a) and (b) of Theorem A.16 we have Θ∗(A) = Θ∗(A) =´
A dΘ(x) dx for all A ∈ O(Ω).) We divide the proof into three steps.

Step 1: proving that Θ∗ = λ− and Θ∗ = λ+.

Define θ−, θ+ : O(Ω)→ R by:
θ−(A) := Θ(A)− λ−(A) ;
θ+(A) := Θ(A)− λ+(A) .

In what follows, θ∗ (resp. θ∗) is defined by (A.12) (resp. (A.13)) with Θ
replaced by θ− (resp. θ+).

Lemma A.17. Under the assumption (a) of Theorem A.16 we have θ∗ =
θ
∗ = 0.

Proof. We only prove that θ∗ = 0. (The proof of θ∗ = 0 follows from
similar arguments and is left to the reader.)

First of all, from the assumption (a) it is clear that
|θ−(A)| ≤ ν̂(A) (A.14)

for all A ∈ O(Ω), where ν̂ := ν + |ν| is absolutely continuous with respect
to Lebesgue measure (with |ν| denoting the total variation of ν).

Secondly, we can assert that
d−θ− = 0 , (A.15)

where for any set function s : O(Ω)→ R, the function d−s : Ω→ [−∞,∞[
(resp. d+s : Ω → ]−∞,∞]) is defined by (A.9) (resp. (A.10)) with Θ
replaced by s. Indeed, for any x ∈ Ω, it is easily seen that

d−Θ(x, ρ)− d+λ−(x, ρ) ≤ d−θ−(x, ρ) ≤ d−Θ(x, ρ)− d−λ−(x, ρ) .
for all ρ > 0, and letting ρ→ 0, we obtain

d−Θ(x)− d+λ−(x) ≤ d−θ−(x) ≤ d−Θ(x)− d−λ−(x) .
But d−λ−(x) = d+λ−(x) = d−Θ(x), hence d−θ−(x) = 0.
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Finally, to conclude we prove that (A.14) and (A.15) imply θ∗ = 0. For
this, we are going to prove the following two assertions:

if d−θ− ≤ 0 then θ∗ ≤ 0; (A.16)
under (A.14), if d−θ− ≥ 0 then θ∗ ≥ 0 . (A.17)

Proof of (A.16). Fix A ∈ O(Ω). Fix any δ > 0. Then d−θ− < δ, and
so in particular limρ→0 d−θ−(x, ρ) < δ for all x ∈ A. Hence, for each
x ∈ A there exists {ρx,n}n ⊂ ]0, δ[ with ρx,n → 0 as n → ∞ such that
d−θ−(x, ρx,n) < δ for all n ≥ 1. Taking Remark A.14 into account, it
follows that for each x ∈ A and each n ≥ 1 there is Qx,n ∈ Cub(A, x, ρx,n)
such that for each x ∈ A and each n ≥ 1,

θ−(Qx,n)
|Qx,n|

< δ . (A.18)

Moreover, since diam
(
Qx,n

)
= diam(Qx,n) ≤ ρx,n for all x ∈ A and all

n ≥ 1, we have inf
{

diam
(
Qx,n

)
: n ≥ 1

}
= 0 (where Qx,n denotes the

closed cube corresponding to the open cube Qx,n). Let F0 be the family
of closed cubes of Ω given by

F0 :=
{
Qx,n : x ∈ A and n ≥ 1

}
.

By the Vitali covering theorem, from the above we deduce that there
exists a disjointed countable subfamily {Qi}i∈I0 of closed cubes of F0
(with Qi ⊂ A and diam(Qi) ∈ ]0, δ[) such that |A \

⋃
i∈I0 Qi| = 0, which

means that {Qi}i∈I0 ∈ Vδ(A). From (A.18) we see that θ−(Qi) < δ|Qi| for
all i ∈ I0, hence ∑

i∈I0

θ−(Qi) ≤ δ
∑
i∈I0

|Qi| = δ|A| .

Consequently θ−,δ(A) ≤ δ|A| for all δ > 0, where θ−,δ is defined by (A.11)
with Θ replaced by θ−, and letting δ → 0 we obtain θ∗(A) ≤ 0.

Proof of (A.17). Fix A ∈ O(Ω). By Egorov’s theorem, there exists a se-
quence {Bn}n of Borel subsets of A such that:

lim
n→∞

|A \Bn| = 0; (A.19)

lim
δ→0

sup
x∈Bn

∣∣d−θ−(x)− d−θ−(x, δ)
∣∣ = 0 for all n ≥ 1 . (A.20)
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As ν̂ is absolutely continuous with respect to the Lebesgue measure,
by (A.19) we have

lim
n→∞

ν̂(A \Bn) = 0 . (A.21)

Moreover, as d−θ− ≥ 0, from (A.20) we deduce that

lim
δ→0

inf
x∈Bn

d−θ−(x, δ) ≥ 0 for all n ≥ 1 . (A.22)

Fix any n ≥ 1 and any δ > 0. By definition of θ−,δ, there exists {Qi}i∈I ∈
Vδ(A) such that

θ−,δ(A) >
∑
i∈I

θ−(Qi)− δ . (A.23)

Set In :=
{
i ∈ I : Qi ∩Bn 6= ∅

}
. Using (A.14) we have∑

i∈I
θ−(Qi) =

∑
i∈In

θ−(Qi) +
∑

i∈I\In

θ−(Qi)

≥
∑
i∈In

θ−(Qi)−
∑

i∈I\In

ν̂(Qi)

≥
∑
i∈In

θ−(Qi)
|Qi|

|Qi| − ν̂

 ⋃
i∈I\In

Qi

,
and, choosing xi ∈ Qi ∩Bn for each i ∈ In and noticing that

⋃
i∈I\In Qi ⊂

A \Bn, it follows that∑
i∈I

θ−(Qi) ≥
∑
i∈In

d−θ−(xi, δ)|Qi| − ν̂(A \Bn)

≥ inf
x∈Bn

d−θ−(x, δ)
∑
i∈In
|Qi| − ν̂(A \Bn) .

Taking (A.23) into account, we conclude that

θ−,δ(A) ≥ inf
x∈Bn

d−θ−(x, δ)
∑
i∈In
|Qi| − ν̂(A \Bn)− δ

for all δ > 0 and all n ≥ 1, which gives θ∗(A) ≥ 0 by letting δ → 0 and
using (A.22) and then by letting n→∞ and using (A.21). �
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As λ− and λ+ are absolutely continuous with respect to the Lebesgue
measure, it is easy to see that:

θ∗ = Θ∗ − λ− ;
θ
∗ = Θ∗ − λ+ .

Hence Θ∗ = λ− and Θ∗ = λ+ by Lemma A.17.

Step 2: proving that Θ∗ = Θ∗.

We only need to prove that Θ∗ ≤ Θ∗. For this, it is sufficient to show that
for each open cube Q of Ω, one has

Θ(Q) ≤ Θ∗(Q) . (A.24)

Fix any δ > 0. By definition of Θδ, there exists {Qi}i∈I ∈ Vδ(Q) such that∑
i∈I

Θ(Qi) ≤ Θδ(Q) + δ . (A.25)

Since |Q\
⋃
i∈I Qi| = 0 there is a sequence {In}n of finite subsets of I such

that

lim
n→∞

∣∣∣∣∣∣Q \
⋃
i∈In

Qi

∣∣∣∣∣∣ = lim
n→∞

∣∣∣∣∣∣
⋃

i∈I\In

Qi

∣∣∣∣∣∣ = 0 . (A.26)

Fix any n ≥ 1. As Θ is subadditive, see the assumption (b), we have

Θ

 ⋃
i∈In

Qi

 ≤ ∑
i∈In

Θ(Qi) .

Moreover,
∣∣∣Q \ [(⋃i∈In Qi) ∪ (Q \

⋃
i∈In Qi)

]∣∣∣ = 0 because |Qi \Qi| = 0 for
all i ∈ In, hence

Θ(Q) ≤ Θ

 ⋃
i∈In

Qi

+ Θ

Q \ ⋃
i∈In

Qi


by using again the subadditivity of Θ, and consequently

∑
i∈In

Θ(Qi) ≥ Θ(Q)−Θ

Q \ ⋃
i∈In

Qi

 .
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Thus, using the assumption (a), we get∑
i∈I

Θ(Qi) =
∑

i∈I\In

Θ(Qi) +
∑
i∈In

Θ(Qi)

≥
∑

i∈I\In

Θ(Qi) + Θ(Q)−Θ

Q \ ⋃
i∈In

Qi


≥ Θ(Q)− ν

 ⋃
i∈I\In

Qi

− ν
Q \ ⋃

i∈In
Qi

.
But, ν(Qi \Qi) = 0 for all i ∈ In because ν is absolutely with respect to
the Lebesgue measure, hence

ν

Q \ ⋃
i∈In

Qi

 = ν

Q \ ⋃
i∈In

Qi

 = ν

 ⋃
i∈I\In

Qi

,
and so ∑

i∈I
Θ(Qi) ≥ Θ(Q)− 2ν

 ⋃
i∈I\In

Qi

. (A.27)

Combining (A.25) with (A.27) we conclude that

Θ(Q) ≤ Θδ(Q) + 2ν

 ⋃
i∈I\In

Qi

+ δ ,

and (A.24) follows by letting n→∞ and using (A.26) and then by letting
δ → 0.

Step 3: end of the proof.

From steps 1 and 2 we haveˆ
Ω

d−Θ(x) dx = Θ∗(Ω) = Θ∗(Ω) =
ˆ

Ω
d+Θ(x) dx.

Thus
´

Ω(d+Θ(x)−d−Θ(x)) dx = 0. But d+Θ ≥ d−Θ, i.e., d+Θ−d−Θ ≥ 0,
hence d+Θ− d−Θ = 0, i.e., d+Θ = d−Θ, and the proof of Theorem A.16
is complete. �
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