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AbSTRACT. - In this paper we prove some Liouville theorems for nonnegative viscosity supersolutions of a class of fully nonlinear uniformly elliptic problems in $\mathbb{R}^{N}$. 2000 Éditions scientifiques et médicales Elsevier SAS

Résumé. - Dans ce travail nous démontrons des théorèmes de Liouville pour des sur-solutions de viscosité positives de problèmes uniformement elliptique complètement non linéaires dans $\mathbb{R}^{N}$. © 2000 Éditions scientifiques et médicales Elsevier SAS

## 1. INTRODUCTION

The aim of this paper is to prove the Liouville property for nonnegative viscosity supersolutions of a class of fully nonlinear uniformly elliptic equations in the whole space $\mathbb{R}^{N}$. We consider problems of the form

$$
\begin{equation*}
u \geqslant 0, \quad \mathcal{M}_{\lambda, A}^{+}\left(D^{2} u\right) \leqslant 0 \quad \text { in } \mathbb{R}^{N}, \tag{1.1}
\end{equation*}
$$

[^0]where $\mathcal{M}_{\lambda, \Lambda}^{+}$, for fixed $0<\lambda \leqslant \Lambda$, is the Pucci extremal operator
$$
\mathcal{M}_{\lambda, \Lambda}^{+}\left(D^{2} u\right)=\sup _{A \in \mathcal{A}_{\lambda, \Lambda}} \operatorname{tr}\left(A D^{2} u\right)
$$
with
$$
\mathcal{A}_{\lambda, \Lambda}=\left\{A \in \mathcal{S}_{N}: \lambda|\xi|^{2} \leqslant A \xi \cdot \xi \leqslant \Lambda|\xi|^{2}, \forall \xi \in \mathbb{R}^{N}\right\}
$$
( $\mathcal{S}_{N}$ denotes the space of all real symmetric $N \times N$ matrices), or of the form
\[

$$
\begin{equation*}
u \geqslant 0, \quad F\left(x, D^{2} u\right)+h(x) u^{p} \leqslant 0 \quad \text { in } \mathbb{R}^{N} \tag{1.2}
\end{equation*}
$$

\]

where $F$ is a uniformly elliptic operator with ellipticity constants $0<\lambda \leqslant$ $\Lambda$. Precisely, we assume that $F: \mathbb{R}^{N} \times \mathcal{S}_{N} \rightarrow \mathbb{R}$ is a continuous function satisfying, for some $0<\lambda \leqslant \Lambda$, the following conditions:

$$
\lambda \operatorname{tr}(P) \leqslant F(x, M+P)-F(x, M) \leqslant \Lambda \operatorname{tr}(P)
$$

for all $M, P \in \mathcal{S}_{N}$ with $P \geqslant 0$ (i.e. nonnegative definite) and

$$
F(x, 0) \equiv 0 \quad \text { for all } x \in \mathbb{R}^{N}
$$

For problem (1.1) we prove that $u$ is necessarily a constant, provided that $N \leqslant 1+\frac{\Lambda}{\lambda}$ (see Theorem 3.2).

On the other hand for problem (1.2), under some restrictions on $h$ and $p$ (see Theorem 4.1), the only solution is $u \equiv 0$.

Note that in the case $\lambda=\Lambda=1$ the operator $\mathcal{M}_{\lambda, \Lambda}^{+}$reduces to the Laplace operator so that the first result generalizes the well-known Liouville property for nonnegative superharmonic function in $\mathbb{R}^{N}$, with $N \leqslant 2$.

A major step in the proof of Theorem 3.2 is to establish a convexity result for viscosity solutions of (1.1) in the spirit of the Hadamard three circles theorem (see Theorem 3.1).

The result of Theorem 3.2 is optimal: there are examples of nontrivial solutions of (1.1) if $N>1+\frac{\Lambda}{\lambda}$ (see Remark 2).

Moreover, for a general fully nonlinear uniformly elliptic operator $F: \mathbb{R}^{N} \times \mathcal{S}_{N} \rightarrow \mathbb{R}$, the problem

$$
\begin{equation*}
u \geqslant 0, \quad F\left(x, D^{2} u\right) \leqslant 0 \quad \text { in } \mathbb{R}^{N} \tag{1.3}
\end{equation*}
$$

with $N \geqslant 2$, may have nonconstant viscosity solutions (see Remark 3). Let us observe at this purpose that, in the case of equality, the Liouville
property holds true: the constant functions are the only bounded either from above or from below viscosity solutions of

$$
F\left(x, D^{2} u\right)=0 \quad \text { in } \mathbb{R}^{N}
$$

This result can be found in [8]; its proof relies on the Krylov-SafonovHarnack inequality (see also [15]).

The fully nonlinear problem (1.2) will be considered in our Section 4: in Theorem 4.1 we obtain the Liouville property assuming that $h$ is a nonnegative continuous function on $\mathbb{R}^{N}$ satisfying the growth condition

$$
\begin{equation*}
h(x) \geqslant H|x|^{\gamma} \quad \text { if }|x| \geqslant r_{0} \tag{1.4}
\end{equation*}
$$

for some constants $r_{0}, H>0$ and $\gamma \geqslant-2$ and provided that the exponent $p$ satisfies

$$
\begin{equation*}
0<p \leqslant \frac{\frac{\Lambda}{\lambda}(N-1)+1+\gamma}{\frac{\Lambda}{\lambda}(N-1)-1} \quad \text { if } \gamma>-2 \tag{1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
0<p<1 \quad \text { if } \gamma=-2 \tag{1.6}
\end{equation*}
$$

Let us recall that the semilinear case

$$
\begin{equation*}
u \geqslant 0, \quad \Delta u+h(x) u^{p} \leqslant 0 \quad \text { in } \mathbb{R}^{N}, \tag{1.7}
\end{equation*}
$$

has been already treated in the case $p>1$ and $\gamma>-2$ (see $[2,3,6,9,10]$ ): it is known that if

$$
\begin{equation*}
1<p \leqslant \frac{N+\gamma}{N-2} \tag{1.8}
\end{equation*}
$$

then zero is the only solution, as well as if $p>(N+\gamma) /(N-2)$ then there exists a nontrivial solution (see $[6,10]$ for a counterexample). We notice that, setting $\beta=\frac{\Lambda}{\lambda}(N-1)+1$, condition (1.5) reads as

$$
\begin{equation*}
0<p \leqslant \frac{\beta+\gamma}{\beta-2} \quad \text { if } \gamma>-2 \tag{1.9}
\end{equation*}
$$

it is then clear the analogy between (1.8) and (1.9) and their consistency, being $\beta=N$ in the case $\Lambda=\lambda$. Moreover we consider the cases $0<p<$ 1 and $\gamma=-2$.

We also prove that the result is optimal: adapting the counterexample produced in [10], we show the existence of nontrivial solutions of (1.2) (for a particular $F$ ) in the cases

$$
p>\frac{\frac{\Lambda}{\lambda}(N-1)+1+\gamma}{\frac{\Lambda}{\lambda}(N-1)-1} \quad \text { when } \gamma>-2
$$

$p \geqslant 1$ when $\gamma=-2$ and $p>0$ when $\gamma<-2$.
Let us finally remark that the Liouville property for semilinear elliptic and degenerate elliptic equations, posed in the whole space $\mathbb{R}^{N}$ or in cones or halfspaces, has been the object of a keen interest in the literature also for its connection with the problem of the a priori bounds and the existence of positive solutions of superlinear boundary value problems in bounded domains. The first results in this direction are contained in $[13,14]$ in which the semilinear uniformly elliptic equation in $\mathbb{R}^{N}$ and in halfspaces is considered; under different assumptions, analogous results for the equation have been subsequently obtained also in [1,22]. Again the equation but in an elliptic degenerate case is considered in [18,24,25]. The inequality in the whole space and in cones has been treated in $[2,3,6]$ and in $[4,5,10,12]$ for some elliptic degenerate cases. Anyway, we refer to [9] for a general overview on this subject. The extension of these results to the fully nonlinear case will be the subject of a forthcoming paper.

## 2. PRELIMINARIES

In this section we recall some basic notions and known results about fully nonlinear elliptic equations. For further details we refer to, e.g., [8, 11].

Here and in the sequel $\mathcal{S}_{N}$ denotes the set of all symmetric $N \times N$ matrices, and the dimension $N$ will be always assumed to satisfy $N \geqslant 2$.

A continuous function $F: \mathbb{R}^{N} \times \mathcal{S}_{N} \rightarrow \mathbb{R}$ will be referred to as a uniformly elliptic operator with ellipticity constants $0<\lambda \leqslant \Lambda$ if, for all $M, P \in \mathcal{S}_{N}$ with $P \geqslant 0$ (i.e., nonnegative definite), and for all $x \in \mathbb{R}^{N}$, it results

$$
\begin{equation*}
\lambda \operatorname{tr}(P) \leqslant F(x, M+P)-F(x, M) \leqslant \Lambda \operatorname{tr}(P) \tag{2.1}
\end{equation*}
$$

In the rest of the paper we will always consider uniformly elliptic operators $F(x, M)$ such that

$$
\begin{equation*}
F(x, 0) \equiv 0 \tag{2.2}
\end{equation*}
$$

The simplest example of operator $F$ satisfying (2.1) (and (2.2)) is the linear map

$$
\mathcal{L}_{A}(x, M) \equiv \mathcal{L}_{A}(M)=\operatorname{tr}(A M)
$$

where $A \in \mathcal{S}_{N}$ is a positive definite matrix the eigenvalues of which belong to $[\lambda, \Lambda]$.

Let us indicate with $\mathcal{A}_{\lambda, \Lambda}$ the set of all such matrices $A$, i.e.

$$
\mathcal{A}_{\lambda, \Lambda}=\left\{A \in \mathcal{S}_{N}: \lambda|\xi|^{2} \leqslant A \xi \cdot \xi \leqslant \Lambda|\xi|^{2}, \forall \xi \in \mathbb{R}^{N}\right\}
$$

Since the family of uniformly elliptic operators having common ellipticity constants is closed under the sup or the inf process, the definitions

$$
\mathcal{M}_{\lambda, \Lambda}^{-}(M)=\inf _{A \in \mathcal{A}_{\lambda, \Lambda}} \mathcal{L}_{A}(M), \quad \mathcal{M}_{\lambda, \Lambda}^{+}(M)=\sup _{A \in \mathcal{A}_{\lambda, \Lambda}} \mathcal{L}_{A}(M)
$$

produce other two significant examples of uniformly elliptic operators, called extremal operators (see $[7,8]$ ), related by the identity

$$
\begin{equation*}
\mathcal{M}_{\lambda, \Lambda}^{+}(M)=-\mathcal{M}_{\lambda, \Lambda}^{-}(-M) \quad \forall M \in \mathcal{S}_{N} \tag{2.3}
\end{equation*}
$$

Slightly different extremal operators have been firstly introduced by Pucci in [20], where the inf and sup are taken on the class $\mathcal{B}_{\alpha}, \alpha>0$, defined as

$$
\mathcal{B}_{\alpha}=\left\{A \in \mathcal{S}_{N}: A \xi \cdot \xi \geqslant \alpha|\xi|^{2}, \operatorname{tr} A=1, \forall \xi \in \mathbb{R}^{N}\right\}
$$

.(see also [15]). Thus, the Pucci extremal operators are defined as

$$
\begin{equation*}
\mathcal{P}_{\alpha}^{-}(M)=\inf _{A \in \mathcal{B}_{\alpha}} \mathcal{L}_{A}(M), \quad \mathcal{P}_{\alpha}^{+}(M)=\sup _{A \in \mathcal{B}_{\alpha}} \mathcal{L}_{A}(M) \tag{2.4}
\end{equation*}
$$

Observing that if $A$ belongs to $\mathcal{A}_{\lambda, \Lambda}$ then the normalized matrix $\frac{1}{\operatorname{tr} A} A$ belongs to $\mathcal{B}_{\lambda /(\Lambda N)}$ and, conversely, if $A$ belongs to $\mathcal{B}_{\alpha}$ then $A$ belongs to $\mathcal{A}_{\alpha, 1-(N-1) \alpha}$, it results

$$
\mathcal{M}_{\lambda, \Lambda}^{+}(M) \leqslant N \Lambda \mathcal{P}_{\lambda /(\Lambda N)}^{+}(M), \quad \mathcal{P}_{\alpha}^{+}(M) \leqslant \mathcal{M}_{\alpha, 1-(N-1) \alpha}^{+}(M)
$$

and, analogously,

$$
\mathcal{M}_{\lambda, \Lambda}^{-}(M) \geqslant N \lambda \mathcal{P}_{\lambda /(\Lambda N)}^{-}(M), \quad \mathcal{P}_{\alpha}^{-}(M) \geqslant \mathcal{M}_{\alpha, 1-(N-1) \alpha}^{-}(M)
$$

In the sequel we will always deal with the extremal operators $\mathcal{M}_{\lambda, \Lambda}^{+}$and $\mathcal{M}_{\lambda, \Lambda}^{-}$, even if the previous inequalities show that every argument could be carried out for the Pucci operators $\mathcal{P}_{\alpha}^{+}$and $\mathcal{P}_{\alpha}^{-}$, with $\alpha$ appropriately chosen.

It is not hard to check that the operators $\mathcal{M}_{\lambda, \Lambda}^{-}$and $\mathcal{M}_{\lambda, \Lambda}^{+}$may be equivalently defined respectively as

$$
\begin{equation*}
\mathcal{M}_{\lambda, \Lambda}^{-}(M)=\lambda \sum_{e_{i}>0} e_{i}+\Lambda \sum_{e_{i}<0} e_{i} \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{M}_{\lambda, \Lambda}^{+}(M)=\Lambda \sum_{e_{i}>0} e_{i}+\lambda \sum_{e_{i}<0} e_{i} \tag{2.6}
\end{equation*}
$$

where $e_{i}(i=1, \ldots, N)$ denote the eigenvalues of the matrix $M$.
The adjective "extremal" is also due to the fact that for every operator $F$ satisfying (2.1) and (2.2) with ellipticity constants $\lambda$ and $\Lambda$, it results:

$$
\begin{equation*}
\mathcal{M}_{\lambda, \Lambda}^{-}(M) \leqslant F(x, M) \leqslant \mathcal{M}_{\lambda, \Lambda}^{+}(M) \tag{2.7}
\end{equation*}
$$

for all $x \in \mathbb{R}^{N}$ and $M \in \mathcal{S}_{N}$.
Next, let us recall the notion of viscosity sub and supersolutions of the equation

$$
\begin{equation*}
F\left(x, u, D^{2} u\right)=0 \quad \text { in } \Omega \tag{2.8}
\end{equation*}
$$

where $F: \Omega \times \mathbb{R} \times \mathcal{S}_{N} \rightarrow \mathbb{R}$ is a continuous map with $F(x, t, M)$ satisfying (2.1) for every fixed $t \in \mathbb{R}$ and for all $x \in \Omega$, and $\Omega \subseteq \mathbb{R}^{N}$ is an open domain (for more details see, e.g., [11]).

Definition 2.1.- A continuous function $u: \Omega \rightarrow \mathbb{R}$ is a viscosity supersolution (subsolution) of (2.8) if, for all $\zeta \in C^{2}(\Omega)$ and $x_{0} \in \Omega$ such that $u-\zeta$ has a local minimum (maximum) at $x_{0}$, it results

$$
F\left(x_{0}, u\left(x_{0}\right), D^{2} \zeta\left(x_{0}\right)\right) \leqslant(\geqslant) 0
$$

If $u$ is a viscosity supersolution (subsolution) we also say that $u$ verifies

$$
F\left(x, u, D^{2} u\right) \leqslant(\geqslant) 0
$$

in the viscosity sense.
Finally $u$ is a viscosity solution of (2.8) if it simultaneously is a viscosity sub and supersolution.

Let us observe that inequalities (2.7) still hold in the viscosity sense, that is if a function $u$ is a viscosity solution of $F\left(x, D^{2} u\right) \leqslant(\geqslant) 0$, with $F$ as in (2.7), then $\mathcal{M}_{\lambda, \Lambda}^{-}\left(D^{2} u\right) \leqslant 0$ (respectively, $\left.\mathcal{M}_{\lambda, \Lambda}^{+}\left(D^{2} u\right) \geqslant 0\right)$ in the viscosity sense.

In the following sections we will make use of the so called Comparison Principle and Strong Maximum Principle for viscosity solutions of the extremal operators $\mathcal{M}_{\lambda, \Lambda}^{-}$and $\mathcal{M}_{\lambda, \Lambda}^{+}$, the proofs of which can be respectively found in [16] and [8].

THEOREM 2.1 (Comparison Principle). - Let $\Omega \subset \mathbb{R}^{N}$ be a bounded open set and let $f \in C(\Omega)$; if $u_{1}$ and $u_{2}$ are respectively a super- and a subsolution either of $\mathcal{M}_{\lambda, \Lambda}^{-}\left(D^{2} u\right)=f(x)$ or of $\mathcal{M}_{\lambda, \Lambda}^{+}\left(D^{2} u\right)=f(x)$ in $\Omega$ and if $u_{1} \geqslant u_{2}$ on $\partial \Omega$, then $u_{1} \geqslant u_{2}$ in $\bar{\Omega}$.

THEOREM 2.2 (Strong Maximum Principle). - Let $\Omega \subset \mathbb{R}^{N}$ be a bounded open set and let $u$ be a viscosity supersolution (subsolution) either of $\mathcal{M}_{\lambda, \Lambda}^{-}\left(D^{2} u\right)=0$ or of $\mathcal{M}_{\lambda, \Lambda}^{+}\left(D^{2} u\right)=0$ in $\Omega$. If $u$ attains its minimum (maximum) at an interior point of $\Omega$, then $u$ is constant.

## 3. HADAMARD TYPE THEOREMS AND THE LIOUVILLE PROPERTY FOR EXTREMAL OPERATORS

In this section we extend to viscosity sub- and supersolutions of the nonlinear operators $\mathcal{M}^{+}$and $\mathcal{M}^{-}$the classical Hadamard's three circles and three spheres theorems about sub- and superharmonic functions.

We recall (for more details see $[17,21]$ ) that if $u$ is a continuous superharmonic function in a plane domain containing the closed ring $\left\{x \in \mathbb{R}^{2}: r_{2} \leqslant|x| \leqslant r_{1}\right\}$, with $r_{1}>r_{2}>0$, then the Hadamard's three circles theorem states that the function $\hat{m}(r)=\min _{|x|=r} u(x)$ is a concave function of $\log r$, that is, for $r_{2} \leqslant r \leqslant r_{1}$, it satisfies

$$
\begin{equation*}
\hat{m}(r) \geqslant \frac{\hat{m}\left(r_{2}\right) \log \left(r_{1} / r\right)+\hat{m}\left(r_{1}\right) \log \left(r / r_{2}\right)}{\log \left(r_{1} / r_{2}\right)} \tag{3.1}
\end{equation*}
$$

If $u$ is a superharmonic function in a domain of $\mathbb{R}^{N}$, with $N \geqslant 3$, containing the closed ring $\left\{x \in \mathbb{R}^{N}: r_{2} \leqslant|x| \leqslant r_{1}\right\}$, then, by the Hadamard's three spheres theorem, $\hat{m}(r)$ is a concave function of $r^{2-N}$, that is, for $r_{2} \leqslant r \leqslant r_{1}$, it satisfies

$$
\begin{equation*}
\hat{m}(r) \geqslant \frac{\hat{m}\left(r_{2}\right)\left(r^{2-N}-r_{1}^{2-N}\right)+\hat{m}\left(r_{1}\right)\left(r_{2}^{2-N}-r^{2-N}\right)}{r_{2}^{2-N}-r_{1}^{2-N}} . \tag{3.2}
\end{equation*}
$$

Of course, there are the "reversed" results for subharmonic functions: if $u$ is subharmonic in a plane domain, then the function $\hat{M}(r)=$ $\max _{|x|=r} u(x)$ is a convex function of $\log r$, that is, for $r_{2} \leqslant r \leqslant r_{1}$, it satisfies

$$
\begin{equation*}
\hat{M}(r) \leqslant \frac{\hat{M}\left(r_{2}\right) \lg \left(r_{1} / r\right)+\hat{M}\left(r_{1}\right) \lg \left(r / r_{2}\right)}{\lg \left(r_{1} / r_{2}\right)} \tag{3.3}
\end{equation*}
$$

as well as if $u$ is subharmonic in a domain of $\mathbb{R}^{N}$, with $N \geqslant 3$, then $\hat{M}(r)$ is a convex function of $r^{2-N}$, that is, for $r_{2} \leqslant r \leqslant r_{1}$ it satisfies

$$
\begin{equation*}
\hat{M}(r) \leqslant \frac{\hat{M}\left(r_{2}\right)\left(r^{2-N}-r_{1}^{2-N}\right)+\hat{M}\left(r_{1}\right)\left(r_{2}^{2-N}-r^{2-N}\right)}{r_{2}^{2-N}-r_{1}^{2-N}} \tag{3.4}
\end{equation*}
$$

From inequality (3.1) (respectively, (3.3)), the classical Liouville's theorem easily follows, stating the nonexistence of nonconstant bounded from below (above) superharmonic (subharmonic) functions in $\mathbb{R}^{2} \backslash\{0\}$. On the contrary, it is well known that inequality (3.2) does not lead to a Liouville type theorem; indeed, for example the radial function

$$
u(x)= \begin{cases}\frac{1}{8}\left(N(N+2)-2\left(N^{2}-4\right)|x|^{2}+N(N-2)|x|^{4}\right), & \text { if }|x| \leqslant 1 \\ 1 /|x|^{N-2}, & \text { if }|x| \geqslant 1\end{cases}
$$

is a nonconstant bounded superharmonic function in all of $\mathbb{R}^{N}, N \geqslant 3$. These different results are evidently due to the different behaviour of the fundamental solution of the Laplace equation in $\mathbb{R}^{N}$, which, as it is well known, is unbounded as $|x| \rightarrow+\infty$ if and only if $N=2$.

In order to generalize these results to the nonlinear case, first of all we have to determine the corresponding "fundamental solutions". We need the following simple technical Lemma.

LEMMA 3.1. - Let $\varphi:(0,+\infty) \rightarrow \mathbb{R}$ be a $C^{2}$ function. For every $x \in \mathbb{R}^{N} \backslash\{0\}$ the eigenvalues of the Hessian matrix of the radial function $\Phi(x)=\varphi(|x|)$ are $\varphi^{\prime \prime}(|x|)$, which is simple, and $\varphi^{\prime}(|x|) /|x|$, which has multiplicity $(N-1)$.

Proof. - A direct computation shows that:

$$
D^{2} \Phi(x)=\frac{\varphi^{\prime}(|x|)}{|x|} I_{N}+\left[\frac{\varphi^{\prime \prime}(|x|)}{|x|^{2}}-\frac{\varphi^{\prime}(|x|)}{|x|^{3}}\right] x \otimes x
$$

where $I_{N}$ is the identity matrix and $x \otimes x$ is the matrix whose entries are $x_{i} x_{j}$. Hence we have

$$
D^{2} \Phi(x) \frac{x}{|x|}=\varphi^{\prime \prime}(|x|) \frac{x}{|x|} \quad \text { and } \quad D^{2} \Phi(x) \xi=\frac{\varphi^{\prime}(|x|)}{|x|} \xi
$$

for every vector $\xi$ such that $\xi \cdot x=0$.
Using this lemma one can find, by a similar argument as in [20], radial functions $\Phi(x)=\varphi(|x|)$ which are classical solutions of the equation

$$
\begin{equation*}
\mathcal{M}_{\lambda, \Lambda}^{-}\left(D^{2} \Phi\right)=0 \quad \text { in } \mathbb{R}^{N} \backslash\{0\} \tag{3.5}
\end{equation*}
$$

and are either concave and increasing or convex and decreasing.
By Lemma 3.1 and the identity (2.5), the concave and increasing functions $\varphi$ have to be looked for among the solutions of the ordinary differential equation

$$
\lambda(N-1) \frac{\varphi^{\prime}(r)}{r}+\Lambda \varphi^{\prime \prime}(r)=0 \quad \text { in }(0,+\infty),
$$

as well as the convex and decreasing solutions $\varphi$ must satisfy

$$
\lambda \varphi^{\prime \prime}(r)+\Lambda(N-1) \frac{\varphi^{\prime}(r)}{r}=0 \quad \text { in }(0,+\infty) .
$$

In both cases the solutions $\varphi$ depend on the values of the dimension $N$ and of the ellipticity constants $\lambda$ and $\Lambda$. More precisely, in the first case, setting

$$
\begin{equation*}
\alpha=\frac{\lambda}{\Lambda}(N-1)+1 \tag{3.6}
\end{equation*}
$$

and observing that $\alpha \geqslant 1$, we obtain the solutions

$$
\varphi_{1}(r)= \begin{cases}C_{1} r^{2-\alpha}+C_{2}, & \text { if } \alpha<2  \tag{3.7}\\ C_{1} \log r+C_{2}, & \text { if } \alpha=2 \\ -C_{1} r^{2-\alpha}+C_{2}, & \text { if } \alpha>2\end{cases}
$$

with constants $C_{1} \geqslant 0$ and $C_{2} \in \mathbb{R}$, whereas in the second case, setting

$$
\begin{equation*}
\beta=\frac{\Lambda}{\lambda}(N-1)+1 \tag{3.8}
\end{equation*}
$$

and observing that $\beta \geqslant 2$ (since $N \geqslant 2$ ), the solutions are given by

$$
\varphi_{2}(r)= \begin{cases}-C_{1} \log r+C_{2}, & \text { if } \beta=2  \tag{3.9}\\ C_{1} r^{2-\beta}+C_{2}, & \text { if } \beta>2\end{cases}
$$

Therefore, the radial functions

$$
\Phi_{1}(x)=\varphi_{1}(|x|) \quad \text { and } \quad \Phi_{2}(x)=\varphi_{2}(|x|)
$$

with $\varphi_{1}$ and $\varphi_{2}$ respectively given by (3.7) and (3.9), are classical solutions (in particular, viscosity solutions) of Eq. (3.5).

In the following theorems they will play the same role played in the Hadamard and Liouville Theorems by the fundamental solution of the Laplace equation, and it is in this respect that they will be considered as the "fundamental solutions" of Eq. (3.5). Let us point out, moreover, that in the particular case in which $\lambda=\Lambda$, Eq. (3.5) reduces to Laplace equation; in this case, it results $\alpha=\beta=N$ and the function $\Phi_{1} \equiv \Phi_{2}$ coincides with the classical fundamental solution.

Remembering the relationship (2.3) between $\mathcal{M}_{\lambda, \Lambda}^{+}$and $\mathcal{M}_{\lambda, \Lambda}^{-}$, we have also found that the functions

$$
\Psi_{1}(x)=-\Phi_{2}(x) \quad \text { and } \quad \Psi_{2}(x)=-\Phi_{1}(x)
$$

are the "fundamental solutions" of the equation

$$
\begin{equation*}
\mathcal{M}_{\lambda, \Lambda}^{+}\left(D^{2} \Psi\right)=0 \quad \text { in } \mathbb{R}^{N} \backslash\{0\} \tag{3.10}
\end{equation*}
$$

with $\Psi_{1}(x) \equiv \psi_{1}(|x|)=-\varphi_{2}(|x|)$ such that $\psi_{1}(r)$ is a concave and increasing function in $(0, \infty)$, and $\Psi_{2}(x) \equiv \psi_{2}(|x|)=-\varphi_{1}(|x|)$ such that $\psi_{2}(r)$ is a convex and decreasing function in $(0, \infty)$.

ThEOREM 3.1 (Nonlinear Hadamard Theorems). - Let D be a domain of $\mathbb{R}^{N}$ containing the closed ball $\bar{B}_{r_{1}}$ centered at the origin and with radius $r_{1}>0$. Then:
(i) if $u \in C(D)$ is a viscosity solution of

$$
\mathcal{M}_{\lambda, \Lambda}^{+}\left(D^{2} u\right) \leqslant 0
$$

then the function

$$
m(r)=\min _{|x| \leqslant r} u(x)
$$

is, respectively, a concave function of $\log r$ if $\alpha=2$ and of $r^{2-\alpha}$ if $\alpha \neq 2$, with $\alpha$ given by (3.6). More precisely, for every fixed $r_{2}<r_{1}$ and for all $r_{2} \leqslant r \leqslant r_{1}$, it results

$$
m(r) \geqslant \begin{cases}\frac{m\left(r_{2}\right) \log \left(r_{1} / r\right)+m\left(r_{1}\right) \log \left(r / r_{2}\right)}{\log \left(r_{1} / r_{2}\right)}, & \text { if } \alpha=2  \tag{3.11}\\ \frac{m\left(r_{2}\right)\left(r^{2-\alpha}-r_{1}^{2-\alpha}\right)+m\left(r_{1}\right)\left(r_{2}^{2-\alpha}-r^{2-\alpha}\right)}{\left(r_{2}^{2-\alpha}-r_{1}^{2-\alpha}\right)}, & \text { if } \alpha \neq 2\end{cases}
$$

(ii) if $u \in C(D)$ is a viscosity solution of

$$
\mathcal{M}_{\lambda, \Lambda}^{-}\left(D^{2} u\right) \leqslant 0
$$

then $m(r)$ is a concave function of $\log r$ if $\beta=2$, and of $r^{2-\beta}$ if $\beta>2$, with $\beta$ given by (3.8). More precisely, for every fixed $r_{2}<r_{1}$ and for all $r_{2} \leqslant r \leqslant r_{1}$, it results

$$
m(r) \geqslant \begin{cases}\frac{m\left(r_{2}\right) \log \left(r_{1} / r\right)+m\left(r_{1}\right) \log \left(r / r_{2}\right)}{\log \left(r_{1} / r_{2}\right)}, & \text { if } \beta=2  \tag{3.12}\\ \frac{m\left(r_{2}\right)\left(r^{2-\beta}-r_{1}^{2-\beta}\right)+m\left(r_{1}\right)\left(r_{2}^{2-\beta}-r^{2-\beta}\right)}{\left(r_{2}^{2-\beta}-r_{1}^{2-\beta}\right)}, & \text { if } \beta>2\end{cases}
$$

Before giving the proof of the theorem, let us observe that, by the relationship (2.3) between $\mathcal{M}_{\lambda, \Lambda}^{+}$and $\mathcal{M}_{\lambda, \Lambda}^{-}$, statement (i) is equivalent to the following one:
(j) if $u \in C(D)$ is a viscosity solution of

$$
\mathcal{M}_{\lambda, \Lambda}^{-}\left(D^{2} u\right) \geqslant 0
$$

then the function

$$
M(r)=\max _{|x| \leqslant r} u(x)
$$

satisfies, for all $r_{2} \leqslant r \leqslant r_{1}$,

$$
M(r) \leqslant \begin{cases}\frac{M\left(r_{2}\right) \log \left(r_{1} / r\right)+M\left(r_{1}\right) \log \left(r / r_{2}\right)}{\log \left(r_{1} / r_{2}\right)}, & \text { if } \alpha=2  \tag{3.13}\\ \frac{M\left(r_{2}\right)\left(r^{2-\alpha}-r_{1}^{2-\alpha}\right)+M\left(r_{1}\right)\left(r_{2}^{2-\alpha}-r^{2-\alpha}\right)}{\left(r_{2}^{2-\alpha}-r_{1}^{2-\alpha}\right)}, & \text { if } \alpha \neq 2\end{cases}
$$

Analogously, an equivalent form of (ii) is
(jj) if $u \in C(D)$ is a viscosity solution of

$$
\mathcal{M}_{\lambda, \Lambda}^{+}\left(D^{2} u\right) \geqslant 0
$$

then $M(r)$ satisfies, for all $r_{2} \leqslant r \leqslant r_{1}$,

$$
M(r) \leqslant \begin{cases}\frac{M\left(r_{2}\right) \log \left(r_{1} / r\right)+M\left(r_{1}\right) \log \left(r / r_{2}\right)}{\log \left(r_{1} / r_{2}\right)}, & \text { if } \beta=2  \tag{3.14}\\ \frac{M\left(r_{2}\right)\left(r^{2-\beta}-r_{1}^{2-\beta}\right)+M\left(r_{1}\right)\left(r_{2}^{2-\beta}-r^{2-\beta}\right)}{\left(r_{2}^{2-\beta}-r_{1}^{2-\beta}\right)}, & \text { if } \beta>2\end{cases}
$$

Proof. - By the assumptions, the respectively increasing and decreasing functions $M(r)$ and $m(r)$ are well defined in $\left[0, r_{1}\right]$.

Let us consider the case (i), that is, let $u \in C(D)$ be a viscosity solution of $\mathcal{M}_{\lambda, \Lambda}^{+}\left(D^{2} u\right) \leqslant 0$.

Fixed $r_{1}>r_{2}>0$, let $\psi(r)=-\varphi_{1}(r)$, with $\varphi_{1}(r)$ defined by (3.7), with constants $C_{1} \geqslant 0$ and $C_{2} \in \mathbb{R}$ chosen in such a way that $\psi\left(r_{1}\right)=m\left(r_{1}\right)$ and $\psi\left(r_{2}\right)=m\left(r_{2}\right)$. This yields:

$$
\psi(r)= \begin{cases}\frac{m\left(r_{2}\right) \log \left(r_{1} / r\right)+m\left(r_{1}\right) \log \left(r / r_{2}\right)}{\log \left(r_{1} / r_{2}\right)}, & \text { if } \alpha=2 \\ \frac{m\left(r_{2}\right)\left(r^{2-\alpha}-r_{1}^{2-\alpha}\right)+m\left(r_{1}\right)\left(r_{2}^{2-\alpha}-r^{2-\alpha}\right)}{\left(r_{2}^{2-\alpha}-r_{1}^{2-\alpha}\right)}, & \text { if } \alpha \neq 2\end{cases}
$$

We know that the function $\Psi(x)=\psi(|x|)$ is a viscosity solution of equation (3.10). Applying the Comparison Principle (Theorem 2.1) to the functions $u(x)$ and $\Psi(x)$ in the ring $\left\{r_{2}<|x|<r_{1}\right\} \subset D$, we deduce that

$$
u(x) \geqslant \Psi(x) \quad \text { in }\left\{r_{2} \leqslant|x| \leqslant r_{1}\right\}
$$

Hence, $m(r) \geqslant \psi(r)$ for all $r$ in $\left[r_{2}, r_{1}\right]$ and the claim is proved.
The proof of (ii) is completely analogous to that of (i), with the obvious difference that now $u$ has to be compared with the function $\Phi_{2}(x)=\varphi_{2}(|x|)$, where $\varphi_{2}$ is given by (3.9).

Looking at the previous result, as well as at the just constructed "fundamental solutions" of Eqs. (3.5) and (3.10), and having in mind the linear case, we expect a Liouville type theorem in two cases:

- the case of bounded from below (above) viscosity supersolutions (subsolutions) of (3.10) ((3.5)) in all of $\mathbb{R}^{N}$, with the parameter $\alpha$, defined by (3.6), satisfying $\alpha \leqslant 2$,
- the case of bounded from below (above) viscosity supersolutions (subsolutions) of (3.5) ((3.10)) in all of $\mathbb{R}^{N}$, with the parameter $\beta$, defined by (3.8), satisfying $\beta=2$.
Let us observe that the case $\beta=2$ only occurs when $\lambda=\Lambda$ and $N=2$, i.e., the case of the Laplace operator in the plane.

Since viscosity subsolutions (supersolutions) of the Laplace equation are precisely the same as continuous subharmonic (superharmonic) functions (as it can be deduced, for example, from Proposition 3.2.10' of [17]), this case reduces to the well-known Liouville theorem for subharmonic (superharmonic) functions in $\mathbb{R}^{2}$.

Therefore, the first case is the only one which has to be considered.
THEOREM 3.2.- Let $u \in C\left(\mathbb{R}^{N}\right)$ be a viscosity solution either of

$$
\begin{equation*}
\mathcal{M}_{\lambda, \Lambda}^{+}\left(D^{2} u\right) \leqslant 0 \quad \text { in } \mathbb{R}^{N}, \tag{3.15}
\end{equation*}
$$

or of

$$
\begin{equation*}
\mathcal{M}_{\lambda, \Lambda}^{-}\left(D^{2} u\right) \geqslant 0 \quad \text { in } \mathbb{R}^{N} \tag{3.16}
\end{equation*}
$$

If $u$ is, respectively, bounded either from below or from above, and if the parameter $\alpha$, defined by (3.6), satisfies $\alpha \leqslant 2$ (i.e., $N \leqslant \frac{\Lambda}{\lambda}+1$ ), then $u$ is constant.

Proof. - Consider the case $\mathcal{M}_{\lambda, \Lambda}^{+}\left(D^{2} u\right) \leqslant 0, u$ bounded from below. By the previous theorem (case (i)), $u$ satisfies (3.11) for all $r$ in [ $r_{2}, r_{1}$ ], for every fixed $r_{1}>r_{2}>0$.

Being $m(r)$ a bounded function since $u$ is bounded from below, and being $\alpha \leqslant 2$, passing to the limit as $r_{1} \rightarrow+\infty$ in (3.11) leads to

$$
m(r) \geqslant m\left(r_{2}\right) \quad \forall r \geqslant r_{2}>0 .
$$

Since $m(r)$ is obviously a decreasing function, we deduce that $m(r) \equiv$ const $=m(0)=u(0)$. Therefore, $u$ attains its minimum at an interior point and, by the Strong Maximum Principle (Theorem 2.2), $u$ is constant.

Remark 1. - The assumption on the boundedness of $u$ in the previous Theorem can be weakened: indeed, in the proof we only needed that

$$
0= \begin{cases}\limsup _{r \rightarrow+\infty} \frac{m(r)}{r^{2-\alpha}}, & \text { if } \alpha<2 \\ \limsup _{r \rightarrow+\infty} \frac{m(r)}{\log r}, & \text { if } \alpha=2\end{cases}
$$

Thus the Liouville Theorem for inequality (3.15) can be reformulated by saying that, for every nonconstant viscosity solution of (3.15), the function $m(r)$ decreases as $r \rightarrow+\infty$ at least like $-r^{2-\alpha}$ if $\alpha<2$ and like $-\log r$ if $\alpha=2$.
The result is optimal; indeed, the function

$$
u_{\alpha}(x)= \begin{cases}\left\{\begin{array}{ll}
\frac{1}{8}\left[\alpha(2-\alpha)|x|^{4}-2\left(4-\alpha^{2}\right)|x|^{2}\right. \\
-\alpha(2+\alpha)], & \text { if } \alpha<2,
\end{array} \quad \text { if }|x|<1,\right. \\
\frac{1}{4}\left[|x|^{4}-4|x|^{2}+3\right], & \text { if } \alpha=2, \\
\begin{cases}-|x|^{2-\alpha}, & \text { if } \alpha<2, \\
-\log |x|, & \text { if } \alpha=2,\end{cases} \end{cases}
$$

satisfies (3.15).
Remark 2. - The previous result does not hold if $\alpha>2$, i.e., if $N>$ $\frac{\Lambda}{\lambda}+1$. Indeed, in this case, the function

$$
u(x)= \begin{cases}\frac{1}{8}\left[\alpha(\alpha-2)|x|^{4}-2\left(\alpha^{2}-4\right)|x|^{2}+\alpha(\alpha+2)\right], & \text { if }|x|<1 \\ 1 /|x|^{\alpha-2}, & \text { if }|x| \geqslant 1\end{cases}
$$

provides an example of a non constant bounded classical solution of (3.15), $-u$ obviously being a non constant bounded classical solution of (3.16).

Remark 3. - Referring to the discussion before Theorem 3.2, we observe that a Liouville type theorem does not hold in fact neither for viscosity solutions of

$$
\begin{equation*}
\mathcal{M}_{\lambda, \Lambda}^{-}\left(D^{2} u\right) \leqslant 0 \quad \text { in } \mathbb{R}^{N} \tag{3.17}
\end{equation*}
$$

nor, equivalently, for viscosity solutions of

$$
\begin{equation*}
\mathcal{M}_{\lambda, \Lambda}^{+}\left(D^{2} u\right) \geqslant 0 \quad \text { in } \mathbb{R}^{N} \tag{3.18}
\end{equation*}
$$

except that for $\beta=2, \beta$ being defined in (3.8). Indeed, if $\beta>2$, then the function

$$
u(x)= \begin{cases}\frac{1}{8}\left[\beta(\beta-2)|x|^{4}-2\left(\beta^{2}-4\right)|x|^{2}+\beta(\beta+2)\right], & \text { if }|x|<1  \tag{3.19}\\ 1 /|x|^{\beta-2}, & \text { if }|x| \geqslant 1\end{cases}
$$

works as a counterexample for (3.17), as well as $-u$ does for (3.18).
Remark 4. - If (3.15) or (3.16) are required to hold as equalities, then the Liouville theorem can be obtained without any assumption on the parameter $\alpha$. More in general, for bounded either from above or from below viscosity solutions of a uniformly elliptic equation such as

$$
F\left(x, D^{2} u\right)=0 \quad \text { in } \mathbb{R}^{N}
$$

with $F$ satisfying (2.1) and (2.2), the Liouville property may be derived in a standard way as a consequence of the strong Harnack inequality, see [8].

We have seen that in the cases $\alpha, \beta>2$ a Liouville type result does not hold respectively for nonnegative viscosity solutions $u$ of (3.15) and (3.17). Nevertheless we can still deduce in such cases some important properties of the function $m(r)=\inf _{|x| \leqslant r} u(x)$. Since we are going to use them in the next section, we state the result separately.

COROLLARY 3.1. - Let $u \in C\left(\mathbb{R}^{N}\right)$ be a viscosity solution of

$$
u \geqslant 0, \quad \mathcal{M}_{\lambda, \Lambda}^{-}\left(D^{2} u\right) \leqslant 0 \quad \text { in } \mathbb{R}^{N}
$$

(respectively of

$$
\left.u \geqslant 0, \quad \mathcal{M}_{\lambda, \Lambda}^{+}\left(D^{2} u\right) \leqslant 0 \quad \text { in } \mathbb{R}^{N}\right)
$$

then, set $\beta=\frac{\Lambda}{\lambda}(N-1)+1\left(\alpha=\frac{\lambda}{\Lambda}(N-1)+1\right)$, the function

$$
r \in[0,+\infty) \mapsto m(r) r^{\beta-2} \quad\left(r \in[0,+\infty) \mapsto m(r) r^{\alpha-2}\right)
$$

is increasing.

Proof. - We can consider only the case $\mathcal{M}_{\lambda, \Lambda}^{-}\left(D^{2} u\right) \leqslant 0$, the other one being absolutely analogous.

From inequality (3.12), letting $r_{1} \rightarrow+\infty$ and being $m\left(r_{1}\right) \geqslant 0$, it follows

$$
m(r) \geqslant\left\{\begin{array}{ll}
m\left(r_{2}\right), & \text { if } \beta=2, \\
\frac{m\left(r_{2}\right) r_{2}^{\beta-2}}{r^{\beta-2}}, & \text { if } \beta>2,
\end{array} \quad \forall r \geqslant r_{2}>0\right.
$$

Remark 5. - If $u \in C\left(\mathbb{R}^{N}\right)$ is a viscosity solution of

$$
u \geqslant 0, \quad \mathcal{M}_{\lambda, \Lambda}^{-}\left(D^{2} u\right) \leqslant 0 \quad \text { in } \mathbb{R}^{N}
$$

the same holds true for the radial function $m(|x|)=\inf _{B_{|x|}} u$.
Indeed, since the operator $\mathcal{M}_{\lambda, \Lambda}^{-}$is rotations invariant, $u(P x)$ is again a supersolution for every matrix $P$ satisfying $P^{\mathrm{T}}=P^{-1}\left(P^{\mathrm{T}}\right.$ and $P^{-1}$ denote respectively the transposed and the inverse matrices of $P$ ). Then the claim follows observing that the minimum of supersolutions is again a supersolution and that, in view of the Strong Maximum Principle (Theorem 2.2), $m$ can be written as

$$
m(|x|)=\min _{\partial B_{|x|}} u=\min _{P} u\left(P x_{0}\right) \quad \text { for some } x_{0} \text { with }\left|x_{0}\right|=|x|
$$

An analogous result holds true for subsolutions.

## 4. LIOUVILLE THEOREM FOR FULLY NONLINEAR EQUATIONS HAVING ZERO ORDER TERMS

In this section we are concerned with the Liouville property for viscosity supersolutions of the uniformly elliptic equation

$$
\begin{equation*}
u \geqslant 0, \quad F\left(x, D^{2} u\right)+h(x) u^{p}=0 \quad \text { in } \mathbb{R}^{N}, \tag{4.1}
\end{equation*}
$$

with $N \geqslant 2$ as usual, where $F$ satisfies (2.1) and (2.2), $h(x)$ is a nonnegative continuous function in $\mathbb{R}^{N}$ and $p$ is a positive exponent.

First of all, we observe that if $u \in C\left(\mathbb{R}^{N}\right)$ is a viscosity supersolution of (4.1), then, by (2.7), $u$ satisfies

$$
\begin{equation*}
u \geqslant 0, \quad \mathcal{M}_{\lambda, \Lambda}^{-}\left(D^{2} u\right)+h(x) u^{p} \leqslant 0 \quad \text { in } \mathbb{R}^{N} \tag{4.2}
\end{equation*}
$$

and therefore, $h$ being nonnegative, it results

$$
\begin{equation*}
u \geqslant 0, \quad \mathcal{M}_{\lambda, \Lambda}^{-}\left(D^{2} u\right) \leqslant 0 \quad \text { in } \mathbb{R}^{N} \tag{4.3}
\end{equation*}
$$

As it was pointed out in the previous section, in the case $\beta=2$, with $\beta$ defined in (3.8), conditions (4.3) suffice to conclude that $u$ is constant and then, by (4.2), that $u$ is identically equal to zero.

Thus, in the sequel we will always consider the nontrivial case $\beta>2$, in which the zero order term of inequality (4.2) becomes essential: we will identify a range of values for the exponent $p$ which constrains the solution $u$ to vanish identically.

The proof we are going to present essentially makes use of the Comparison Principle and of the Strong Maximum Principle (respectively, Theorems 2.1 and 2.2).

THEOREM 4.1. - Assume that $\beta=\frac{\Lambda}{\lambda}(N-1)+1>2$ and let $u \in$ $C\left(\mathbb{R}^{N}\right)$ be a viscosity solution of

$$
\begin{equation*}
u \geqslant 0, \quad F\left(x, D^{2} u\right)+h(x) u^{p} \leqslant 0 \quad \text { in } \mathbb{R}^{N}, \tag{4.4}
\end{equation*}
$$

where $h \in C\left(\mathbb{R}^{N}\right)$ is a nonnegative function such that there exist $H$, $r_{0}>0$ and $\gamma \geqslant-2$ satisfying

$$
\begin{equation*}
h(x) \geqslant H|x|^{\gamma} \quad \text { for }|x| \geqslant r_{0} \tag{4.5}
\end{equation*}
$$

If $\gamma=-2$ and $0<p<1$ or if $\gamma>-2$ and $0<p \leqslant(\beta+\gamma) /(\beta-2)$, then

$$
u \equiv 0
$$

Proof. - Let $u$ be as in the statement; by the Strong Maximum Principle if there exists a point where $u$ is zero then $u$ vanishes identically. Thus we will assume, by contradiction, that $u>0$ in $\mathbb{R}^{N}$.

For every $r \geqslant 0$, let us set $m(r)=\min _{|x| \leqslant r} u(x)$ as in Theorem 3.1; observe that, in our assumption, $m$ is strictly positive and, again by Theorem 2.2, it is a strictly decreasing function of $r$.

Moreover, since $u$ in particular satisfies (4.3), by Corollary 3.1 we have

$$
\begin{equation*}
m(r) \leqslant \frac{m(R) R^{\beta-2}}{r^{\beta-2}} \quad \forall R \geqslant r>0 \tag{4.6}
\end{equation*}
$$

Let us now consider the radial function

$$
\zeta(x)=m(r)\left\{1-\frac{\left[(|x|-r)^{+}\right]^{3}}{(R-r)^{3}}\right\}
$$

where $R>r \geqslant r_{0}$ are arbitrarily fixed. Since $\zeta(x) \leqslant 0<u(x)$ for $|x| \geqslant R$ and $\zeta(x) \equiv m(r)<u(x)$ for $|x|<r$, and being $\zeta(x)=u(x)$ for at least one point $x$ with $|x|=r$, the minimum of $u-\zeta$ in $\mathbb{R}^{N}$ is nonpositive and achieved at a certain point $x_{R}^{r}$ such that $r \leqslant\left|x_{R}^{r}\right|<R$.

Applying Definition 2.1 with $\zeta$ as test function and remembering (2.7), from (4.4) it results

$$
\mathcal{M}_{\lambda, \Lambda}^{-}\left(D^{2} \zeta\left(x_{R}^{r}\right)\right)+h\left(x_{R}^{r}\right)\left(u\left(x_{R}^{r}\right)\right)^{p} \leqslant 0
$$

On the other hand, by identity (2.5) and by Lemma 3.1, we have, for all $x \in \mathbb{R}^{N} \backslash\{0\}$,

$$
\mathcal{M}_{\lambda, \Lambda}^{-}\left(D^{2} \zeta(x)\right)=-\frac{3 \Lambda m(r)}{(R-r)^{3}}\left[2+(N-1) \frac{(|x|-r)^{+}}{|x|}\right](|x|-r)^{+}
$$

and therefore, using also assumption (4.5) and the fact $\left|x_{R}^{r}\right| \geqslant r \geqslant r_{0}$, we get

$$
\begin{align*}
\left(u\left(x_{R}^{r}\right)\right)^{p} \leqslant & \frac{3 \Lambda H^{-1} m(r)}{(R-r)^{3}}\left[2+(N-1) \frac{\left(\left|x_{R}^{r}\right|-r\right)^{+}}{\left|x_{R}^{r}\right|}\right] \\
& \times\left(\left|x_{R}^{r}\right|-r\right)^{+}\left|x_{R}^{r}\right|^{-\gamma} \tag{4.7}
\end{align*}
$$

If $\left|x_{R}^{r}\right|=r$, we immediately reach the contradiction $u\left(x_{R}^{r}\right)=0$; therefore we can assume $r<\left|x_{R}^{r}\right|<R$ and, by (4.7), it results

$$
\left(u\left(x_{R}^{r}\right)\right)^{p} \leqslant \frac{3 \Lambda(N+1)}{H} \frac{\left|x_{R}^{r}\right|^{-\gamma} m(r)}{(R-r)^{2}}
$$

Being $u\left(x_{R}^{r}\right) \geqslant m(R)$ and $r<\left|x_{R}^{r}\right|<R$, we then have

$$
\begin{equation*}
m(R) \leqslant C \frac{R^{\gamma^{-} / p} m(r)^{1 / p}}{r^{\gamma^{+} / p}(R-r)^{2 / p}} \tag{4.8}
\end{equation*}
$$

for all $R>r \geqslant r_{0}$, with $C=[3 \Lambda(N+1) / H]^{1 / p}$.
Combining (4.8) with (4.6) we get

$$
m(R) \leqslant C \frac{R^{\left(\gamma^{-}+\beta-2\right) / p} m(R)^{1 / p}}{r^{\left(\gamma^{+}+\beta-2\right) / p}(R-r)^{2 / p}} \quad \forall R>r \geqslant r_{0}
$$

from which, choosing $r=R / 2$, it follows

$$
\begin{equation*}
m(R) \leqslant C \frac{m(R)^{1 / p}}{R^{(\gamma+2) / p}} \quad \forall R>2 r_{0} \tag{4.9}
\end{equation*}
$$

where the same $C$ denotes from now on different positive constants. We have now to distinguish several cases.

Assume first that $\gamma=-2$ and $0<p<1$; from (4.9) we deduce that

$$
\begin{equation*}
m(R) \geqslant C \quad \forall R>2 r_{0} \tag{4.10}
\end{equation*}
$$

It then follows that the infimum

$$
\mu=\inf _{R>0} m(R)=\lim _{R \rightarrow+\infty} m(R)
$$

is strictly positive. Let us set $v(x)=u(x)-\mu$; thus, $v \in C\left(\mathbb{R}^{N}\right)$ is still a viscosity solution of (4.4), as it is immediate to verify. Applying the above arguments to $v$, we obtain that the function $m_{v}(r)=\min _{|x| \leqslant r} v(x)$ satisfies

$$
m_{v}(R) \geqslant C \quad \forall R>2 r_{0}
$$

accordingly to (4.10). But this evidentely contradicts the fact that

$$
\lim _{R \rightarrow+\infty} m_{v}(R)=\lim _{R \rightarrow+\infty}(m(R)-\mu)=0
$$

Assume now that $\gamma>-2$ and $0<p \leqslant(\beta+\gamma) /(\beta-2)$.
If $0<p \leqslant 1$, from (4.9) we immediately get the contradiction

$$
R^{(\gamma+2) / p} \leqslant C m(R)^{(1-p) / p} \leqslant C m(0)^{(1-p) / p} \quad \forall R>2 r_{0}
$$

If this is not the case, then $p>1$ and from (4.9) we obtain

$$
m(R) \leqslant \frac{C}{R^{(\gamma+2) /(p-1)}} \quad \forall R>2 r_{0}
$$

which in turn implies

$$
\begin{equation*}
R^{\beta-2} m(R) \leqslant \frac{C}{R^{\frac{\gamma+2}{p-1}-\beta+2}} \quad \forall R>2 r_{0} \tag{4.11}
\end{equation*}
$$

If $p<(\beta+\gamma) /(\beta-2)$, then $(\gamma+2) /(p-1)-\beta+2>0$ and the fact that the positive and increasing function $R^{\beta-2} m(R)$ tends to 0 as $R \rightarrow+\infty$ gives the desired contradiction.

Thus, it remains to consider only the limit case $p=(\beta+\gamma) /(\beta-2)$.
In such a case, from (4.11) we deduce that the function $R^{\beta-2} m(R)$ is bounded from above; we will show that this information, combined with (4.4), again leads to a contradiction. Fixed $R_{1} \geqslant r_{0}, \gamma_{1}>0$ and $\gamma_{2} \in \mathbb{R}$, for $x$ such that $|x| \geqslant R_{1}$, let us define the radial function

$$
\Gamma(x)=\gamma_{1} \frac{\log (1+|x|)}{|x|^{\beta-2}}+\gamma_{2}
$$

The choice $R_{1} \geqslant \exp ((2 \beta-3) /(\beta-2)(\beta-1))-1$ makes $\Gamma$ a convex decreasing function of $|x|$; in such a case, using Lemma 3.1 and definitions (2.5) and (3.8), we can easily obtain:

$$
\begin{aligned}
\mathcal{M}_{\lambda, \Lambda}^{-}\left(D^{2} \Gamma(x)\right) & =-\lambda \gamma_{1}\left[\frac{\beta-3}{(1+|x|)|x|^{\beta-1}}+\frac{1}{(1+|x|)^{2}|x|^{\beta-2}}\right] \\
& \geqslant-\frac{\lambda \gamma_{1}(\beta-2)}{|x|^{\beta}}
\end{aligned}
$$

for all $x$ such that $|x| \geqslant R_{1}$.
We now arbitrarily choose a radius $R_{2}>R_{1}$ and fix the constants $\gamma_{1}>0$ and $\gamma_{2} \in \mathbb{R}$ in such a way that

$$
\Gamma\left(R_{1}\right) \leqslant m\left(R_{1}\right) \quad \text { and } \quad \Gamma\left(R_{2}\right)=m\left(R_{2}\right)
$$

this means that we have to pick $\gamma_{1}$ in the interval

$$
0<\gamma_{1} \leqslant\left(m\left(R_{1}\right)-m\left(R_{2}\right)\right) /\left(\frac{\log \left(1+R_{1}\right)}{R_{1}^{\beta-2}}-\frac{\log \left(1+R_{2}\right)}{R_{2}^{\beta-2}}\right)
$$

which is possible since

$$
R_{1} \geqslant \exp \left(\frac{2 \beta-3}{(\beta-2)(\beta-1)}\right)-1>\exp \left(\frac{1}{\beta-2}\right)-1
$$

and then define

$$
\gamma_{2}=m\left(R_{2}\right)-\gamma_{1} \frac{\log \left(1+R_{2}\right)}{R_{2}^{\beta-2}}
$$

We then have

$$
\begin{equation*}
\Gamma \leqslant u \quad \text { on }\left\{|x|=R_{1}\right\} \cup\left\{|x|=R_{2}\right\} \tag{4.12}
\end{equation*}
$$

and, moreover, by the previous calculation,

$$
\begin{equation*}
\mathcal{M}_{\lambda, \Lambda}^{-}\left(D^{2} \Gamma(x)\right) \geqslant-\frac{\gamma_{1} \lambda(\beta-2)}{|x|^{\beta}} \quad \text { in }\left\{R_{1}<|x|<R_{2}\right\} \tag{4.13}
\end{equation*}
$$

On the other hand, by (4.6), for all $x$ such that $|x| \geqslant R_{1}, u$ satisfies

$$
\begin{equation*}
u(x) \geqslant m(|x|) \geqslant \frac{m\left(R_{1}\right) R_{1}^{\beta-2}}{|x|^{\beta-2}} \tag{4.14}
\end{equation*}
$$

and then, from (4.4) with $p=(\beta+\gamma) /(\beta-2)$, and from (2.7) and (4.5), if $R_{1} \geqslant r_{0}$ it follows that

$$
\begin{equation*}
\mathcal{M}_{\lambda, \Lambda}^{-}\left(D^{2} u\right) \leqslant-\frac{H\left(m\left(R_{1}\right) R_{1}^{\beta-2}\right)^{(\beta+\gamma) /(\beta-2)}}{|x|^{\beta}} \quad \text { in }\left\{R_{1}<|x|<R_{2}\right\} \tag{4.15}
\end{equation*}
$$

in the viscosity sense. From (4.13) and (4.15), choosing, if necessary, a smaller $\gamma_{1}>0$, we deduce

$$
\mathcal{M}_{\lambda, \Lambda}^{-}\left(D^{2} u(x)\right) \leqslant-\frac{C}{|x|^{\beta}} \leqslant \mathcal{M}_{\lambda, \Lambda}^{-}\left(D^{2} \Gamma(x)\right) \quad \text { in }\left\{R_{1}<|x|<R_{2}\right\}
$$

for some constant $C>0$. This, combined with (4.12), allows us to apply Theorem 2.1 and conclude

$$
\Gamma \leqslant u \quad \text { in }\left\{R_{1} \leqslant|x| \leqslant R_{2}\right\}
$$

for any $R_{2}>R_{1}$. Letting $R_{2} \rightarrow+\infty$, being $\gamma_{2} \rightarrow 0$, we obtain the existence of a positive constant $\tilde{\gamma_{1}}$ such that

$$
\begin{equation*}
u(x) \geqslant \tilde{\gamma_{1}} \frac{\log (1+|x|)}{|x|^{\beta-2}} \tag{4.16}
\end{equation*}
$$

for all $|x| \geqslant R_{1}$. This implies that

$$
R^{\beta-2} m(R) \geqslant \tilde{\gamma_{1}} \log (1+R) \quad \forall R \geqslant R_{1}
$$

which contradicts the obtained upper bound on the function $R^{\beta-2} m(R)$.

Remark 6. - The previous theorem extends to the nonlinear operators the analogous result already known for the Laplacian (see [10,12]).

Moreover, it also includes the case $0<p \leqslant 1$ and the case $\gamma=-2$ for the Laplace operator, which was not covered by [10,12].

Remark 7. - Theorem 4.1 provides the optimal result.
Indeed, the problem

$$
u \geqslant 0, \quad \mathcal{M}_{\lambda, \Lambda}^{-}\left(D^{2} u\right)+\left(1+|x|^{2}\right)^{\gamma / 2} u^{p} \leqslant 0 \quad \text { in } \mathbb{R}^{N}
$$

admits a nontrivial classical (and therefore viscosity) solution in the cases $p>0$ if $\gamma<-2, p \geqslant 1$ if $\gamma=-2$ and $p>(\beta+\gamma) /(\beta-2)$ if $\gamma>-2$. To see this, let us consider functions $u_{\delta}$ of the form

$$
u_{\delta}(x)=\frac{C_{\delta}}{\left(1+|x|^{2}\right)^{\delta}} \quad x \in \mathbb{R}^{N}
$$

with $\delta, C_{\delta}>0$. A direct computation shows that, for all $x$ such that $|x|^{2} \leqslant 1 /(2 \delta+1), u_{\delta}$ is a concave and decreasing function of $|x|$ and, taking into account that $\Lambda(N-1)=\lambda(\beta-1)$, it results

$$
\begin{aligned}
\mathcal{M}_{\lambda, \Lambda}^{-}\left(D^{2} u_{\delta}(x)\right) & =-2 \Lambda C_{\delta} \delta\left[\frac{(N-1)}{\left(1+|x|^{2}\right)^{\delta+1}}-\frac{(2 \delta+1)|x|^{2}-1}{\left(1+|x|^{2}\right)^{\delta+2}}\right] \\
& \leqslant-\frac{2 \Lambda(N-1) C_{\delta} \delta}{\left(1+|x|^{2}\right)^{\delta+1}}=-\frac{2 \lambda(\beta-1) C_{\delta} \delta}{\left(1+|x|^{2}\right)^{\delta+1}}
\end{aligned}
$$

If $|x|^{2} \geqslant 1 /(2 \delta+1)$, then $u_{\delta}$ is a decreasing and convex function of $|x|$ and satisfies

$$
\begin{aligned}
& \mathcal{M}_{\lambda, \Lambda}^{-}\left(D^{2} u_{\delta}(x)\right) \\
& \quad=-2 \lambda C_{\delta} \delta\left[\frac{\beta-1}{\left(1+|x|^{2}\right)^{\delta+1}}-\frac{(2 \delta+1)|x|^{2}-1}{\left(1+|x|^{2}\right)^{\delta+2}}\right] \\
& \quad=-2 \lambda C_{\delta} \delta \frac{(\beta-2(\delta+1))|x|^{2}+\beta}{\left(1+|x|^{2}\right)^{\delta+2}} \leqslant-\frac{2 \lambda C_{\delta} \delta(\beta-2(\delta+1))}{\left(1+|x|^{2}\right)^{\delta+1}} .
\end{aligned}
$$

Therefore, in both cases, we have

$$
\begin{aligned}
& \mathcal{M}_{\lambda, \Lambda}^{-}\left(D^{2} u_{\delta}(x)\right)+\left(1+|x|^{2}\right)^{\frac{\gamma}{2}}\left[u_{\delta}(x)\right]^{p} \\
& \quad \leqslant-\frac{2 \lambda C_{\delta} \delta(\beta-2(\delta+1))}{\left(1+|x|^{2}\right)^{\delta+1}}+\frac{C_{\delta}^{p}}{\left(1+|x|^{2}\right)^{p \delta-\frac{\gamma}{2}}} .
\end{aligned}
$$

It is easily seen that the right hand side is nonpositive if the constants $\delta$ and $C_{\delta}$ satisfy

$$
\left\{\begin{array}{l}
2(\delta+1)<\beta \\
\delta+1 \leqslant p \delta-\frac{\gamma}{2} \\
C_{\delta}^{p-1} \leqslant 2 \lambda \delta(\beta-2(\delta+1))
\end{array}\right.
$$

and we can find constants $\delta, C_{\delta}>0$ simultaneously satisfying the above conditions exactly in the cases $\gamma<-2$ and $p>0, \gamma=-2$ and $p \geqslant 1$, $\gamma>-2$ and $p>(\beta+\gamma) /(\beta-2)$.

Remark 8. - If in Theorem 4.1 we add assumptions on the operator $F$, then we can obtain an accordingly extended range of admissible values for the exponent $p$ which guarantees the Liouville property for problem (4.4).

The most favourable case occurs when $F=\mathcal{M}_{\lambda, \Lambda}^{+}$; indeed, as a first fact, one observes that if $u \in C\left(\mathbb{R}^{N}\right)$ is a viscosity solution of

$$
u \geqslant 0, \quad \mathcal{M}_{\lambda, \Lambda}^{+}\left(D^{2} u\right)+h(x) u^{p} \leqslant 0 \quad \text { in } \mathbb{R}^{N},
$$

then $u$ satisfies

$$
u \geqslant 0, \quad \lambda \Delta u+h(x) u^{p} \leqslant 0 \quad \text { in } \mathbb{R}^{N}
$$

in the viscosity sense and therefore $u \equiv 0$ provided that $0<p \leqslant$ $(N+\gamma) /(N-2)$ if $\gamma>-2$ and that $0<p<1$ if $\gamma=-2$. More than that, by Corollary 3.1 we know that the function $r \in[0,+\infty) \mapsto$ $m(r) r^{\alpha-2}$ is increasing, with $\alpha=\frac{\lambda}{\Lambda}(N-1)+1$, and, applying exactly the same arguments of the proof of Theorem 4.1, we conclude that $u \equiv 0$ under the assumption

$$
\begin{array}{ll}
0<p<1 & \text { if } \gamma=-2 \\
0<p \leqslant(\alpha+\gamma) /(\alpha-2) & \text { if } \gamma>-2
\end{array}
$$

Remark 9. - It is worth observing that a Liouville type result for problem (4.4) could be obtained following an alternative procedure. Indeed, it is known (see [8]) that if $u \in C\left(B_{2 R}\right)$ is a viscosity solution of

$$
u \geqslant 0, \quad \mathcal{M}_{\lambda, \Lambda}^{-}\left(D^{2} u\right) \leqslant 0 \quad \text { in } B_{2 R}
$$

where $B_{2 R}$ is a ball of radius $2 R$ for a given $R>0$, then there exist positive constants $q_{0}$ and $C$, depending only on $N$ and on the ellipticity
constants $\lambda$ and $\Lambda$, such that $u$ satisfies the following so called weak Harnack inequality:

$$
\begin{equation*}
\operatorname{meas}\left(B_{R / 2} \cap\{u>t\}\right) \leqslant \frac{C R^{N}}{t^{q_{0}}}\left(\min _{B_{R}} u\right)^{q_{0}} \quad \forall t>0, \tag{4.17}
\end{equation*}
$$

with $\{u>t\}=\left\{x \in B_{2 R}: u(x)>t\right\}$ and meas $(E)$ equals to the Lebesgue measure of the measurable set $E \subset \mathbb{R}^{N}$.

If $\beta>2$, testing the previous inequality on the particular solution particular solution $u$ defined by (3.19), produces the estimate

$$
\begin{equation*}
q_{0} \leqslant \frac{N}{\beta-2} \tag{4.18}
\end{equation*}
$$

already found in [23]. In the particular case in which $\beta=N$, that is when $\Lambda=\lambda$ and the extremal operator $\mathcal{M}_{\lambda, \Lambda}^{-}$coincides with the Laplace operator (up to the positive factor $\lambda$ ), inequality (4.18) reduces to equality. Indeed, superharmonic functions satisfy the weak Harnack inequality (4.17) with the exponent $q_{0}=N /(N-2)$. A proof of this fact can be found in [19].

We conjecture that equality holds in (4.18) also in the general case $\beta>N$.

Let us observe at this purpose that for the supersolution $m(|x|),(4.17)$ holds true with the exponent $q_{0}=N /(\beta-2)$. Indeed, Corollary 3.1 yields:

$$
\begin{align*}
& \operatorname{meas}\left(B_{R / 2} \cap\{m(|x|)>t\}\right) \\
& \quad \leqslant \operatorname{meas}\left(B_{R / 2} \cap\left\{\frac{m(R) R^{\beta-2}}{|x|^{\beta-2}}>t\right\}\right) \\
& \quad \leqslant \frac{C R^{N}}{t^{N /(\beta-2)}}(m(R))^{N /(\beta-2)} \quad \forall t>0 \tag{4.19}
\end{align*}
$$

Let now $u \in C\left(\mathbb{R}^{N}\right)$ be a viscosity solution of (4.4) with $p>1$ and, arguing by contradiction, assume that $u>0$ in $\mathbb{R}^{N}$. Since $u$ satisfies (4.17) and (4.11), for $R$ large enough we obtain

$$
\operatorname{meas}\left(B_{R / 2} \cap\{u>t\}\right) \leqslant C \frac{R^{N-\frac{q_{0}(2+\gamma)}{p-1}}}{t^{q_{0}}}
$$

Let $R \rightarrow+\infty$ and observe that

$$
\{u>t\}=\bigcup_{R>0}\left(B_{R / 2} \cap\{u>t\}\right)
$$

and that $\left\{B_{R / 2} \cap\{u>t\}\right\}$ is an increasing family of open sets. If $p<$ $1+\left(q_{0}(2+\gamma) / N\right)$ then we find

$$
\operatorname{meas}(\{u>t\})=0 \quad \forall t>0,
$$

which implies $u \equiv 0$.
If $p=1+\left(q_{0}(2+\gamma) / N\right)$, from the above we obtain

$$
\operatorname{meas}(\{u>t\}) \leqslant \frac{C}{t^{q_{0}}} \quad \forall t>0
$$

which means that $u$ belongs to the Marcinkiewicz space $M^{q_{0}}\left(\mathbb{R}^{N}\right)$. This implies, by (4.14), that the function $m\left(R_{1}\right) R_{1}^{\beta-2} /|x|^{\beta-2}$ belongs to $M^{q_{0}}\left(\mathbb{R}^{N} \backslash B_{R_{1}}\right)$, for every fixed $R_{1}>0$.

In particular, for every $R>R_{1}$, it follows that

$$
\begin{aligned}
& \operatorname{meas}\left(\left\{\frac{m\left(R_{1}\right) R_{1}^{\beta-2}}{|x|^{\beta-2}}>\frac{m\left(R_{1}\right) R_{1}^{\beta-2}}{R^{\beta-2}}\right\} \backslash B_{R_{1}}\right) \\
& =C\left(R^{N}-R_{1}^{N}\right) \leqslant C\left(\frac{R^{\beta-2}}{m\left(R_{1}\right) R_{1}^{\beta-2}}\right)^{q_{0}}
\end{aligned}
$$

which implies

$$
q_{0} \geqslant \frac{N}{\beta-2}
$$

Remembering (4.18), if $q_{0}<N /(\beta-2)$, then we immediately have a contradiction and we conclude that $u \equiv 0$. Otherwise, $q_{0}=N /(\beta-2)$ and thus

$$
p=1+\frac{q_{0}(2+\gamma)}{N}=\frac{\beta+\gamma}{\beta-2}
$$

In this case, reasoning as in the proof of Theorem 4.1, we obtain inequality (4.16). Since the function $\tilde{\gamma}_{1}\left(\log (1+|x|) /|x|^{\beta-2}\right)$ lies below $u$ in $\mathbb{R}^{N} \backslash B_{R_{1}}$ but it does not belong to the Marcinkievicz space $M^{\frac{N}{\beta-2}}\left(\mathbb{R}^{N} \backslash\right.$ $B_{R_{1}}$ ), we again obtain a contradiction.

Thus, by means of the weak Harnack inequality applied to $u$, we obtain the Liouville property for problem (4.4) under the assumption

$$
0<p \leqslant 1+\frac{(2+\gamma) q_{0}}{N}
$$

In the semilinear case, being $q_{0}=N /(N-2)$, the result is optimal; in the fully nonlinear case, we have the same conclusion if and only if

$$
q_{0}=\frac{N}{\beta-2}
$$

On the other hand, reasoning on $m(|x|)$ and applying (4.19) instead of (4.17) we may obtain the same conclusions as those of Theorem 4.1. Indeeed, from (4.19) and (4.11) we get that the function $m$ vanishes identically in the case $p<(\beta+\gamma) /(\beta-2)$ whereas it belongs to the Marcinkievicz space $M^{\frac{N}{\beta-2}}\left(\mathbb{R}^{N}\right)$ if $p=(\beta+\gamma) /(\beta-2)$. In the first case we immediately obtain the contradiction, in the last case the contradiction follows from the fact that $m$ lies above the function $\tilde{\gamma_{1}}(\log (1+|x|)) /\left(|x|^{\beta-2}\right)$ which does not belong to $M^{\frac{N}{\beta-2}}\left(\mathbb{R}^{N} \backslash B_{R_{1}}\right)$.
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