
Ann. I. H. Poincaré – AN20, 1 (2003) 53–85

 2003 Éditions scientifiques et médicales Elsevier SAS. All rights reserved

S0294-1449(02)00024-0/FLA

MULTI-BUMP GROUND STATES
OF THE GIERER–MEINHARDT SYSTEM INR

2

FONDAMENTALES MULTI-PICS DU SYSTÈME
DE GIERER–MEINHARDT DANSR

2

Manuel DEL PINO a, Michał KOWALCZYK b, Juncheng WEIc,∗
aDepartamento de Ingeniería Matemática y Centro de Modelamiento, Matemático Universidad de Chile,

Casilla 170 Correo 3, Santiago, Chile
bDepartment of Mathematical Sciences, Kent State University, Kent, OH 44242, USA

cDepartment of Mathematics, The Chinese University of Hong Kong, Shatin, Hong Kong

Received 2 January 2001, revised 18 March 2002, accepted 12 June 2002

ABSTRACT. – We consider the stationary Gierer–Meinhardt system inR
2:




�A − A + A2

H
= 0 in R

2,

�H − σ 2H + A2 = 0 in R
2,

A,H > 0;A,H → 0 as|x| → +∞.

We construct multi-bump ground-state solutions for this system for all sufficiently smallσ . The
centers of these bumps are located at the vertices of a regular polygon, while the bumps resemble,
after a suitable scaling in theirA-coordinate, the unique radially symmetric solution of

{
�w − w + w2 = 0 in R

2,

0 < w(y) → 0 as|y| → ∞.

A similar construction is made for vertices of two concentric polygons and a general procedure
for detection of organized finite patterns is suggested.
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RÉSUMÉ. – On considère le système stationnaire de Gierer–Meinhardt dansR
2 :


�A − A + A2

H
= 0 dansR2,

�H − σ 2H + A2 = 0 dansR2,

A,H > 0;A,H → 0 quand|x| → +∞.

On construit des solutions fondamentales multi-pics pour ce système, pour toutσ suffisamment
petit. Les centres de ces pics sont localisés aux sommets d’un polygone régulier, tandis que les
pics ressemblent, après un changement d’échelle approprié dans la coordonnéeA, à l’unique
solution radiale de {

�w − w + w2 = 0 dansR2,

0 < w(y) → 0 quand|y| → ∞.

Une construction similaire est faite pour les sommets de deux polygones concentriques et une
procédure générale de détection destructures finies organisées est suggérée.
 2003 Éditions scientifiques et médicales Elsevier SAS

1. Introduction

The following reaction–diffusion system was proposed in 1972 by Gierer and
Meinhardt [5] as a model of biological pattern formation:

at = d�a − a + a2/h in �,

ht = D�h − h + a2 in �,

∂a

∂ν
= ∂h

∂ν
= 0 on∂�.

(1.1)

The Gierer–Meinhardt system was used in [5] to model head formation ofHydra, an
animal of a few millimeters in length, made up of approximately 100,000 cells of
about fifteen different types. It consists of a “head” region located at one end along
its length. Typical experiments withhydra involve removing part of the “head” region
and transplanting it to other parts of the body column. Then, a new “head” will form if
the transplanted area is sufficiently far from the (old) head. These observations led to the
assumption of the existence of two chemical substances aslowlydiffusing activator and
a rapidly diffusing inhibitor, whose concentrations at the pointx ∈ � and timet > 0
are represented, respectively, by the quantitiesa(x, t) andh(x, t). Their diffusion rates,
given by the positive constantsd andD are then assumed to be so that thatd 
 D. The
Gierer–Meinhardt system falls within the framework of a theory proposed by Turing [30]
in 1952 as a mathematical model for the development of complex organisms from a
single cell. He speculated that localized peaks in concentration of chemical substances,
known as inducers or morphogens, could be responsible for a group of cells developing
differently from the surrounding cells. Turing discovered through linear analysis that a
large difference in relative size of diffusivities for activating and inhibiting substances
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carries instability of the homogeneous, constant steady state, thus leading to the presence
of nontrivial, possibly stable stationary configurations. Activator-inhibitor systems have
been used extensively in the mathematical theory of biological pattern formation, [17,
18]. Among them system (1.1) has been the object of extensive mathematical treatment
in recent years. We refer the reader to the survey articles [19,34] for a description of
progress made and references.

In particular, it has been a matter of high interest the study of nonconstant positive
steady states, namely solutions of the elliptic system

d�a − a + a2/h = 0 in �,

D�h − h + a2 = 0 in �,

∂a

∂ν
= 0 = ∂h

∂ν
on ∂�.

(1.2)

Problem (1.2) is quite difficult to solve, in general, since it does not havevariational
structure. A first step in studying (1.2) is to study itsshadow system, an idea due to
Keener [15] and Nishiura [28]. Let us observe that dividing the second equation byD,
letting formally D → ∞, and making use of the boundary conditions we obtain that
h = ξ = constant and the system becomes equivalent to

d�a − a + a2/ξ = 0 in �,

ξ = 1

|�|
∫
�

a2, (1.3)

a > 0 in �,
∂a

∂ν
= 0 on∂�.

(This is the so-calledshadow systemassociated to (1.2).) Settingw(y) = ξ−1a(d1/2y)

transforms the system to the scalar equation

�w − w + w2 = 0 in �d,

w > 0 in �d,
∂w

∂ν
= 0 on∂�d.

Here �d denotes the expanding domaind−1/2�. Conversely, a solutionw of this
equation determines one of the system. The study of nonconstant solutions of this and
related equations asd approaches zero has been an object of extensive study in recent
years. Since the domain is expanding asd → 0, it is natural to search for solutionsw
which resemble, after a convenient translation of the origin, a solution of the limiting
problem

�w − w + w2 = 0 in R
n,

0 < w(y) → 0 as|y| → ∞.

(1.4)

It is well known that this problem has a solution forn � 5. This solution is unique
up to translations, and radially symmetric. Solutions of this type, when regarded in
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the original coordinates, exhibitpoint concentration in the activatora (spike shape)
around one or several distinguished points of the closure of the domain� asd → 0.
A number of interesting results concerning this scalar problem have been derived in
recent years. For the subcritical case, we refer the reader to the articles [8,10–12,14,
23,31], and the references therein, starting with the pioneering works [16,20–22]. For
the critical exponent case, we refer to the papers [6,7,9,24], and the references therein.
A good review of the subject is to be found in [19].

In the case of finiteD and bounded domain case, the construction of multiple
peak solutions began with the work of I. Takagi [29]. There he constructed multiple
symmetric peaks in the one-dimensional case. In high-dimensional case, Ni and
Takagi [23] constructed multiple boundary spikes in the case of axially symmetric
domains, assuming thatD is large. Multiple interior spikes for finiteD case in a bounded
two-dimensional domain are constructed in [35,36] and [37]. The stability of multiple
spikes as well as the dynamics of spikes are considered in [1,2,4,13,25–27,33,36,37] and
references therein.

It is of course natural to ask whether these solutions, single or multiple spikes, will
actually correspond to limiting configurations solutions of the full system whenD

becomes finite andd very small. In fact, though tiny, variations of the inhibitor may
lead to localized organized patterns which are lost in the limit. This has been recently
established for the ground-state problem in the real line in [3]. (Similar results have
been obtained independently in [4].) The presence of such steady configurations appears
driven by smallness of therelative sizeσ 2 = d/D of the diffusion rates of the activating
and inhibiting substances. In the shadow system, geometry of the domain is to be held
responsible for the presence of multi-peak patterns (see for example [12]). Let us make
in (1.2) the scaling

u(x) = σ −1a(d1/2x), v(x) = σ −1h(d1/2x).

Then similarly as one gets formally the ground state problem (1.4) from the shadow
system (1.3) we obtain, lettingd → 0 in (1.2) withσ stabilized andn = 2, thelimiting
system

�u − u + u2/v = 0 in R
2,

�v − σ 2v + u2 = 0 in R
2,

u, v > 0, u, v → 0 as|x| → +∞.

(1.5)

This setting is rather natural, since it may correspond to a very large domain with
the pattern formation process taking place only very far away from the boundary. On
the other hand solutions to this problem would play the role of “basic cells” after
scaling, for solutions of the system in a bounded domain. As we will see, a notable
feature of this ground-state problem in the plane is the presence of solutions with
any prescribed number of bumps in the activator as the parameterσ gets smaller.
These bumps are separated from each other at a distance O(| log logσ |) and approach
a single universal profile given by the unique radial solution of (1.4). These solutions
are lost in the limiting shadow-system, since, up to translations, only one ground state
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of Eq. (1.4) exists. This unveils a new side of the rich and complex structure of the
solution set of the Gierer–Meinhardt system in the plane and gives rise to a number
of questions. The multi-bump solutions we predict in the results to follow correspond,
respectively, to bumps arranged at the vertices of ak-regular polygon and at those of two
concentric regular polygons. These arrangements with one extra bump at the origin are
also considered.

In the sequel byU(x) we denote the unique radially symmetric solution of

�U − U + U2 = 0 in R
2,

0 < U(x) → 0 as|x| → ∞.

(1.6)

Let us set

τσ =
(

k

2π
log

1

σ

∫
R2

U2(y) dy

)−1

. (1.7)

Our first result is the following:

THEOREM 1.1. – Let k � 1 be a fixed positive integer. There existsσk > 0 such that,
for each0 < σ < σk, problem(1.5)admits a solution(u, v) with the following property:

lim
σ→0

∣∣∣∣∣τσ uσ (x) −
k∑

i=1

U(x − ξi)

∣∣∣∣∣= 0, (1.8)

uniformly inx ∈ R
2. Here the pointsξi correspond to the vertices of a regular polygon

centered at the origin, with sides of equal lengthlσ satisfying

lσ = log log
1

σ
+ O

(
log log log

1

σ

)
. (1.9)

Finally, for each1 � j � k we have

lim
σ→0

∣∣τσ vσ (ξj + y) − 1
∣∣= 0,

uniformly on compacts iny.

Our second result gives existence of a solution with bumps at vertices of two
concentric polygons.

THEOREM 1.2. –Let k � 1 be a fixed positive integer. There existsσk > 0 such that,
for each0 < σ < σk, problem(1.5)admits a solution(u, v) with the following property:

lim
σ→0

∣∣∣∣∣τσ uσ (x) −
k∑

i=1

[
U(x − ξi) + U

(
x − ξ ∗

i

)]∣∣∣∣∣= 0, (1.10)
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uniformly inx ∈ R
2. Here the pointsξi andξ ∗

i are the vertices of two concentric regular
polygons. They satisfy

ξj = ρσ e
2jπ

k i, ξ ∗
j = ρ∗

σ e
2πj

k i, j = 1, . . . , k,

where

ρσ = 1

|1− e
2πi
k | log log

1

σ
+ O

(
log log log

1

σ

)
,

and

ρ∗
σ =

(
1+ 1

|1− e
2πi
k |
)

log log
1

σ
+ O

(
log log log

1

σ

)
.

A similar assertion to(1.9)holds forvσ , around each of theξi and theξ ∗
i ’s.

THEOREM 1.3. – Letk � 1 be given. Then there exists solutions which are exactly as
those in Theorems1.1and1.2but with an additional bump at the origin. More precisely,
with U(x) added to

∑k
i=1 U(x − ξi) in (1.8)and added to

∑k
i=1[U(x − ξi) + U(x − ξ ∗

i )]
in (1.10).

The method employed in the proof of the above results consists of a Lyapunov–
Schmidt type reduction. Fixingm points which satisfy the constraints

2

3
log log

1

σ
� |ξj − ξi| � b log log

1

σ
,

for all i 
= j and with someb > 1 to be determined later, an auxiliary problem is
solved uniquely, and solutions satisfying the required conditions will be precisely those
satisfying a nonlinear system of equations of the form

ciα(ξ1, ξ2, . . . , ξm) = 0, i = 1, . . . , m, α = 1, 2,

where for such a class of points the functionsciα satisfy

ciα(ξ1, . . . , ξk) = ∂

∂ξiα

[ ∑
i 
=j

F
(|ξj − ξi|)

]
+ εiα, (1.11)

functionF :R+ → R is of the form

F(r) = c7 logr

log 1/σ
+ c8U(r),

c7 andc8 are universal constants and

εiα = O
(

1

(log 1/σ )1+γ

)
,

for someγ > 0. Although (1.11) does not have a variational structure, solutions of the
problemciα = 0 are close to critical points of the functional

∑
i 
=j F (|ξj −ξi|). In spite of
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the simple form of this functional, its critical points are highly degenerate because of the
invariance under rotations and translations of the problem. Thus, to get solutions using
degree theoretical arguments, we need to restrict ourselves to classes of points enjoying
symmetry constraints. This is how Theorems 1.1–1.3 are established. On the other hand,
we believe strongly that finer analysis may yield existence of more complex patterns.
This, as well as the stability of these patterns, are among issues we intend to study in
the future. In this regard, we can mention that the construction of such arrangements of
multi-bumps can be obtained in patterns such as a symmetric six-arm snowflake and a
bounded (hexagonal) honeycomb.

The rest of the paper will be devoted to the proofs of these results. In Section 2 we set
up the scheme of proof, in particular we explain why the constantτσ is the right scaling
factor to get the desired multi-bump expansion. The program there outlined is carried
over the following sections.

2. The scheme of the proof

Our strategy of the proof of the main results is based on the idea of solving the second
equation in (1.5) forv and then working with a nonlocal elliptic PDE rather than directly
with the system. It is however convenient to do this by replacing firstu by τσ u andv by
τσ v, which transforms (1.5) into the problem

�u − u + u2/v = 0 in R
2,

�v − σ 2v + τσ u2 = 0 in R
2,

u, v > 0, u, v → 0 as|x| → +∞.

(2.1)

With the choice of the parameterτσ as in (1.7),

τσ =
(

k

2π
log

1

σ

∫
R2

U2(y) dy

)−1

, (2.2)

we obtain

u ∼
k∑

i=1

U(x − ξi), v ∼ 1,

i.e., the height of the bumps near theξi ’s remains bounded asσ → 0. We should point
out here that the situation is similar in dimensionN = 1, see [3], with the scaling factor
τσ of orderσ −1. On the other hand, in dimensionN � 3, it is not at all clear what the
right scaling factor should be. This difference is due to the behavior of the fundamental
solution of−� + σ 2.
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In the sequel, byT (h) we denote the unique solution of the equation

−�v + σ 2v = τσ h in R
2,

v(x) → 0 as|x| → +∞,

(2.3)

for h ∈ L2(R2), namelyT = τσ (−� + σ 2)−1. Solving the second equation forv in (2.1)
we getv = T (u2), which leads to the nonlocal PDE foru

−�u + u − u2

T (v2)
= 0. (2.4)

We consider pointsξ1, ξ2, . . . , ξk in R
2 which are the candidates for the location of

spikes. We will assume that for someb > 1,

2

3
log log

1

σ
< |ξj − ξi| < b log log

1

σ
∀i 
= j. (2.5)

Let us write

W(x) =
k∑

i=1

U(x − ξi).

We look for a solution to (2.4) in the formu = W + φ, whereφ is a lower order term.
Then, formally, we have

T
(
u2)= T

(
W 2)+ 2T (Wφ) + l.o.t.

where l.o.t. correspond to lower order terms. We denoteV = T (W 2). By K(|y|) we
denote the fundamental solution to−� + 1 in the plane. We can write

T
(
W 2)= τσ

∫
W 2(y)K

(
σ |x − y|)dy ∼ τσ

k∑
i=1

∫
U2(x − ξi)K

(
σ |x − y|) dx

where the integration extends over allR
2. For |x| = o(σ −1) we haveK(σ |x|) =

− 1
2π

log(σ |x|) + O(1). Using this, and the definition ofτσ we get that near theξi ’s,

V (x) = 1+ l.o.t.

Arguing similarly we get

T (Wφ) = ω

∫
Wφ dx + l.o.t., ω = τσ

2π
log

1

σ
= 1

k
∫

U2
.

Then

u2

v
= W 2 + 2Wφ + l.o.t.

V + T (Wφ) + l.o.t.
= W 2

V
+ 2Wφ − W 2ω

∫
Wφ + l.o.t.
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Substituting all this in (2.4) we obtain the equation forφ

−�φ + (1− 2W)φ + 2ωW 2
∫

Wφ = S + N(φ), (2.6)

whereS = �W − W + W2

V
andN(φ), defined by

N(φ) =
[

(W + φ)2

T ((W + φ)2)
− W 2

V
− 2Wφ + 2W 2ω

∫
Wφ

]
,

represents higher order terms inφ.
Thus we have reduced the problem of finding solutions to (2.1) to the problem of

solving (2.6) forφ. We set ∂W
∂ξjα

= Zjα . Rather than solving directly problem (2.6), we
consider first the following auxiliary problem: given pointsξi , find a functionφ such
that for certain constantsciα the following equation is satisfied:

Lφ = S + N(φ) +∑
j,α

cjαZjα, (2.7)

〈φ, Zjα〉 = 0, j = 1, . . . , k, (2.8)

where

Lφ = −�φ + (1− 2W)φ + 2ωW 2
∫

Wφ (2.9)

and〈·, ·〉 denotes theL2 inner product.
We will prove in Section 4 that this problem is uniquely solvable within a class of

small functionsφ for all points (ξ1, . . . , ξk) satisfying constraints (2.5). Besides, the
resulting constantsciα(ξ1, . . . , ξm) admit the expansion (1.11). We will of course get a
solution of the full problem whenever the pointsξi are adjusted in such a way that all of
ciα ’s vanish. We show the existence of such points in Section 5, where Theorems 1.1–1.3
are finally established. In remainder of the paper we rigorously carry out the program
outlined above. In particular, we will need to understand invertibility properties of the
linear operatorL first. We will do this in the next section.

3. The linear operator

PROPOSITION 3.1. – Let U be the unique, positive, radially symmetric solution to
(1.6).

(a) There exists a positive constantµ0 such that, asr → ∞, the following formula
holds

U(r) = µ0r−1/2e−r
[
1+ O(r−1)

]
.

MoreoverU ′(r) < 0, r > 0 andU ′(r) = −U(r)[1+O(r−1)], asr → ∞; a similar
formula holds forU ′′(r).

(b) Let L0 = −� + (1− 2U)id. Then we have

Ker(L0) = span
{

∂U

∂x1
,

∂U

∂x2

}
.
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(c) Let L be the operator defined in(2.9)and let

L∗φ = −�φ + (1− 2W)φ + 2ωW

∫
W 2φ

be its formal adjoint. If we denote

Zjα = ∂W

∂ξjα

,

then, for allj = 1, . . . , k, α = 1, 2, we have

LZjα = o
(

exp
(

−1

2
min
l 
=m

|ξl − ξm|
))

,

L∗Zjα = o
(

exp
(

−1

2
min
l 
=m

|ξl − ξm|
))

.

Similar estimates hold for Sobolev norms ofLZjα andL∗Zjα .

We shall carry out the analysis of the linear operatorL in a framework of weightedL∞
spaces. For this purpose we consider the following norms for a function defined onR

2:
given pointsξ1, . . . , ξk we define

‖φ‖∗ = sup
x∈R2

e2µmini�k |x−ξi |∣∣φ(x)
∣∣, (3.1)

where 0< µ < 1/8 is a fixed number. We also consider

‖h‖∗∗ = sup
x∈R2

e3µmini�k |x−ξi |∣∣h(x)
∣∣. (3.2)

This choice of norms will become clear later. In the sequel we will not emphasize the
dependence of the norms of a particular value ofµ. We first consider a problem that will
later give rise to the finite-dimensional reduction. Given a functionh, ‖h‖∗∗ < ∞ find a
φ and constantscjα, j = 1, . . . , k, α = 1, 2, such that one has

Lφ = h +∑
j,α

cjαZjα in R
2,

φ(x) → 0 as|x| → ∞,

〈φ, Zjα〉 = 0 for j = 1, . . . , k, α = 1, 2.

(3.3)

By c we will denote a vector with componentscjα .
We refer to a pair(φ, c) as a solution to (3.3). We have the following existence result

for (3.3).
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THEOREM 3.1. – There exist positive numbersR and C such that, for any points
ξ1, . . . , ξk satisfying|ξi − ξj | > R for all i 
= j , and h locally Hölder continuous with
‖h‖∗∗ < ∞, problem(3.3)has a unique solutionφ = T (h) andc = c(h). Moreover,

∥∥T (h)
∥∥∗ � C‖h‖∗∗. (3.4)

The main ingredient in the proof of this result is the following lemma.

LEMMA 3.1. –Assume thatξn
j , j = 1, . . . , k, are such thatmini 
=j |ξn

i − ξn
j | → ∞,

‖hn‖∗∗ → 0, and thatφn solves

Lφn = hn +∑
j,α

cn
jαZjα in R

2,

φn(x) → 0 as|x| → ∞,

〈φn, Zjα〉 = 0 for j = 1, . . . , k, α = 1, 2.

Then‖φn‖∗ → 0.

Proof. –We will argue by contradiction. Without loss of generality we can assume
that‖φn‖∗ = 1. Our first observation is thatcn

jα → 0. Indeed, multiplying the equation
by Zjα and integrating by parts we get

〈
φn, L∗Zjα

〉= cn
jα

∫
Z2

jα + ∑
(m,β) 
=(j,α)

cn
mβ〈Zmβ, Zjα〉 + 〈hn, Zjα〉.

Using Proposition 3.1, by rather standard calculations, it follows thatcn
jα → 0 asn → ∞.

Our next goal is to prove that∫
Wφn → 0 asn → ∞.

To this end consider test function

Z = x · ∇W + 2W

and let

L0 = −� + (1− 2U)id.

We first claim that

L0Z = −2W + o(1).

Indeed if we setuλ(x) = λ2W(λx), then

�uλ(x) = λ2uλ − u2
λ +∑

i 
=j

U(λx − ξi)U(λx − ξj ).

SinceZ = ∂uλ

∂λ
|λ=1 the claim follows now from Proposition 3.1 and the above.
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Decomposeφn = anW + ψn where〈W, ψn〉 = 0. ThenLψn = L0ψn and we have

o(1) = 〈Lφn, Z〉 = an〈LW, Z〉 + 〈L0ψn, Z〉.

But

〈L0ψn, Z〉 = 〈ψn, L0Z〉 = −2〈W, ψn〉 + o(1) = o(1)

and

〈LW, Z〉 = 〈W 2, Z
〉+ o(1) = 1

3

∫
x · ∇W 3 + 2

∫
W 3 + o(1) = 4

3

∫
W 3 + o(1).

It follows that an → 0, or 〈W, φn〉 = o(1). Going back to the equation satisfied byφn,
we see then that

−�φn + (1− 2W)φn = o(1)

(
W 2 +∑

j,α

Zjα

)
+ hn ≡ gn + hn,

with ‖gn‖∗∗ → 0. We can rewrite this relation as

φn(x) =
∫

K
(|x − y|)(2Wφn + gn + hn) dy ≡ I + II + III ,

whereK is the fundamental solution of−� + 1 in R
2.

Using the definition of the norm‖ · ‖∗ and normalization‖φn‖∗ = 1 we get

I � 2
∫

K
(|x − y|)W(y)

∣∣φn(y)
∣∣dy

� 2
∫

K
(|x − y|)W(y)e−2µminj�k |y−ξj | dy

� Ce−(1+2µ) minj�k |x−ξj |.

Furthermore we have

II � o(1)

∫
K
(|x − y|)[W 2(y) +∑

j,α

|Zjα|
]

dy � o(1)e−minj�k |x−ξj |.

Finally we get

III � C‖hn‖∗∗
∫

K
(|x − y|)e−3µminj�k |y−ξj | dy

� o(1)

∫
K
(|x − y|)e−3µminj�k |y−ξj | dy

� o(1)e−3µminj�k |x−ξj |.

Combining the above inequalities we obtain

∣∣φn(x)
∣∣� ν0e−3µminj�k |x−ξj |, (3.5)
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with someν0 > 1 independent onn. Consequently,

e 2µminj�k |x−ξj |∣∣φ(x)
∣∣� ν0e−µminj�k |x−ξj |.

Since‖φn‖∗ = 1, the above inequality implies that at least for one indexm we have

sup{
|x−ξm|< logν0

µ

} ∣∣φn(x)
∣∣> ν−2

0 .

We setφ̃n(y) = φn(y + ξm). A standard compactness argument then yields the existence
of a subsequence ofφ̃n which converges uniformly over compacts to a nontrivial solution
φ of the equation

−�φ + (1− 2U)φ = 0,

which decays exponentially to zero at infinity. Moreover,〈φn, Zjα〉 = 0, estimate (3.5)
and Dominated Convergence Theorem yield

〈
φ,

∂U

∂yα

〉
= 0, α = 1, 2,

hence, from Proposition 3.1, we obtainφ ≡ 0. We have reached a contradiction which
concludes the proof of the lemma.✷

Proof of Theorem 3.1. –Let us set

H = {φ ∈ H 1(
R

N
) | 〈φ, Zjα〉 = 0, j = 1, . . . , k, α = 1, 2

}
.

Observe thatφ solves problem (3.3) if and only ifφ ∈H satisfies

∫
(∇φ∇ψ + φψ) − 〈2Wφ, ψ〉 + 2ω〈W, φ〉〈W 2, ψ

〉= 〈h, ψ〉, ∀ψ ∈H.

This equation that can be rewritten inH in the form

φ + S(φ) = h̄, (3.6)

whereS is a linear compact operator inH andh̄ ∈ H.
Using Fredholm’s alternative to show that this equation is uniquely solvable it suffices

to check that Eq. (3.6) for̄h ≡ 0 has only the zero solution. To this end, we can just
assume the opposite, namely the existence of pointsξn

i such that|ξn
i − ξn

j | → ∞, so that
φn solves

L(φn) =∑
j,α

cn
jαZjα in R

2,

φn(x) → 0 as|x| → ∞,

〈φn, Zjα〉 = 0 j = 1, . . . , k, α = 1, 2,
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and ‖φn‖∗ = 1. But this contradicts the previous lemma. Once we knowφ we can
determine a uniquec from the system of equations

cjα

∫
Z2

jα + ∑
(m,β) 
=(j,α)

cmβ〈Zmβ, Zjα〉 = 〈φ, L∗Zjα

〉− 〈h, Zjα〉.

Estimate (3.4) follows now immediately from Lemma 3.1.✷
4. Basic estimates

In this section and those to follow, we make the following assumptions on the points
ξ1, . . . , ξk:

2

3
log log

1

σ
� |ξi − ξj | ∀i 
= j, (4.1)

and for a certain numberb > 1

|ξi| � b

2
log log

1

σ
∀i. (4.2)

The estimates obtained below will be uniform on pointsξi satisfying these constraints,
and valid for all sufficiently smallσ > 0. Observe that from (4.2) it follows

|ξi − ξj | � b log log
1

σ
, i 
= j.

We also notice that from our argument in the following sections one can show that it
suffices to takeb > 20.

For the rest of this section as well as in the remainder of this paper the same symbol
γ will designate different positive numbers taken in each step smaller if necessary.

Our immediate purpose is to work out estimates for the solutionV of the problem

−�V + σ 2V = τσ

[
k∑

i=1

U
(|x − ξi|)

]2

,

V (x) → 0 as|x| → ∞,

whereτσ is given in (2.2) Denote byZ0 the solution of

−�Z0 + σ 2Z0 = U
(|x|)2

,

Z0(x) → 0 as|x| → ∞,

and byθij (x), i 
= j , that of

−�θ + σ 2θ = U
(|x − ξi|)U(|x − ξj |),

θ(x) → 0 as|x| → ∞.

(4.3)
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Then we have

V (x) = τσ

k∑
i=1

Z0
(|x − ξi|)+ τσ

∑
i 
=j

θij (x).

We will now studyZ0(|x|). Let K(|x|) be the fundamental solution of

−�K + K = δ0,

whereδ0 is the Dirac mass at the origin.

LEMMA 4.1. –The following expansion ofK holds:

K(r) = − 1

2π
logr + c1 + c2r2 logr + ψ(r),

for 0 < r < 1, whereψ is a smooth function, withψ(0) = 0, ψ ′(0) = 0 and c1, c2 are
universal constants.

Proof. –Let h(r) = K(r) + 1
2π

logr . Thenh satisfies

−�h + h = 1

2π
logr,

h(1) = K(1).

Consequently,h is a radially symmetric function which is of classC1 in B(0, 1). More
precisely, it can be written in the form:

h(r) = c1 + c2r2 logr + ψ(r),

with ψ as in the statement of the lemma, and the desired expansion follows.✷
Our next purpose is to estimateZ0(x) in the range|x| < 10b log log 1

σ
. Our starting

point is thatZ0 can be represented in the following form:

Z0
(|x|)=

∫
K
(
σ |x − y|)U2(|y|) dy.

We can expandZ0 as

Z0
(|x|)= − 1

2π

∫
log
(
σ |x − y|)U2(|y|)dy + c1

∫
U2 + O

(
σ 2 logσ

)
,

whenever|x| < 10b log log 1
σ

. The quantity O(σ 2 logσ ), as well as its derivative, is
small, uniformly inx in this range.

Let us consider now the quantity

H
(|x|)= − 1

2π

∫
log |x − y|U2(|y|) dy. (4.4)
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H(r) can be written explicitly, forr > 1, as

H(r) = c4 −
r∫

1

ds

s

s∫
0

U2(ρ)ρ dρ,

for a certain constantc4. Hence, for|x| > 1,

H
(|x|)= −(log |x|) ∫ U2 + f

(|x|)

wheref and its derivative are uniformly bounded.
Let us now consider the functionsθij (x) given in (4.3). Sinceθij can be represented

as

θij (x) =
∫

K
(
σ |x − y|)U(y − ξi)U(y − ξj ) dy.

Then, for|x| < 10b log log 1
σ

, the following uniform expansion holds

θij (x) = − 1

2π

∫
log
(
σ |x − y|)U(y − ξi)U(y − ξj ) dy

+ c1

∫
U(y − ξi)U(y − ξj ) dy + o(σ ).

Using Proposition 3.1 one can show that there is aγ > 0 such that

∫ (
c1 − 1

2π
log|x − y|

)
U(y − ξi)U(y − ξj ) dy = O

(
1

(log 1/σ )γ

)
,

uniformly on|x| < 10b log log 1
σ

; a similar estimate holds for the derivative of the above
expression with respect tox. Let us set

δ∗
(|z|)=

∫
U(y)U(y − z) dy. (4.5)

We have that|U(y)| � Ce−|y|, hence, forρ = |z|−1, ẑ = ρz,

δ∗
(|z|)� Ce−(1−ρ)|z|

∫
e−ρ(|x|+|x−z|) dx � Ce−|z||z|2

∫
e−(|y|+|y−ẑ|) dy.

This implies

δ∗
(|z|)� Ce−|z||z|2. (4.6)

A similar estimate is valid for the derivative ofδ∗. Hence

δ∗
(|ξi − ξj |)� Ce−|ξi−ξj ||ξi − ξj |2.

Thus, combining the above estimates we obtain:



M. DEL PINO ET AL. / Ann. I. H. Poincaré – AN 20 (2003) 53–85 69

LEMMA 4.2. –
(a) The following estimate holds uniformly for|x| < 10b log logσ

V (x) = 1+ τσ

k∑
i=1

H
(|x − ξi|)+ c5

∑
i 
=j

δ∗
(|ξj − ξi|)+ O

(
1

log 1/σ

)
.

A similar estimate holds for the derivatives ofV with respect tox. The function
H(|x|) is given by(4.4)and, for|x| > 1, has the expansion,

H
(|x|)= −(log|x|) ∫ U2 + f

(|x|)
with a smooth, boundedf . The functionδ∗ is given by (4.5) and satisfies
estimate(4.6).

(b) If |x| > 10b log logσ then the following lower estimate is true

V (x) � c6

log 1/σ
e−2σ |x|. (4.7)

Estimate (4.7) can be proven by using a suitable barrier function. We omit the details.

5. Further estimates

For brevity we shall denoteUi(x) = U(|x − ξi|) andW =∑k
i=1 Ui . Our purpose in

this section is to derive estimates for the quantity

S ≡ �W − W + W 2

V
, (5.1)

which can be rewritten as

S = W 2

V
−

k∑
i=1

U2
i .

Our first result is the following:

LEMMA 5.1. –Let the numberµ > 0 in the definition of the norm‖ · ‖∗∗ be such that
µ < 1/6. For all pointsξi satisfying constraints(4.1), (4.2), and all sufficiently smallσ
we have

‖S‖∗∗ � 1

(log 1/σ )1/2+γ
,

whereγ > 0.

Proof. –Let us assume first|x| < 10b log log 1
σ

. We write

S = 1− V

V

k∑
i=1

U2
i + V −1

∑
i 
=j

UiUj = I1 + I2. (5.2)
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To begin with, observe that, in the region under consideration,

V = 1+ O
(

1

(log1/σ )1−δ

)
,

for anyδ > 0. Hence

I1 =
(

k∑
i=1

U2
i

)
O
(

1

(log 1/σ)1−δ

)
.

On the other hand,

V −1UiUj � 2UiUj � Ce−3µ(|x−ξi |+|x−ξj |)/2e−(1−3µ/2)|ξi−ξj |.

Hence

I2 � Ce−3µmini |x−ξi | 1

(log 1/σ)
2
3 (1−3µ/2)

in this region. Choosingµ < 1/6, we then get

|S| � Ce−3µmini |x−ξi | 1

(log 1/σ )
1
2+γ

, 0 < γ < 1/6− µ, (5.3)

for all smallσ , provided that|x| < 10b log log 1
σ

.
Assume now|x| > 10b log log 1

σ
. Then, recalling estimate (4.7), we get, assuming also

thatb > 1,

|S| � C log
1

σ

(
k∑

i=1

U2
i

)
eσ |x| � C log

1

σ

(
k∑

i=1

U2
i

) 1
2

e− 7
2 log log 1

σ

�
(

C log
1

σ

)−1

e−mini |x−ξi |. (5.4)

Combining relations (5.3) and (5.4), the assertion of the lemma immediately fol-
lows. ✷

Another quantity whose estimates will be crucial for the remaining arguments is

I =
∫

SZiα. (5.5)

We shall consideri = 1 = α only, since the other cases are similar. Observe that
∂U(x−ξ1)

∂ξ11
= − ∂U(x−ξ1)

∂x1
and thus we have

−I =
∫

(1− V )V −1
k∑

i=1

U2
i

∂U

∂x1
(x − ξ1) dx

+
∫

V −1
∑
i 
=j

UiUj

∂U

∂x1
(x − ξ1) dx = I1 + I2.
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We will estimate separatelyI1 andI2. In fact we will find the following expansions:

I2 = −c7
∂

∂ξ11

∑
j 
=1

U(ξj − ξ1) + O
(

1

(log 1/σ)1+γ

)
(5.6)

and

I1 = −c8
∂

∂ξ11

∑
i 
=1

log |ξi − ξ1|
logσ

+ O
(

1

(log 1/σ )1+γ

)
. (5.7)

Herec7 andc8 are absolute constants andγ some positive number.
We will establish first (5.6). Using Lemma 4.2 we obtain

∫
V −1

∑
i 
=j

UiUj

∂U1

∂x1
=
∫ ∑

i 
=j

UiUj

∂U1

∂x1
+ O

(
1

(log 1/σ)1+γ

)
.

Let us estimate
∫

UiUj
∂U1
∂x1

for i 
= j . We observe that ifi, j 
= 1, then

∫
UiUj

∂U1

∂x1
= O

(
e−|ξi−ξ1|−|ξi−ξ1|)= O

(
1

(log 1/σ )4/3

)
.

On the other hand, ifi = 1, j 
= 1 we get∫
U1Uj

∂U1

∂x1
= −1

2

∂

ξ11

∫
U2(x − ξ1)U(x − ξj ) dx.

To analyze this last quantity, we will use the following intermediate result.

LEMMA 5.2. –Let h(|x|) be a nonnegative, radially symmetric function such that
h(|x|) � Ce−α|x| for some1 < α � 2 and let

F(z) =
∫

h
(|x|)U(x − z) dx.

There is a numberc5 > 0 such that

F(z) = c5U(z) + ψ(z),

whereψ(z), as well as its derivative, satisfyψ(z) = O(e−αr) asr → +∞.

Proof. –Let us observe thatF is radially symmetric and satisfies

−�F(z) + F(z) =
∫

h
(|x|)U(x − z)2 dx ≡ h0(z).

Thush0 is radially symmetric, and|h0(z)| � Ce−α|z|. Using the ODE satisfied byF we
see that it can be represented, thanks to the variation of parameters formula, as

F(r) = λ0K(r) − K(r)

∞∫
r

ds

sK(s)2

∞∫
s

h0(t)K(t)t dt,
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where

λ0 =
∞∫

0

ds

sK(s)2

∞∫
s

h0(t)K(t)t dt > 0.

Similarly, sinceU satisfies

−�U(z) + U(z) = U(z)2,

we get, with

λ1 =
∞∫

r

ds

sK(s)2

∞∫
s

U2(t)K(t)t dt > 0,

that

U(r) = λ1K(r) − K(r)

∞∫
r

ds

sK(s)2

∞∫
s

U2(t)K(t)t dt.

Then, choosingc5 = λ0
λ1

, the result of the lemma follows with

ψ(r) = K(r)

∞∫
r

ds

sK(s)2

∞∫
r

[
h0(t) − c5U2(t)

]
K(t)t dt.

This concludes the proof.✷
Using Lemma 5.2, we thus get that for a certain universal constantc7 > 0,

∫
U2(x − ξ1)U(x − ξj ) dx = 2c7U(ξj − ξ1) + O

(
e−2|ξj −ξ1|),

with a similar estimate for its derivative. Hence∫
V −1

∑
i 
=j

UiUj

∂U1

∂x1
= −c7

∂

ξ11

∑
j 
=1

U(ξj − ξ1) + O
(

1

(log1/σ )1+γ

)
,

and estimate (5.6) thus follows.
Let us continue now withI1. Using Lemma 4.2 we get

I1 = −
∫ k∑

i=1

U(x − ξi)
2

{
k∑

j=1

τσ H
(|x − ξj |)+ c5

k

∑
j 
=l

δ∗
(|ξj − ξl|)

}

× ∂U

∂x1
(x − ξ1) dx + O

(
1

(log1/σ )1+γ

)

whereH is given by (4.4) andδ∗ by (4.5). Let us first estimate

gijl =
∫

U(x − ξi)
2δ∗
(|ξj − ξl|) ∂U

∂x1
(x − ξ1) dx,
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with j 
= l. For i = 1 this term is zero, while fori 
= 1 we can estimate, using (4.6) and
Lemma 5.2,

|gijl | � |ξj − ξl|2e−|ξj −ξl |−|ξi−ξ1| = O
(

1

(log 1/σ )1+γ

)
.

Let us consider now the terms

Iij =
∫

U(x − ξi)
2H
(|x − ξj |) ∂U

∂x1
(x − ξ1) dx.

First we observe that the term corresponding toi = j = 1 vanishes, by symmetry. Ifi
andj are both different, and both different from 1, then the resulting term is of lower
order, more precisely

Iij =
∫

U(x − ξi)
2H
(|x − ξj |) ∂

∂x1
U(x − ξ1) dx

=
∫

U2 ∂

∂ξ11

∫
U
(
x − (ξi − ξ1)

)2
log
(∣∣x − (ξj − ξ1)

∣∣)U(x) dx + O
(

1

(log 1/σ)γ

)

= C
∂

∂ξ11
log
∣∣(ξj − ξ1)

∣∣U(ξi − ξ1) + O
(

1

(log 1/σ )γ

)
= O

(
1

(log 1/σ)γ

)
.

On the other hand, ifi = 1,

I1j = −1

3

∂

∂ξ11

∫
U(x)3H

(∣∣x − (ξj − ξ1)
∣∣)dx

= 1

3

∫
U2 ∂

∂ξ11

∫
U(x)3 log

(∣∣x − (ξj − ξ1)
∣∣)dx + O

(
1

(log 1/σ)γ

)

= c8
∂

∂ξ11
log
(|ξj − ξ1|)dx + O

(
1

(log1/σ )γ

)
.

Now, as forIi1, we get

Ii1 =
∫

U
(
x − (ξi − ξ1)

)2
H
(|x|) ∂U

∂x1
(x) dx = O(e−|ξi−ξ1|) = O

(
1

(log1/σ )γ

)
.

Combining the above estimates immediately yields (5.7).
Hence we have found that∫

SZ11 =∑
j 
=1

∂

∂ξ11

[
c7U(ξj − ξ1) + c8

log |ξj − ξ1|
logσ

]
+ O

(
1

(log 1/σ )1+γ

)
.

Thus, we obtain the following result:

LEMMA 5.3. –There exists aγ > 0 such that for all pointsξi satisfying (4.1)
and(4.2)we have,

∫
SZjα = ∑

m
=j

∂F (|ξj − ξm|)
∂ξjα

+ O
(

1

(log 1/σ )1+γ

)
,
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where

F(r) = c8
logr

log 1/σ
+ c7U(r)

andc7, c8 are universal constants.

6. The finite-dimensional reduction

We will carry out the finite-dimensional reduction process sketched in the first part
of the paper. As in the previous section, we shall assume that the pointsξi satisfy (4.1)
and (4.2). Recall from Section 2 that the original problem was recast in the form

−�u + u = u2

T (u2)
. (6.1)

Rather than solving this directly we consider instead the problem of findingA such that
for certain constantsciα one has

−�A + A = A2

T (A2)
+∑ ciαZiα (6.2)

and 〈A − W, Ziα〉 = 0 for all i, α. Rewriting A = W + φ we get that this problem is
equivalent to

−�φ + φ − 2Wφ + 2W 2ω

∫
Wφ

= �W − W + W 2

V

(W + φ)2

T ((W + φ)2)
− W 2

V
− 2Wφ + 2W 2ω

∫
Wφ +∑ ciαZiα

= S + N(φ) +∑ ciαZiα (6.3)

and

〈φ, Ziα〉 = 0 for all i, α. (6.4)

Using the operatorT introduced in Proposition 3.1, we see that the problem is then
equivalent to finding aφ ∈H so that

φ = T
(
S + N(φ)

)≡ Q(φ).

We will show that this fixed point problem has a unique solution in a region of the form

B =
{

φ ∈H
∣∣∣‖φ‖∗ � 1

(log1/σ )1/2+γ

}
, (6.5)

for someγ > 0, provided thatσ is sufficiently small.
We recall that from Lemma 4.1,

‖S‖∗∗ � 1

(log 1/σ )1/2+γ
,
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for someγ > 0. On the other hand,N(φ) admits the estimate provided by the following
lemma.

LEMMA 6.1. –Assume that‖φ‖∗ � 1
(log1/σ)1/2+γ for someγ > 0. Then

∥∥N(φ)
∥∥∗∗ � C

[
1

(log 1/σ)2(1−2µ)/3
+ ‖φ‖∗

]
‖φ‖∗

provided thatµ in the definition of∗- and ∗∗-norm andb in (4.1), (4.2) are such that
µ < 1

8 and 1
µ

< b, andσ is taken sufficiently small.

Proof. –Let us assume first|x| > 10b log logσ , whereµ is as in the definitions of the
∗- and∗∗-norms. We observe that using a suitable barrier one can show that in this range
of x we have

T
(
(W + φ)2)� C

log 1/σ
eσ |x|.

Let minj � k|x − ξj | = |x − ξi|. Then

e 3µ|x−ξi |∣∣N(φ)
∣∣

� e3µ|x−ξi |
[

2WφV + φ2 − 2W 2T (Wφ) − WT (φ2)

V T ((W + φ)2)
− 2Wφ + 2ωW 2

∫
Wφ

]

� C log
1

σ
e3µ|x−ξi |e 2σ |x|(W |φ| + φ2 + W 2‖φ‖∗ + W‖φ‖2

∗
)

� C log
1

σ
e(3µ+2σ)|x−ξi|[e−|x−ξ |(|φ| + |φ|∗ + ‖φ‖2

∗
)+ φ2]

� C log
1

σ
e(−3µ+2σ)|x−ξi |(‖φ‖∗ + ‖φ‖2

∗
)

� 1

(log1/σ )2

(‖φ‖∗ + ‖φ‖2
∗
)
. (6.6)

Provided that1
µ

< b andσ is taken sufficiently small.
Let us consider now the case|x| < 10b log logσ . We decomposeN(φ) in the form

N(φ) = N1(φ) + N2(φ),

where

N1(φ) = (W + φ)2
[

1

T ((W + φ)2)
− 1

V
+ 2T (Wφ)

V 2

]
−
[
(2W + φ)φ

2T (Wφ)

V 2

]

and

N2(φ) = −2φW

(
1− 1

V

)
+ 2W 2

[
ω

∫
Wφ − T (Wφ)

V 2

]
+ φ2

V
.
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We have thatT ((W + φ)2) = V + 2T (Wφ) + T (φ2). On the other hand,V (x) =
1+ O( 1

(log1/σ)1−δ ) in this range, for anyδ > 0. Also,

T (Wφ) = ω

∫
Wφ + O

(
1

(log 1/σ )1−δ

)
‖φ‖∗

and in particular|T (Wφ)| = O(‖φ‖∗). Likewise, andT (φ2) = O(‖φ‖2∗). Combining
these facts we obtain∣∣N1(φ)

∣∣� (W 2 + φ2)T (φ2) + C
[(

2Wφ + φ2)∣∣T (Wφ)
∣∣]

� Ce−4µmini�k |x−ξi |‖φ‖2
∗.

A similar analysis yields

∣∣N2(φ)
∣∣� C

(log 1/σ )1−δ

(|φ|W + W 2‖φ‖∗
)+ C|φ|2

� Ce−4µmini�k |x−ξi |
(

‖φ‖2
∗ + 1

(log1/σ )2(1−2µ)/3
‖φ‖∗

)
,

hence

Ce3µmini�k |x−ξi |∣∣N(φ)
∣∣� (‖φ‖2

∗ + 1

(log 1/σ)2(1−2µ)/3
‖φ‖∗

)

for |x| < 10b log log 1
σ

. Combining this estimate with (6.6), yields the result of the
lemma. ✷

Using the definition of the corresponding norms, splitting different ranges ofx as in
the above proof, it is readily checked that the following holds: If

‖φi‖∗ <
1

(log 1/σ )1/2+γ
, i = 1, 2,

then, givenε > 0, for all σ sufficiently small one has that

∥∥N(φ1) − N(φ2)
∥∥∗∗ � ε‖φ1 − φ2‖∗.

Proposition 3.1 implies that the operatorQ is a contraction mapping in the setB defined
in (6.5). On the other hand, takingγ = 1

8 − µ, we also get from the above lemma that
Q mapsB into itself. Banach fixed point theorem, then yields the existence of a unique
fixed point ofQ in this region, which depends continuously in the∗-norm on the points
ξi . We summarize this result in the following proposition:

PROPOSITION 6.1. –There is a numberγ > 0 such that for all sufficiently smallσ
and all pointsξi satisfying(4.1), (4.2)we have the existence of a unique solution to(6.3),
(6.4), φ = φ(ξ1, . . . , ξk) and c = c(ξ1, . . . , ξk) which satisfies‖φi‖∗ < (log 1

σ
)−1/2−γ .

Besides,(φ, c) depend continuously on theξi ’s.
In addition the following formula holds for the componentscjα of c:

cjα = bjα + εjα, j = 1, . . . , k, α = 1, 2, (6.7)
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with

bjα = ∑
m
=j

∂F (|ξj − ξm|)
∂ξjα

,

the error termsεjα which satisfy

εjα = O
(

1

(log 1/σ)1+γ

)
,

and

F(r) = c7U(r) + c8
logr

logσ
.

Proof. –We only need to prove the formula forcjα ’s. Let us observe that theciα satisfy
the relations

∑
i,α

cıα〈Ziα, Zjβ〉 = −〈S, Zjβ〉 − 〈N(φ), Zjβ

〉+ 〈φ, L∗(Zjβ)
〉
,

which define an “almost diagonal” system, from which thecjα ’s can be solved for
uniquely. The main term in the above expansion is given by〈S, Zjβ〉. To obtain estimates
for these numbers, which will equal thecjβ ’s at leading order, we observe that

∣∣〈φ, L∗(Zjβ)
〉∣∣� O

(
1

(log 1/σ)
2
3

)
‖φ‖∗ = O

(
1

(log 1/σ)1+γ

)
.

Formula (6.7) is now an immediate corollary of Lemma 5.3, Lemma 6.1, and the
expressions found for theciα ’s. ✷

In the following section we will find that pointsξi that make allciα ’s vanish indeed
exist, satisfying the conditions in Theorems 1.1–1.3.

7. The reduced problem

7.1. Invariance of c under permutations ofξ̂

In the remainder of this paper we will denoteξ̂ = (ξ1, . . . , ξk), and c = c(ξ̂ ) =
(c1, . . . , ck), whereξj = ξj1 + iξj2, cj = cj1 + icj2 andi is the imaginary unit.

In this section we will study the effect of permutating the components ofξ̂ on
the values of functionc. We think of the components of̂ξ as complex numbers and
consider only such permutations which act onξj ’s. As before we assume thatξj ’s satisfy
conditions (4.1), (4.2).

LEMMA 7.1. –LetE be a permutation of the components of a vectorξ̂ = (ξ1, . . . , ξk)

∈ R
2k. The following statements hold:
(i) L(ξ̂) = L(Eξ̂).
(ii) S(ξ̂ ) = S(Eξ̂).
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(iii) N(W(ξ̂ ), ψ) = N(W(Eξ̂), ψ), for any functionψ ∈ H 1.
(iv) c(Eξ̂) = Ec(ξ̂ ) andφ(Eξ̂) = φ(ξ̂ ).
(v) Suppose thatEj is a permutation which leaves thej th coordinate of̂ξ invariant.

Thencj (Ej ξ̂ ) = cj (ξ̂ ) = (Ej c(ξ̂ ))j .

Proof. –
(i) Observe thatW(ξ̂) = W(Eξ̂) and W 2(ξ̂ ) = W 2(Eξ̂). It follows that for any

functionψ

L(ξ̂)ψ = −�ψ + [1− W(ξ̂)
]
ψ + 2ωW 2(ξ̂ )

∫
W(ξ̂)ψ = L(Eξ̂)ψ.

Observing thatV (ξ̂ ) = V (Eξ̂) and using explicit formulas forS andN we easily prove
(ii) and (iii). We omit the details.

(iv) For eachξ̂ there is a unique solution(φ(ξ̂ ), c(ξ̂ )) to

L(ξ̂)φ(ξ̂ ) = R
(
W(ξ̂ )

)+ N
(
W(ξ̂), φ

)+∑
j,α

cjα(ξ̂ )Zjα(ξ̂ )

〈
φ(ξ̂ ), Zjα(ξ̂ )

〉= 0.

Let φ̃(ξ̂ ) = φ(Eξ̂). Then, by (i)–(iii) (φ̃(ξ̂ ), c(Eξ̂)) satisfies

L(ξ̂)φ̃(ξ̂ ) = R
(
W(ξ̂)

)+ N
(
W(ξ̂), φ̃

)+∑
j,α

cjα(Eξ̂)Zjα(Eξ̂)

〈
φ̃(ξ̂ ), Zjα(Eξ̂)

〉= 0.

Since vectorsZ(ξ̂ ) and Z(Eξ̂) differ only by the permutationE of their
components therefore by uniqueness we obtain thatc(ξ̂ ) andc(Eξ̂) also differ
only by the same permutationE of their components, namelyEc(ξ̂ ) = c(Eξ̂).
This completes the proof of (iv).

The last statement is an easy consequence of (iv). The proof of the lemma is
complete. ✷
7.2. Reducing number of equations for concentric polygons

We recall that speaking of components ofc we mean the complex numberscj .
We begin with a corollary which shows that if we impose certain symmetries on the

set of spikes then the number of equations can be reduced.

COROLLARY 7.1. –
(i) Let ϑ ∈ (0, 2π) be given and suppose thatξ̂ is such that̂ξ seen as a subset ofC

is invariant under the rotation byϑ (we will denote the resulting vector byeiϑ ξ̂ ).
Then, knowingk − 1 components ofc(ξ̂ ) suffices to determine allk components
of c(ξ̂ ).
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(ii) Let ξ̂ be given and letξ̂ denote a vector whose components are complex

conjugates of̂ξ . Assume that there is a permutationE such thatEξ̂ = ξ̂ and
that for somej we haveξ̄j = ξj . Thenc̄j (ξ̂ ) = cj (ξ̂ ). A similar statement holds if

Eξ̂ = iξ̂ .

Proof. –
(i) Observe that ifξ̂ satisfies the assumptions of the corollary then rotation of the

components of̂ξ by angleϑ is also a permutation of̂ξ . By Lemma 7.1 we then
haveeiϑc(ξ̂ ) = c(eiϑ ξ̂ ) and (i) follows.

(ii) By the assumptionE is a permutation of̂ξ which leavesξj invariant. Using (v)
of Lemma 7.1 we know then that taking complex conjugates of the componentsc
is a permutation ofc, which leavescj invariant. The second part of the statement
follows by the same argument.✷

7.3. Proof of Theorem 1.1

If k = 1 andξ̂ = ξ1 = 0 then from Corollary 7.1(ii) we obtainc= c1 = 0.
We assume thatk > 1 and letP be a regulark polygon

P = {(z1, . . . , zk) | zj = e iθj , θj = 2π(j − 1)/k, j = 1, . . . , k
}
.

We will denote

β1 = ∣∣1− e iθ1
∣∣.

Consider set

Mk =
{

(ξ1, . . . , ξk)
∣∣∣ ξj = rzj ,

2

3
log log

1

σ
< rβ1 <

b

2
log log

1

σ

}
.

We want to findr such that

c(rz1, . . . , rzk) = 0.

Observe that (7.3) is a system of 2k equations with just one unknownr . However we
claim that sincezj ’s are vertices of a regulark polygon therefore by the results of
previous subsection we can reduce the number of equations to just 1. We will presently
prove this claim.

First observe that for eachj, 1 < j � k, rotation of the components ofξ̂ by θj is a
permutation of the components ofξ̂ therefore the same is true for the components ofc.
It follows that it suffices to know just one ofcj ’s to determine the rest.

Let’s say that we want to findc1 = Rec1 + iIm c1. As Imξ1 = 0, from Corollary 7.1
we know that Imc1 = 0. Thus it suffices to solve a single scalar equation

Rec1(rz1, . . . , rzk) = 0.

We know that

Rec1(rz1, . . . , rzk) =
k∑

j=2

∂F (|ξ1 − ξj |)
∂ξ11

+ ε11,
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where, forξj = rzj , we have

k∑
j=2

∂F (|ξ1 − ξj |)
∂ξ11

k∑
j=2

[
c8

r log1/σ |1− e iθj | + c7U ′(r|1− eiθj |)]1− cosθj

|1− eiθj | .

It is easy to see from the asymptotic formulas forU and the above that asrβ1 varies
between2

3 log log 1
σ

< rβ1 < 3
2 log log 1

σ
the expression for Rec1 changes sign. Thus

there existsρσ such that

Rec1
(
ρσ z1, . . . , ρσ zk

)= 0.

Since the remaining components ofc can be obtained by rotatingc1, therefore we have
thatc(ρσ z1, . . . , ρσ zk) = 0.

Using the asymptotic formulas forU ′(r) for large r we can easily show thatρσ

satisfies

ρσ = log log
1

σ
+ 1

2
log log log

1

σ

[
1+ o(1)

]
.

This ends the proof of the first part of the theorem.
To prove the second part we define

z1 = 0, zj = e2πi(j−2)/(k−1), j = 2, . . . , k,

and

Mk,1 =
{

(ξ1, . . . , ξk)
∣∣∣ ξj = rzj ,

2

3
log log

1

σ
< rβ1 <

b

2
log log

1

σ

}
.

Observe that by Corollary 7.1(iii) we havec1(ξ1, . . . , ξk) ≡ 0 if ξ̂ ∈Mk,1.
In order to show thatcj (rz1, . . . , rzk) = 0, j = 2, . . . , k, we use the invariance of the

set{ξ2, . . . , ξk} with respect to rotations to reduce the number of equations to one and
then we use basically the same argument as in the case considered above. The details are
omitted.

7.4. Proof of Theorem 1.2

Let k = 2n be a positive integer,k > 2 andQ2n ⊂ R
2 be a set of points defined by

Q2n =

ξ̂ | ξj =




rzj , j = 1, . . . , n, 2
3 log log 1

σ
< rβ1 < b

2 log log 1
σ

Rzj, j = n + 1, . . . , 2n, r + 1 < R


 ,

wherezj = e 2πi(j−1)/k, j = 1, . . . , k.
We want to show that there existsξ̂ ∈ Q2n such that

c(ξ̂ ) = 0.

The system we need to solve now is a system of 2k = 4n equations with two variables
r, R. First we will show that this system can be reduced to a system of two equations
with two unknowns.
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To this end observe that because of the invariance of the “inner” polygon (i.e., set
{ξ1, . . . , ξn}) with respect to rotations byθj we only need to know one of the components
amongc1, . . . , cn. Similarly because of the invariance of the outer polygon we only
need to know one of the components amongcn+1, . . . , c2n. This reduces the number
of equations to 4. In addition symmetry ofQ2n with respect tox axis and the fact that
Im ξ1 = 0 = Im ξn+1 implies Imc1 = 0= Im cn+1. Consequently it suffices to solve

Rec1(ξ̂ ) = 0,

Recn+1(ξ̂ ) = 0,

whereξ̂ ∈ Q2n depends onr, R.
Unlike in the case of Theorem 1.1 it is not immediately obvious that system (7.4) has

a solution. Because of that we need a preliminary step. Letr0, r1 > 0 and define a vector
field g(r0, r1) ∈ R

2 by

g1(r0, r1) = c8

log 1/σ log log 1/σ

[(
β1 + 1

1+ β−1
1

) k∑
j=2

1− cosθj

|1− e iθj |

+
k∑

j=1

(1+ 2β−1)(1− cosθj )

|1+ β−1
1 (1− e iθj )|2

]

+ 2c7U ′(r0β1)
1− cosθ1

β1
,

g2(r0, r1) = c8

log 1/σ log log 1/σ

(
1

1+ β−1
1

k∑
j=2

1− cosθj

|1− e iθj |

+
k∑

j=1

1+ β−1
1 (1− cosθj )

|1+ β−1
1 (1− e iθj )|2

)

+ c7U ′(r1).

We will first show thatg(r0, r1) = 0 for some(r0, r1) and then use the topological degree
argument to solve (7.4).

LEMMA 7.2. –There exists(r̃0, r̃1) such thatg(r̃0, r̃1) = 0 and

r̃0 = 1

β1

(
log log

1

σ
+ 1

2
log log log

1

σ

[
1+ o(1)

])
,

r̃1 = log log
1

σ
+ 1

2
log log log

1

σ

[
1+ o(1)

]
.

Moreover, for eachM ∈ (0, 1) the topological degree ofg(r0, r1) is well defined in the
ball BM = {[(r0− r̃0)

2+(r1− r̃1)2]1/2 < M log log log 1
σ
} and we havedeg(g, 0, BM) = 1.

Proof. –Since the equations for(r0, r1) are uncoupled the existence and the asymp-
totic formulas for(r̃0, r̃1) follow by a straightforward calculations using the asymptotic
formulas forU ′. It is also easy to see that inBM , (r̃0, r̃1) is a unique zero ofg.
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We will show now that deg(g, 0, BM) = 1. First observe that

Dg(r̃0, r̃1) =
(

2U ′′(r̃0β1)(1− cosθ1) 0

0 U ′′(r̃1)

)
.

By the asymptotic formulas forU ′′ andr̃0, r̃1 for smallσ we have detDg > 0.
The proof is complete. ✷
We go back now to solving (7.4). By straightforward calculations we get forξ̂ ∈ Q2n

Rec1(ξ̂ )

=
k∑

j=2

F ′(r|1− e iθj |)1− cosθj

|1− eiθj | +
k∑

j=1

F ′(|r − Reiθj |)r − R cosθj

|r − Reiθj | + ε11,

Recn+1(ξ̂ )

=
k∑

j=2

F ′(R|1− eiθj |)1− cosθj

|1− eiθj | +
k∑

j=1

F ′(|R − reiθj |)R − r cosθj

|R − reiθj | + εn+1 1.

We consider(r, R − r) ∈ BM , whereM > 0 is to be determined. For(r, R − r) ∈ BM

there existsγ > 0 such that

U ′(r|1− eiθj |)= O
(

1

(log 1/σ )1+γ

)
, j = 2, . . . , n,

U ′(|R − reiθj |)= O
(

1

(log 1/σ )1+γ

)
, j = 2, . . . , n,

U ′(R|1− eiθj |)= O
(

1

(log 1/σ )1+γ

)
, j = 1, . . . , n.

We can write, by using the asymptotic formulas forεj ,

Rec1(ξ̂ ) = c8

log 1/σ

(
k∑

j=2

1− cosθj

r|1− eiθj |2 +
k∑

j=1

r − R cosθj

|r − Reiθj |2
)

+ 2c7U ′(r|1− eiθj |)1− cosθ1

β1

− c7U ′(R − r) + O
(

1

(log 1/σ )1+γ

)
,

Recn+1(ξ̂ ) = c8

log 1/σ

(
k∑

j=2

1− cosθj

R|1− eiθj |2 +
k∑

j=1

R − r cosθj

|r − Reiθj |2
)

+ c7U ′(R − r) + O
(

1

(log 1/σ )1+γ

)
.

We set r = r0, r1 = R − r0. Then solving system (7.4) is equivalent to solving
f (r0, r1) = 0 wheref = (f1, f2) and
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f1(r0, r1) = c8

log 1/σ

(
k∑

j=2

(2r0 + r1)(1− cosθj )

r0(r0 + r1)|1− eiθj |2 +
k∑

j=1

(2r0 + r1)(1− cosθj )

|r1 + r0(1− eiθj )|2
)

+ 2U ′(r0|1− eiθj |)1− cosθ1

β1
+ O

(
1

(log 1/σ )1+γ

)
,

f2(r0, r1) = ck

log 1/σ

(
k∑

j=2

1− cosθj

(r0 + r1)|1− eiθj |2 +
k∑

j=1

r1 + r0(1− cosθj )

|r1 + r0(1− eiθj )|2
)

+ U ′(r1) + O
(

1

(log 1/σ )1+γ

)
.

For eacht ∈ [0, 1] we consider now a vector fieldht = tf + (1− t)g. Using Lemma 7.2
we know thath0(r̃0, r̃1) = 0 and deg(h0, 0, BM) = 1. It suffices to show that there exists
M > 0 such that

ht(r0, r1) 
= 0, (r0, r1) ∈ ∂BM.

To this end we writerm = r̃m + ρm, m = 0, 1. If (r0, r1) ∈ ∂BM then |(ρ0, ρ1)| =
M log log log 1

σ
and thus max{|ρ0|, |ρ1|} � M√

2
log log log 1

σ
.

We also have

1

r0
+ 1

r0 + r1
= 1

log log 1/σ

[
β1 + 1

1+ β−1
1

+ O
(

log log log1/σ

log log 1/σ

)]

and therefore

c8

log 1/σ

k∑
j=2

(2r0 + r1)(1− cosθj )

r0(r0 + r1)|1− eiθj |2

= c8

log1/σ log log 1/σ

(
β1 + 1

1+ β−1
1

) k∑
j=2

1− cosθj

|1− eiθj |

+ O
(

1

log1/σ (log log 1/σ )1+κ

)
,

with some κ ∈ (2/3, 1). Similarly calculating other terms involving(r0, r1) in the
expressions for(f1, f2), usingg(r̃0, r̃1) = 0 and Proposition 3.1 we get

ht
1(r0, r1) = 2c7

[
U ′((r̃0 + ρ0)|1− eiθj |)− U ′(r̃0|1− eiθj |)]1− cosθ1

β1

+ O
(

1

log 1/σ (log log 1/σ )1+κ

)

= 2c7µ0e−β1(r̃0+ηρ0) (1− cosθ1)ρ0

β1(r̃0 + ηρ0)1/2
+ O

(
1

log 1/σ (log log 1/σ )1+κ

)
,

whereη ∈ [0, 1] and the last equality follows from the Mean Value Theorem and the
asymptotic formula forU ′′. Likewise (with the sameη as above) we have

ht
2(r0, r1) = c7µ0e−(r̃1+ηρ1) ρ1

(r̃0 + ηρ0)1/2
+ O

(
1

log 1/σ (log log 1/σ )1+κ

)
.
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It follows
∣∣ht(r0, r1)

∣∣� C

log 1/σ (log log 1/σ )1+M

∣∣(ρ0, ρ1)
∣∣+ O

(
1

log 1/σ (log log 1/σ )1+κ

)

� C max{|ρ0|, |ρ1|}
log 1/σ (log log 1/σ )1+M

+ O
(

1

log 1/σ (log log 1/σ )1+κ

)

� C log log log 1/σ

log 1/σ (log log 1/σ )1+M
+ O

(
1

log 1/σ (log log 1/σ )1+κ

)
> 0

and therefore (7.2) is satisfied provided thatM < κ/2 and σ is sufficiently small.
Consequentlyf , hence(Rec1, Recn+1), has a zero inBM . The proof is complete. ✷
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