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Abstract. We discuss differentiability properties of convex functions on Heisen-
berg groups. We show that the notions of horizontal convexity (h-convexity) and
viscosity convexity (v-convexity) are equivalent and that h-convex functions are
locally Lipschitz continuous. Finally we exhibit Weierstrass-type h-convex func-
tions which are nowhere differentiable in the vertical direction on a dense set or
on a Cantor set of vertical lines.
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1. – Introduction

Convex functions in Euclidean space play an important role in partial dif-
ferential equations, especially in the theory of fully non-linear PDE’s (see [1],
[6], [7], [8]). This fact has motivated the development of a theory of convex
functions on Heisenberg groups (cf. [17]) and more generally on Carnot groups
(cf. [10]) with applications towards subelliptic fully nonlinear PDE’s on such
groups.

Lu, Manfredi and Stroffolini have transposed the notion of convexity in the
viscosity sense (v-convexity) to the sub-Riemannian setting of the Heisenberg
group. Using results about viscosity solutions of the subelliptic ∞-Laplacian
by Bieske ([5]), they proved that v-convex functions on the Heisenberg group
are locally Lipschitz continuous.

A dual approach to convexity on Carnot groups is provided by the work
of Danielli, Garofalo and Nhieu [10]. Here the starting point is the more
algebraic notion of weak H-convexity which we refer to as horizontal convexity
or h-convexity. One of the main results of [10] is that locally bounded h-convex
functions are locally Lipschitz continuous.
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Two interesting questions arise: the first one concerns the relationship
between these two notions of convexity. It has been proved in [17] that upper
semicontinuous h-convex functions on the Heisenberg group are v-convex. Does
the reverse implication also hold? Our first result gives an affirmative answer
to this question.

Theorem 1.1. v-convex functions on Heisenberg groups are h-convex.

Remark 1.1. A different proof of this result, which uses the latest develop-
ments of the general PDE machinery for Carnot groups and more generally for
sub-Riemannian geometries, has been recently communicated to us by J. Man-
fredi.

The second question is whether the extra assumption of local boundedness
from [10] can be removed in the proof of the local Lipschitz continuity of
h-convex functions on the Heisenberg groups. The main result of this paper is
to show that this is indeed the case.

Theorem 1.2. h-convex functions on Heisenberg groups are locally Lipschitz
continuous.

Here Lipschitz continuity is understood with respect to the sub-Riemannian
Carnot-Carathéodory metric. This is a weaker notion than the Euclidean Lip-
schitz continuity which definitely fails for h-convex functions on the Heisen-
berg group (see Theorem 1.3 below). Nevertheless, by Pansu’s differentiability
theorem ([21]), this implies that h-convex functions are differentiable almost
everywhere in horizontal directions.

In the second part of the paper, we address the question of second order
differentiability of h-convex functions on Heisenberg groups. Recall that by
the celebrated theorem of Alexandrov, convex functions defined on Euclidean
spaces are twice differentiable almost everywhere (cf. [12]). A key step in the
proof of this theorem is to show that the second order mixed partial derivatives
of convex functions are Radon measures. Under the assumption that the mixed
horizontal derivatives of a given function defined on some open set of a Carnot
group exist as Radon measures, L. Ambrosio and V. Magnani (cf. [3], [18], see
also [15] and [11]) have obtained a counterpart of the Alexandrov theorem for
Carnot groups. In the meanwhile, C. Gutiérrez and A. Montanari (cf. [14]) have
shown that in the setting of the first Heisenberg group, the mixed horizontal
derivatives of a (continuous) h-convex function are Radon measures. In a very
recent preprint (cf. [11]), D. Danielli, N. Garofalo, D.-M. Nhieu and F. Tournier
have obtained the same impressive result in general Carnot groups of step two.
More precisely, in the setting of the first Heisenberg group, the result reads as
follows: if u is a (continuous) h-convex function, then [X1, X2]u = −4T u is a
locally square integrable function.

However, the notion of h-convexity is less rigid than its Euclidean counter-
part, and in particular does not imply pointwise almost everywhere differentia-
bility on single vertical lines. In the last section we exhibit interesting examples
of h-convex functions with highly irregular behaviour in the vertical direction
on sparse sets of vertical lines.
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Theorem 1.3.

(i) There exists an h-convex function u : H1 → R whose restriction to a dense set
of vertical lines is nowhere differentiable.

(ii) There exists an h-convex function u : H1 → R whose restriction to a positive
dimensional Cantor set of vertical lines is nowhere differentiable.

The paper is organized as follows. In Section 2 we recall the background
and terminology and prove Theorem 1.1. In Section 3 we give the proof of
Theorem 1.2. The last section is devoted to the proof of Theorem 1.3.

Acknowledgements. It is a pleasure to thank Juan Manfredi for his valu-
able comments on a preliminary version of the paper.

2. – v-convexity implies h-convexity

In this section we recall the basic definitions needed in the rest of the
paper and we give a proof of Theorem 1.1.

In the following,

Hn ≡ R
2n+1 ≡ {(x, t) | x ∈ R

2n, t ∈ R}

denotes the n-th Heisenberg group with the group law

(x, t) ∗ (x ′, t ′) =
(

x + x ′, t + t ′ + 2
n∑

i=1

(x ′
i xn+i − xi x

′
n+i )

)
.

One can check that the unit element is 0 ∈ R
2n+1 and that the inverse of

p = (x, t) is p−1 = (−x, −t). In the setup of the Heisenberg groups, the
Euclidean translations and dilations on R

2n+1 are replaced by left translations

lp : Hn → Hn; lp(q) = p ∗ q

(p ∈ Hn) and anisotropic dilations

δr : Hn → Hn; δr (x, t) := (r x, r2t)

(r > 0). Clearly, (δr )r>0 is a group of automorphisms of Hn .
Metrics on Hn which are compatible with left translations and dilations

are called left invariant, homogeneous metrics. It turns out that any two such
metrics are comparable. Left invariant, homogeneous distances on Hn can be
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obtained in several ways. One possibility is to consider the distance induced
by the Heisenberg gauge ‖ · ‖H which is given by

(2.1) ‖(x, t)‖H :=
(

n∑
i=1

(x2
i + x2

n+i )
2

)2

+ t2


1
4

.

‖ · ‖H is obviously homogeneous with respect to dilations. It is a well-known
(although non-trivial) fact that the gauge is also subadditive in the sense that
‖p ∗ q‖H ≤ ‖p‖H + ‖q‖H whenever p, q ∈ Hn (cf. [9]). Consequently,

(2.2) dH (p, q) := ‖p−1 ∗ q‖H

defines a left invariant, homogeneous metric on Hn , the so-called Heisenberg
metric. By the above definition, it is immediate that

(2.3)
1

C
dE(p, q) ≤ dH (p, q) ≤ C(dE (p, q))

1
2

for B ⊆ Hn bounded, p, q ∈ B and 0 < C = C(B) < ∞ (where dE denotes the
Euclidean metric on Hn ≡ R

2n+1). This shows that dH induces the Euclidean
topology on Hn . However, the Hausdorff measures induced by dE and dH are
quite different; we refer to the recent results in [4] on this subject.

The differential structure on Hn is determined by the left invariant vector
fields

X1, . . . , X2n, T

where

Xi = ∂

∂xi
+ 2xn+i

∂

∂t
, Xn+i = ∂

∂xn+i
− 2xi

∂

∂t
(i = 1, . . . , n)

are the so-called horizontal vector fields and

T = ∂

∂t
.

The only non-trivial bracket relation is [Xi , Xn+i ] = −4T (i = 1, . . . , n).

Definition 2.1. The horizontal plane at p = (x, t) ∈ Hn is

HpHn := p + d0lp(H0Hn) ,

where d0lp is the differential of the left translation lp : Hn → Hn at 0 and

H0Hn := {(x ′, 0) | x ′ ∈ R
2n}
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is the horizontal plane at 0. Hence

HpHn = lp(H0Hn) =
{(

x + x ′, t + 2
n∑

i=1

(x ′
i xn+i − xi x

′
n+i )

) ∣∣∣ x ′ ∈ R
2n

}
.

Observe that HpHn is just the 2n-dimensional hyperplane p+span
R
(V1, . . . ,

. . . V2n), where Vi is the coordinate vector of Xi with respect to the basis
( ∂

∂x1
, . . . , ∂

∂x2n
, ∂

∂t ).
The main issue in analysis on the Heisenberg groups is that the classi-

cal first and second order differential operators are considered only in terms
of horizontal vector fields. Likewise, convexity is defined with regard to the
horizontal directions. Let us recall the notion of weak H-convexity (we use
h-convexity) due to X. Cabré and L. Caffarelli and studied in [10] and [17]:

Definition 2.2. Let � ⊆ Hn be open. u : � → R is said to be h-convex if
the restriction of u to the segment [p, q] is a convex function whenever p ∈ �

and [p, q] ⊆ � ∩ HpHn .

Here [p, q] denotes the convex closure (in the Euclidean sense) of the set
{p, q}.

C2 smooth convex functions in R
n are characterized by the positivity of

the Hessian. The analog of the Hessian in Heisenberg groups is defined below.

Definition 2.3. Let � ⊆ Hn be open and u : � → R. If Xi X j u (x, t)
exist for all 1 ≤ i, j ≤ 2n for some (x, t) ∈ �, then the matrix

Hsym u(x, t) =
(

1

2
(Xi X j u (x, t) + X j Xi u (x, t))

)
i, j=1,... ,2n

is called the symmetrized horizontal Hessian of u at (x, t).

As in the case of Euclidean spaces, it turns out that for sufficiently regular
functions, the symmetrized horizontal Hessian characterizes h-convexity. Indeed,
by [10, Theorem 5.11], a function u : � ⊆ Hn → R such that Xi X j u exists
and is continuous in � for all 1 ≤ i, j ≤ 2n is h-convex if and only if Hsym u
is positive semidefinite everywhere in �.

The concept of viscosity allows to extend the notion of positive semidefinite
symmetrized horizontal Hessian to functions u for which Hsym u may fail to
exist or to be continuous and to take this notion as a starting point for a theory
of convex functions on Heisenberg groups.

Definition 2.4. Let � ⊆ Hn be open and u : � → R be upper semicon-
tinuous. u is said to be convex in the viscosity sense, or just v-convex, if

Hsym u ≥ 0 in � in the viscosity sense .
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That is, if p ∈ �, U ⊆ � is an open neighbourhood of p and φ ∈ C2(U )

touches u from above at p (meaning φ(p) = u(p) and φ(q) ≥ u(q) for
q ∈ U ), then

Hsym φ(p) ≥ 0 .

Remark 2.1. The above notions of convexity are compatible with the
group structure: if u : � → R is h-convex (respectively v-convex) and p ∈ Hn ,
r > 0 then u ◦ lp : lp−1(�) → R and u ◦ δr : δ 1

r
(�) → R are h-convex

(respectively v-convex). Moreover, given a family (un : � → R)n∈N of h-
convex functions (v-convex functions), u := supn∈N

un is h-convex (v-convex)
as well. Also, if (un : � → R)n∈N are h-convex functions converging pointwise
to some u : � → R, then u is h-convex. Finally, observe that functions
u : R

2n+1 ≡ Hn → R which are convex in the Euclidean sense are both h- and
v-convex.

We now give a proof of Theorem 1.1. The main idea is the same as in the
Euclidean case (cf. [16]) and uses the fact that the differential structure on Hn

does not change in the vertical direction.

Proof of Theorem 1.1. Let us suppose that u : � → R is v-convex but
not h-convex. After appropriate left translation, dilation, addition of an affine
mapping R

2n+1 → R and multiplication with a positive constant, we can assume
that there exist a unit vector v in H0Hn and an open bounded set U such that

{λ · v | λ ∈ [−1, 1]} ⊆ U ⊆ U ⊆ � ,

u(0) = 0, u(−v) ≤ −2 and u(v) ≤ −2 .

Let v1 := v, v2n+1 := (0, . . . , 0, 1), (v1, . . . , v2n+1) be an orthonormal basis of
R

2n+1 and
M := max{u(x, t) | (x, t) ∈ U } .

By [17, Theorem 3.1] u is continuous and so M < ∞. For a ≥ 0 and ε > 0,
consider the function φa : Hn → R defined by

φa

(
2n+1∑
i=1

αivi

)
= a − α2

1 +
2n∑

i=2

α2
i

ε2
+ α2

2n+1

ε

and the domain

Dε =
{

2n+1∑
i=1

αivi ∈ U

∣∣∣∣ 2n∑
i=2

α2
i

ε2
+ α2

2n+1

ε
< M + 2, |α1| < 1

}
.

The intuitive geometric idea behind the definition of Dε is that Dε will become
very thin in the orthogonal complement of the 2-dimensional subspace spanned
by v1 and v2n+1 compared to its size in this subspace as ε ↓ 0. In view of

d2

dλ2
φa(λv1 + α2n+1v2n+1) = −2



REGULARITY OF CONVEX FUNCTIONS ON HEISENBERG GROUPS 853

(meaning that φa is uniformly concave on the horizontal line {λv1 +α2n+1v2n+1|
λ ∈ R} independently of a and ε), it is reasonable to expect that Hsym φa will
fail to be positive semidefinite on Dε for sufficiently small ε. We now show
that this is indeed the case.

Claim 2.1. There exists ε0 > 0 such that Hsym φa fails to be positive
semidefinite on Dε for all 0 < ε < ε0 and all a ≥ 0.

Proof of Claim 2.1. Let p = ∑2n+1
i=1 αivi ∈ Dε . Then |αi | ≤ √

M + 2 ε

for i = 2, . . . , 2n. Observe that

p ∗ δλv1 = (α1 + λ)v1 +
2n∑

i=2

αivi + (α2n+1 + 2λy)v2n+1

with |y| ≤ cε for some constant c not depending on ε, a or p. One then
computes

φa(p ∗ δλv1) = a − (α1 + λ)2 +
2n∑

i=2

α2
i

ε2
+ α2

2n+1 + 4λα2n+1 y + 4λ2 y2

ε
.

Differentiating twice with respect to λ, we obtain

d2

dλ2
φa(p ∗ δλv1) = −2 + 8y2

ε
≤ −2 + 8c2ε .

This shows that there exists ε0 s.t. 0 < ε < ε0 implies

d2

dλ2
φa(p ∗ δλv1) ≤ −1

for λ ∈ [0, 1], a ≥ 0 and p ∈ Dε . By [10, Proposition 5.2], it follows that
Hsym φa fails to be positive semidefinite everywhere in Dε .

It remains to show that we can choose 0 < ε < ε0 and a0 ≥ 0 such that φa0
touches u from above at some point p0 ∈ Dε . The following claim is the main
step toward this goal.

Claim 2.2. There exists 0 < ε < ε0 such that for a ≥ 0 we have the
inequality

φa

(
2n+1∑
i=1

αivi

)
> u

(
2n+1∑
i=1

αivi

)
on the boundary ∂ Dε .

Proof of Claim 2.2. To see this, we divide ∂ Dε in two parts:

∂1 Dε =
{

2n+1∑
i=1

αivi ∈ U

∣∣∣∣ 2n∑
i=2

α2
i

ε2
+ α2

2n+1

ε
≤ M + 2, |α1| = 1

}
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and

∂2 Dε =
{

2n+1∑
i=1

αivi ∈ U

∣∣∣∣ 2n∑
i=2

α2
i

ε2
+ α2

2n+1

ε
= M + 2, |α1| < 1

}
.

Consider first the set ∂1 Dε . Notice that −v1 = −v, v1 = v ∈ ∂1 Dε . Observe
that

φa ≥ a − 1 ≥ −1

on ∂1 Dε independently of a ≥ 0 and ε > 0, while u(−v) ≤ −2 and u(v) ≤ −2.
By continuity of u, the inequality follows on ∂1 Dε for 0 < ε < ε1, where
ε1 < ε0 does not depend on a. For the points of ∂2 Dε on the other hand, we
have

φa

(
2n+1∑
i=1

αivi

)
= a − α2

1 + M + 2 > a + M + 1 ≥ M + 1 > u

(
2n+1∑
i=1

αivi

)
.

Let us now observe that for a = 0 φa(0) = u(0) = 0, while for large values
of a clearly

φa(p) > u(p) on Dε .

Therefore
a0 := inf{a > 0 | φa(p) > u(p) on Dε}

is well defined and satisfies a0 ≥ 0. By definition of a0, there exists p0 ∈ Dε s.t.

φa0(p0) = u(p0)

and
φa0(p) ≥ u(p)

for all p ∈ Dε . Notice that since φa0 > u on ∂ Dε , we have p0 ∈ Dε . This
means that φa0 touches u from above at p0.

In view of Claim 2.1, Hsym φa0 (p0) fails to be positive semidefinite, con-
tradicting the v-convexity of u and concluding the proof.

3. – Lipschitz continuity of h-convex functions

We start with a few preparatory lemmas. We include the short proofs for
the sake of completeness.

Lemma 3.1. Let a > 0, f : [−4a, 4a] → R convex.

(i) If x ∈ [−a, a] and M := max{ f (−4a), f (4a), | f (x)|}, then −5M is a lower
bound for f on [−4a, −2a] ∪ [2a, 4a].

(ii) If M := max{ f (−4a), | f (−3a)|, | f (3a)|, f (4a)}, then −11M is a lower
bound for f on [−2a, 2a].
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Proof.
(i) Consider y ∈ [−4a, −2a]. Then x = (1 − λ)y + λ4a with some λ ≤ 5/8.

Hence
(1 − λ) f (y) + λ f (4a) ≥ f (x)

and

f (y) ≥ 8

3
( f (x) − λ f (4a)) ≥ 8

3

(
−13

8
M

)
≥ −13

3
M ≥ −5M .

A similar computation works for y ∈ [2a, 4a].
(ii) Consider x ∈ [−2a, 0]. 3a = (1 − λ)x + λ4a for some λ ≤ 5/6. Thus

(1 − λ) f (x) + λ f (4a) ≥ f (3a) ,

so

f (x) ≥ 6( f (3a) − λ f (4a)) ≥ 6
(

−11

6
M

)
≥ −11M .

A similar computation works for x ∈ [0, 2a].

Lemma 3.2. Let � ⊆ Hn be open, u : � → R be h-convex, p ∈ �, (x, 0) ∈
H0Hn and define p′ = p ∗ (x, 0) and p′′ = p ∗ (−x, 0). Suppose that [p′, p′′] ⊆ �.
Then u is convex on [p′, p′′].

Proof. We have p′′ = p′ ∗ (−x, 0) ∗ (−x, 0). Now observe that (−x, 0) ∗
(−x, 0) ∈ H0Hn .

Lemma 3.3. Let p1 �= p2 ∈ R
m and define q1 := p1 + 1

4 (p2 − p1) and
q2 := p1 + 3

4 (p2 − p1). Let f : [p1, p2] → R be convex and bounded by some M
on [p1, p2]. Then u satisfies a 8M

|p2−p1| - Lipschitz condition on [q1, q2].

Proof. Let ρ := |q2−q1|
2 = |p2−p1|

4 , p �= p′ ∈ [q1, q2] and consider p′′ :=
p′ + ρ

p′−p
|p′−p| ∈ [p1, p2]. By definition,

p′ = |p′ − p|
ρ + |p′ − p| p′′ + ρ

ρ + |p′ − p| p .

By convexity of f , we have

f (p′) − f (p) ≤ |p′ − p|
ρ + |p′ − p| ( f (p′′) − f (p)) ≤ |p′ − p|

ρ
2M .

Interchanging p and p′ in the above estimate gives the claim.

We now give the proof of Theorem 1.2. We start by giving a detailed
proof in the case n = 1, � = H1 in order to illustrate the main ideas in the
most simple case, and then briefly indicate how the proof extends to higher
dimensions. The main point in the proof is to show the local boundedness of
h-convex functions. The first result is formulated as:
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Proposition 3.4. h-convex functions u : H1 → R are locally bounded.

The proof is divided in two parts. In the first part we prove that h-convex
functions on H1 are locally bounded above and we use this result in the second
part to prove that h-convex functions on H1 are locally bounded below. In
each part the local boundedness is extended successively to sets of increasing
topological dimension.

Proof. In the following, M > 0 is a positive generic constant whose exact
value is not important and can change in different instances.

Step I. Local upper bound for u on a vertical line.
Consider the horizontal segments

L+ := {(1, −s, 2s) | − 1 ≤ s ≤ 1} and L− := {(−1, s, 2s) | − 1 ≤ s ≤ 1} .

By Lemma 3.2, u is convex on L+ and L−. Consequently, there exists an
upper bound M for u on L+ ∪ L−.

For any −1 ≤ t ≤ 1 consider the horizontal line segment S(t) passing
through (0, 0, 2t) and connecting the points (1, −t, 2t) and (−1, t, 2t). u is
convex on S(t) by Lemma 3.2. Since the endpoints of S(t) are contained in
L+∪L−, it follows that M is an upper bound for u on the set {(0, 0, t) | |t | ≤ 2}.

Let us observe that the invariance of h-convexity by dilations and left
translations implies that u is bounded above on any vertical segment (although
the bound may depend on the segment under consideration).

Step II. Local upper bound for u on a vertical plane.
We want to prove the upper boundedness of u on the 2-dimensional square

Q2 = {(x1, x2, t) ∈ H1 | |x1| ≤ 1, x2 = 0, |t | ≤ 1} .

By step I, u is bounded above by some constant M on the segments

Q1
1 = {(−1, 0, t) | − 1 ≤ t ≤ 1} and Q1

2 = {(1, 0, t) | − 1 ≤ t ≤ 1} .

For any −1 ≤ t ≤ 1 consider the horizontal line segment S(t) passing through
(0, 0, t) and connecting the points (−1, 0, t) and (1, 0, t). u is convex on S(t).
It follows that M is an upper bound for u on Q2.

Observe that a similar construction yields an upper bound for u on the
square

{(x1, x2, t) ∈ H1 | x1 = 0, |x2| ≤ 1, |t | ≤ 1} .

Step III. Local upper bound for u on a full dimensional set.
Consider the 3-dimensional cube

Q3 = {(x1, x2, t) ∈ H1 | max{|x1|, |x2|, |t |} ≤ 1} .

By step II and invariance of h-convexity by left translations and dilations, it
follows that u is bounded above by some constant M on the faces of Q3 which
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are parallel to the vertical axis. Now given any point (x, y, t) lying inside
the cube, we consider the segment obtained by intersecting the line through
(0, 0, t) and (x, y, t) with the faces of the cube. The convexity of u on this
segment and the fact that the boundary values are bounded above by M show
that u(x, y, t) ≤ M . Hence M is an upper bound for u in the whole cube.

In order to obtain a local lower bound for u, we give an argument which
is similar to the above and makes use of Lemma 3.1 and of the existence of
a local upper bound.

Step I. Local lower bound for u on a vertical line segment.
Consider again the square

Q2 = {(x1, x2, t) ∈ H1 | |x1| ≤ 1, x2 = 0, |t | ≤ 1}
contained in a vertical plane and the segment

S := {(s/2, 2, s) | − 1 ≤ s ≤ 1}
which is parallel to the horizontal segment {(s/2, 1, s) | − 1 ≤ s ≤ 1} and lies
in the horizontal plane at (0, 1, 0) (but is not itself horizontal). u is bounded
above by some constant M on Q2 and S. Consider the family of horizontal
rays starting at some p ∈ S and passing through (0, 1, 0). This family of rays
intersects Q2 precisely in the segment

S̃ := {(s/2, 0, s) | − 1 ≤ s ≤ 1} .

Since u is convex on each such ray, Lemma 3.1 (i) yields a lower bound
M ′ = M ′(M, |u(0, 1, 0)|) for u on S̃. Consider now the horizontal segments
{(s, 0, t) | − 1 ≤ s ≤ 1} for |t | ≤ 1

2 which intersect S̃ in (t/2, 0, t). A
second application of Lemma 3.1 (i) gives u(−1, 0, t), u(1, 0, t) ≥ M ′′, where
M ′′ = M ′′(M, M ′). Hence M ′′ is a lower bound for u on the vertical segments

Q1
1 = {(−1, 0, t) | |t | ≤ 1/2} and Q1

2 = {(1, 0, t) | |t | ≤ 1/2} .

Let us remark again that the invariance of h-convexity by dilations and left
translations implies that u is now bounded on any vertical segment (although
the bound may depend on the segment under consideration).

Step II. Local lower bound for u on a vertical plane.
By step I, we can assume that |u| is bounded by some M on the vertical

segments

Q1
1 = {(2, 0, t) | |t | ≤ 1}, Q1

2 = {(−2, 0, t) | |t | ≤ 1} ,

Q1
3 = {(3/2, 0, t) | |t | ≤ 1}, and Q1

4 = {(−3/2, 0, t) | |t | ≤ 1} .

Considering the horizontal segments {(s, 0, t) | − 2 ≤ s ≤ 2} for |t | ≤ 1 and
applying Lemma 3.1 (ii), we obtain a lower bound for u on Q2.



858 ZOLTÁN M. BALOGH – MATTHIEU RICKLY

Observe that a similar construction yields a lower bound for u on the square

{(x1, x2, t) ∈ H1 | x1 = 0, |x2| ≤ 1, |t | ≤ 1} .

Step III. Local lower bound for u on a full dimensional set.
Consider the cubes

Q3(4) = {(x1, x2, t) ∈ H1 | max{|x1|, |x2|, |t |} ≤ 4}

and
Q3(3) = {(x1, x2, t) ∈ H1 | max{|x1|, |x2|, |t |} ≤ 3} .

By step II and the invariance of h-convexity by left translations and dilations,
|u| is bounded by some constant M on the faces of the cubes which are parallel
to the vertical axis. Given any

(x1, x2, t) ∈ Q3(2) = {(x1, x2, t) ∈ H1 | max{|x1|, |x2|, |t |} ≤ 2} ,

consider the horizontal segment obtained by intersecting the horizontal line
through (0, 0, t) and (x, y, t) with the faces of Q3(4) and Q3(3). From the
convexity of u on such segments and from Lemma 3.1 (ii), it follows that u is
bounded below on Q3(2) by some constant M ′ = M ′(M).

This proof in fact shows that |u| is bounded on a cube of arbitrary size.
We are done.

Proof of Theorem 1.2. Without loss of generality, assume that u : � → R

is an h-convex function whose domain is � = Hn . The strategy is the same
as in the proof of Proposition 3.4. We first prove that an h-convex function
u : Hn → R is locally bounded above. We then use the upper bound to prove
that u is locally bounded below.

For R > 0, consider the (2n + 1)-dimensional cube

Q2n+1(R) := {(x, t) ∈ R
2n+1 | max{|x1|, . . . , |x2n|, |t |} ≤ R} .

For k = 1, . . . , 2n, define inductively F2n+1(R) := Q2n+1(R), and F2n+1−k(R)

to be the set of facets of elements of F2n+1−(k−1)(R) that are contained in a
hyperplane parallel to the vertical axis. For F ∈ Fd(R) (1 ≤ d ≤ 2n + 1), d is
the affine dimension of the facet. The proof now proceeds by induction on d.

Claim 3.1. If u : Hn → R is h-convex, then u is bounded above in a
neighbourhood of 0.

Proof of Claim 3.1. In order to get an upper bound on a vertical seg-
ment of the vertical axis, we perform the same construction as in the proof of
Proposition 3.4, simply observing that

{x1 · e1 + xn+1 · en+1 + t · e2n+1 | x1, xn+1, t ∈ R} ∼= H1 .
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Following the method in the proof of Proposition 3.4, we can inductively extend
the upper boundedness of u on higher dimensional facets of Q2n+1(R′), finally
reaching the full dimensional set Q2n+1(R′). Here R′ depends on R and n and
is allowed to decrease in every step.

Claim 3.2. If u : Hn → R is h-convex, then u is bounded below in a
neighbourhood of 0.

Proof of Claim 3.2. To obtain a lower bound on a vertical segment of the
vertical axis, we perform the same construction as in the proof of Proposition 3.4,
making again use of

{x1 · e1 + xn+1 · en+1 + t · e2n+1 | x1, xn+1, t ∈ R} ∼= H1 .

As in the proof of Proposition 3.4, we proceed by induction and use the upper
bound for u on Q2n+1(R) and Lemma 3.1 to obtain a lower bound for u
on facets of Q2n+1(R′) whose dimension increase in each induction step. As
above, R′ depends on R and n and may decrease as the dimension of the facets
increases.

The local boundedness of u follows immediately from Claim 3.1 and
Claim 3.2 via left translations.

The local Lipschitz continuity of a locally bounded h-convex function u :
� → R is obtained from a short calculation which has already been performed
in [10]. We include the argument here for the sake of completeness.

Recall that we want to show the local Lipschitz continuity with respect to
the Heisenberg metric dH introduced in Section 2. Thus we have to show that
given p ∈ � we have |u(q) − u(p)| ≤ L dH (p, q) for some constant L and
all q in a neighbourhood of p. We can assume without loss of generality that
p = 0 and that u is bounded on Q2n+1(R) ⊆ � for some 0 < R < 1. Given
(x, t) ∈ Q2n+1(R2/4) with t ≥ 0, consider the four points

p1 := (−√
t/2, 0, . . . , 0), p2 := (−√

t/2, 0, . . . , 0,
√

t, 0, . . . , 0, t) ,

p3 := (0, . . . , 0, t) and p4 := (x, t) .

We notice that [p1, p2] ⊆ Hp1Hn ∩ Q2n+1(R/2), [p2, p3] ⊆ Hp3Hn ∩ Q2n+1(R/2)

and [p3, p4] ⊆ Hp3Hn∩Q2n+1(R/2). By Lemma 3.3, u is Lipschitz on [pi , pi+1]
with a constant L depending only on R and on the bound M for u on Q2n+1(R)

since the line {λ · (pi+1 − pi ) | λ ∈ R} intersects the boundary of Q2n+1(R) in
two points. We obtain the following estimate:

|u(x, t) − u(0)| ≤ |u(p4) − u(p3)| + |u(p3) − u(p2)|
+ |u(p2) − u(p1)| + |u(p1) − u(0)|

≤ L(|x | +
√

5
√

t/2 +
√

t + t2 + √
t/2)

≤ L(|x | + (
√

5/2 +
√

2 + 1/2)
√

t)

≤ 5L‖(x, t)‖H .
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4. – Weierstrass-type h-convex functions

The question of second order differentiability of h-convex functions has
been addressed first in [10] and [17]. In the setting of the Heisenberg groups
(and more generally in Carnot groups), one considers the second order partial
derivatives in the horizontal directions (see [3], [10], [17]).

Definition 4.1. Let � ⊆ Hn be open and let u : � → R. We say
that u belongs to BV 2

loc,H (�) if the second order horizontal derivatives Xi X j u,
1 ≤ i, j ≤ 2n, of u exist as finite Radon measures on �′ whenever �′ ⊆ Hn is
open with �′ ⊂⊂ � (meaning that �′ is compact and that �′ ⊆ �).

It follows by standard considerations that the symmetrized mixed horizontal
derivatives Xi X j u + X j Xi u of a (locally integrable) h-convex function u are
Radon measures (cf. [10, Theorem 8.1] and [17, Theorem 4.1]). Consequently,
u ∈ BV 2

loc,H (�) iff T u exists as a finite Radon measure on every �′ ⊂⊂ � as
can easily be seen from the equalities

2Xi X j u = (Xi X j u + X j Xi u) + [Xi , X j ]u

and

[Xi , X j ]u =


−4T u 1 ≤ i ≤ n, j = n + i

4T u 1 ≤ j ≤ n, i = n + j

0 otherwise .

In a recent preprint, C. Gutiérrez and A. Montanari have obtained the following
remarkable result (cf. [14, Proposition 7.2]): given a function u ∈ C2(�),
where � is an open subset of H1, such that the symmetrized horizontal Hessian
of u is positive semidefinite in � and �′ ⊂⊂ �, there exists a constant 0 <

C = C(�, �′) < ∞ such that

(4.1)
∫

�′
det Hsym u + 3

4
(T u)2 dL3 ≤ C(osc

�
u)2 .

This result actually implies that for any h-convex function u : � → R defined
on an open set � and any �′ ⊂⊂ �, T u exists in the weak sense on �′ and
T u ∈ L2(�′). Let us briefly indicate the argument: fix �′ ⊂⊂ �′′ ⊂⊂ �. By
Theorem 1.2, u is bounded on �′′. In particular, osc

�′′ u < ∞. For sufficiently

small ε > 0, the regularization uε of u is defined in some open neighbourhood
of �′′ in � and converges uniformly to u on �′′ since u is continuous in
� (Theorem 1.2). In particular, osc

�′′ uε is bounded by some constant times

osc
�′′ u, and this constant does not depend on ε. Now since uε is smooth and

h-convex (one easily checks that the smoothing preserves the h-convexity), we
have det Hsym uε ≥ 0 by [10, Theorem 5.11], and therefore (4.1) gives∫

�′
(T uε)

2 dL3 ≤ C
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for some constant 0 < C = C(�, �′) < ∞. By weak compactness in L2(�′),
there exists a sequence (εk)k∈N decreasing to 0 and a function g ∈ L2(�′) s.t.
T uεk ⇀ g. Hence all that is left to show is that g is the weak derivative of u
in the vertical direction in �′. Let φ ∈ C1

c (�′) and compute∫
�′

T φ · u dL3 = lim
k→∞

∫
�′

T φ · uεk dL3

= − lim
k→∞

∫
�′

φ · T uεk dL3

= −
∫

�′
φ · g dL3 .

In particular, by the preceding observations, this implies that any h-convex
function u : � → R is in BV 2

loc,H (�). As a consequence of results obtained
by L. Ambrosio and V. Magnani (see [3] and [18]), it follows that u is twice
differentiable almost everywhere. We refer to the recent preprints [15] for a more
detailed discussion of the second order differentiability of h-convex functions
in the first Heisenberg group and to [11] for a generalization of this result to
arbitrary Carnot groups of Step 2.

However, as already mentioned in the introduction, the notion of h-convexity
is less rigid than its Euclidean counterpart. The results from Section 3 show the
local Lipschitz continuity of h-convex functions with respect to the Heisenberg
metric. Notice that this only implies a Hölder condition with exponent 1

2 with
respect to the Euclidean metric on vertical lines. In particular, the h-convexity
does not imply the almost everywhere differentiability of the function restricted
to (sparse sets of) vertical lines. In the remaining of this section, we illustrate
this statement with examples, which are, in our opinion, both interesting and
amusing.

From now on, we confine ourselves to the first Heisenberg group H = H1,
and in order to achieve a more readable notation, we write (x, y, t) instead of
(x1, x2, t) to denote elements of H. Thus the group operation is given by

(x, y, t) ∗ (x ′, y′, t ′) = (x + x ′, y + y′, t + t ′ + 2(x ′y − xy′)) .

We will now construct h-convex functions which have a highly irregular point-
wise behaviour in the vertical direction. The first step consists in exhibiting
an h-convex function whose restriction to the vertical axis is periodic. As a
starting point, we consider functions of the type

h(x, y, t) = ((x2 + y2)2 + g(t))
1
4 ,

where g : R → R is assumed to be twice continuously differentiable and positive,
and try to obtain conditions on g which ensure that the symmetrized horizontal
Hessian of h is positive semidefinite. After some rather lengthy calculations
with partial derivatives, we obtain

tr(Hsym h) = h−7((1 + g′′)(x2 + y2)3 + (4g − 3g′ 2/4 + gg′′)(x2 + y2))
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and
det(Hsym h) = 3h−10((x2 + y2)2g(1 + g′′) − 3(x2 + y2)2g′ 2/4) .

Consequently, a sufficient condition for tr(Hsym h) ≥ 0 to hold is that

(4.2) 1 + g′′ ≥ 0 and 4g(4 + g′′) ≥ 3g′ 2 ,

and a necessary and sufficient condition for det(Hsym h) ≥ 0 to hold is that

(4.3) 4g(1 + g′′) ≥ 3g′ 2 .

Summing up, we see that the following conditions on g are sufficient to guar-

antee that h : H → R; h(x, y, t) = ((x2 + y2)2 + g(t))
1
4 is h-convex:

(i) g ∈ C2(R), g > 0 on R.
(ii) 1 + g′′ ≥ 0 on R.

(iii) 4g(1 + g′′) ≥ 3g′ 2 on R.

Observe that the periodic function

g : R → R; g(t) = 2 + 1

2
sin(t)

satisfies these conditions.
In the following, we use the h-convex function

h : H → R; h(x, y, t) =
(

(x2 + y2)2 + 2 + 1

2
sin(t)

) 1
4

as building block for our constructions. Here is our first result:

Proposition 4.1. There exists an h-convex function w : H → R which is
invariant under rotations that fix the vertical axis and whose restriction to the vertical
axis is nowhere differentiable.

Proof. The idea is to perform a Weierstrass-type construction as described
e.g. in [13, Section 11.1]. For fixed 1/2 < β < 1, choose λ > 2 in such a
way that

(4.4)
λβ−1

1 − λβ−1
+ λ−β

1 − λ−β
< ε ,

where ε > 0 is to be specified later. Let

fk(x, y, t) := h ◦ δ(
√

λ)k (x, y, t) =
(

λ2k(x2 + y2)2 + 2 + 1

2
sin(λk t)

) 1
4

.
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The function w is defined by

w(x, y, t) :=
∑
k∈N

(λ−β)k fk(x, y, t) .

It follows from the h-convexity of h and from Remark 2.1 that w is h-convex.
In order to prove that w is nowhere differentiable on the vertical axis, we
estimate the modulus of continuity of w there. The calculation is similar to the
one in [13]. Given t ∈ R, 0 < τ < 1

λ
, let N ∈ N s.t.

λ−(N+1) ≤ τ < λ−N .

Then ∣∣∣∣w(0, 0, t + τ) − w(0, 0, t) − (λ−β)N ( fN (0, 0, t + τ) − fN (0, 0, t))

∣∣∣∣
≤

N−1∑
k=1

(λ−β)k | fk(0, 0, t + τ) − fk(0, 0, t)|

+
∞∑

k=N+1

(λ−β)k | fk(0, 0, t + τ) − fk(0, 0, t)|

≤
N−1∑
k=1

(λ−β)kλkτ +
∞∑

k=N+1

(λ−β)k ≤ τ
(λ1−β)N

λ1−β − 1
+ (λ−β)N+1

1 − λ−β

≤ (λ−β)N

(
λβ−1

1 − λβ−1
+ λ−β

1 − λ−β

)
≤ (λ−β)N ε

by (4.4). On the other hand we have

| fN (0, 0, t + τ) − fN (0, 0, t)| ≥ c | sin(λN (t + τ)) − sin(λN t)|
for some c > 0 not depending on t . Since 1 − 1/λ ≥ 1/2 and λ−(N+1) ≤ τ <

λ−N , τ can be chosen in this interval in such a way that

| fN (0, 0, t + τ) − fN (0, 0, t)| ≥ c/10 .

Let ε := c/20. Then, given λ−N ≤ δ < λ−N+1, we can choose λ−(N+1) ≤ τ <

λ−N in such a way that

|w(0, 0, t + τ) − w(0, 0, t)| ≥ ε(λ−β)N > ελ−βδβ > Cδβ

with some C > 0 independent of t and δ. In particular, the derivative of
w(0, 0, ·) does not exist at any t .

Remark 4.1. One can verify that∑
k∈N

(λ−β)k ∂

∂t
fk(x, y, t)

is locally uniformly convergent away from the vertical axis. This implies that
the function w(x, y, ·) is in C1(R) for any (x, y) �= (0, 0).
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Let us now restate Theorem 1.3 slightly more precisely in the following

Theorem 4.2.
(i) There exists an h-convex function u : H1 → R and a set of vertical lines

whose projection to the (x, y)-plane is dense in the unit square, such that the
restriction of u to any of these lines is nowhere differentiable.

(ii) For any 0 < s < 1, there exists an h-convex function us and a set of vertical
lines whose projection to the (x, y)-plane has positive s-dimensional Haus-
dorff measure, such that the restriction of us to any of these lines is nowhere
differentiable.

We now use the function given by Proposition 4.1 to prove Theorem 4.2 (i).

Proof of Theorem 4.2 (i). Let w be as in Proposition 4.1. For each k ∈ N,
consider the partition of the unit square Q in the (x, y)-plane in 22k closed
squares Qk,l of side length 1

2k each. Let pk,l = (xk,l, yk,l, 0) denote the center
of Qk,l . Clearly

{pk,l | k ∈ N, l ∈ {1, . . . , 22k}}
is dense in the unit square. Let

gk,l := ck,l ‖(x − xk,l, y − yk,l)‖ ,

where ck,l > 0 is a constant chosen in order to ensure that gk,l(x, y, t) ≥
‖w ◦ l−pk,l ‖L∞(Q) when (x, y) ∈ Q and ‖(x − xk,l, y − yk,l)‖ ≥ 1

2k+1 . Finally
define

fk,l(x, y, t) := sup{w ◦ l−pk,l , gk,l} = 1

2
(|w ◦ l−pk,l − gk,l | + w ◦ l−pk,l + gk,l) .

By definition of gk,l , fk,l = gk,l in Q \ interior (Qk,l).
Define u by

u(x, y, t) :=
∑
k∈N

1

k222k

22k∑
l=1

fk,l(x, y, t)

ck,l
.

For fixed K ∈ N and L ∈ {1, . . . , 22K }, we have

u(xK ,L , yK ,L , t) =
∑
k≤K

1

k222k

22k∑
l=1

fk,l(xK ,L , yK ,L , t)

ck,l

+
∑

k≥K+1

1

k222k

22k∑
l=1

fk,l(xK ,L , yK ,L , t)

ck,l
.

For k ≤ K , l ∈ {1, . . . , 22k}, l �= L , the one-sided derivatives of fk,l(xK ,L , yK ,L , ·)
exist everywhere. The second sum does not depend on t , because (xK ,L , yK ,L , 0)

is always outside of the interior of Qk,l . Finally, the derivative of fK ,L(xK ,L ,
yK ,L , ·) from the right does not exist anywhere since fK ,L(xK ,L , yK ,L , ·) coin-
cides with w(0, 0, ·). This shows that the restriction of u to {(xk,l, yk,l, t) | t ∈ R}
is nowhere differentiable for k ∈ N, l ∈ {1, . . . , 22k}.



REGULARITY OF CONVEX FUNCTIONS ON HEISENBERG GROUPS 865

In order to obtain the family of functions (us)0<s<1 appearing in the state-
ment of Theorem 4.2 (ii), we proceed in the following way: we define a Cantor
set of positive s-dimensional Hausdorff measure as a countable intersection of
finite unions of closed squares. We then use left translations to the centers of
these squares together with dilations to perform a Weierstrass-type construction
on the whole Cantor set. The argument involves substantially more technicali-
ties than the one used in the proof of Proposition 4.1. Let us indicate the main
steps.

Proof of Theorem 4.2 (ii). Let 0 < s < 1, α := s
2 and 1

2 + α < β < 1.
Choose λ > 2 in such a way that

(i) λα ∈ N and

(ii) λβ−1

1−λβ−1 + λ−β

1−λ−β < 10−3.

Suppose that for k ∈ N we have (λα)k pairwise disjoint closed squares Qk,l ,
of side length λ−k/2 each, distributed in the unit square. For fixed 1 ≤ l ≤ (λα)k ,
distribute λα closed squares Qk+1,l′ , of side length λ−(k+1)/2 each, in Qk,l .
Clearly, when λ is sufficiently big, this can be done in such a way that the
squares with the same centers as the Qk+1,l′ but twice their side length are
pairwise disjoint. Write

Ck :=
(λα)k⋃
l=1

Qk,l and C :=
⋂
k∈N

Ck .

Using standard arguments (cf. [19, Section 4.12]), one can prove that the s-
dimensional Hausdorff measure of C is positive and finite.

Let pk,l = (xk,l, yk,l, 0) denote the center of each of the squares Qk,l . Let

f (x, y, t) : = sup


(

‖(x, y)‖4 + 2 + 1

2
sin(t)

) 1
4
, c ‖(x, y)‖

 ,

fk,l(x, y, t) : = f ◦ δ(
√

λ)k ◦ l−pk,l (x, y, t) .

Here c > 0 is chosen in order to ensure that

fk,l(x, y, t)=
(

λ2k‖(x − xk,l, y − yk,l)‖4 + 2 + 1

2
sin(λk(t + 2xk,l y − 2xyk,l))

) 1
4

in Qk,l and
fk,l(x, y, t) = λk/2 c ‖(x − xk,l, y − yk,l)‖

outside of the square of side length 2λ−k/2 with center pk,l . (c = ( 7
2 )

1
4 will

do). Thus fk,l(x, y, t) = λk/2c ‖(x − xk,l, y − yk,l)‖ on Qk,l′ for l ′ �= l by choice
of the Qk,l .
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The function us is defined as

us(x, y, t) :=
∑
k∈N

(λα)k∑
l=1

(λ−β)k fk,l(x, y, t) .

We show that for a given p = (x, y, 0) ∈ C, the restriction of us to the vertical
line {(x, y, t) | t ∈ R} is nowhere differentiable: Given t ∈ R, p = (x, y, 0) ∈ C
and 0 < τ < 1

λ
, let N ∈ N s.t.

λ−(N+1) ≤ τ < λ−N .

Then∣∣∣∣us(x, y, t + τ) − us(x, y, t) −
(λα)N∑

l=1

(λ−β)N ( fN ,l(x, y, t + τ) − fN ,l(x, y, t))

∣∣∣∣
≤

N−1∑
k=1

(λα)k∑
l=1

(λ−β)k | fk,l(x, y, t + τ) − fk,l(x, y, t)|

+
∞∑

k=N+1

(λα)k∑
l=1

(λ−β)k | fk,l(x, y, t + τ) − fk,l(x, y, t)| .

Notice now that for fixed k ∈ N, by construction,

| fk,l(x, y, t + τ) − fk,l(x, y, t)| �= 0

precisely for one l ∈ {1, . . . , (λα)k}. A calculation shows that this expression
is bounded by 1 for k ≥ N + 1 while for 1 ≤ k ≤ N − 1 we obtain the bound
λkτ from the mean value theorem. Whence∣∣∣∣us(x, y, t + τ) − us(x, y, t) −

(λα)N∑
l=1

(λ−β)N ( fk,l(x, y, t + τ) − fk,l(x, y, t))

∣∣∣∣
≤

N−1∑
k=1

(λ−β)kλkτ +
∞∑

k=N+1

(λ−β)k ≤ τ
(λ1−β)N

λ1−β − 1
+ (λ−β)N+1

1 − λ−β

≤ (λ−β)N

(
λβ−1

1 − λβ−1
+ λ−β

1 − λ−β

)
< (λ−β)N 10−3

by our choice of λ. Finally, we have

(λα)N∑
l=1

(λ−β)N ( fN ,l(x, y, t + τ) − fN ,l(x, y, t))

= (λ−β)N ( fN ,l(x, y, t + τ) − fN ,l(x, y, t))
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for some l ∈ {1, . . . , (λα)N }, and a computation gives the estimate

(λ−β)N | fN ,l(x, y, t + τ) − fN ,l(x, y, t)| ≥ (λ−β)N 1

16

·
∣∣∣∣1/2(sin(λN ((t + τ) + 2xN ,l y − 2xyN ,l)) − sin(λN (t + 2xN ,l y − 2xyN ,l)))

∣∣∣∣ .
Since 1 − 1/λ ≥ 1/2 and λ−(N+1) ≤ τ < λ−N , τ can be chosen in this interval
in such a way that

1

2
(sin(λN ((t + τ) + 2xN ,l y − 2xyN ,l)) − sin(λN (t + 2xN ,l y − 2xyN ,l))) ≥ 1

20
.

This yields

(λα)N∑
l=1

(λ−β)N ( fN ,l(x, y, t + τ) − fN ,l(x, y, t)) > 2 · 10−3 · (λ−β)N .

Hence, given λ−N ≤ δ < λ−N+1, we can choose λ(N+1) ≤ τ < λ−N in such a
way that

|us(x, y, t + τ) − us(x, y, t)| ≥ 10−3(λ−β)N > 10−3λ−βδβ .

In particular, the derivative of us(x, y, ·) does not exist at any t .
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