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Two-scale div-curl lemma

AUGUSTO VISINTIN

Abstract. The div-curl lemma, one of the basic results of the theory of compen-
sated compactness of Murat and Tartar, does not take over to the case in which the
two factors two-scale converge in the sense of Nguetseng. A suitable modifica-
tion of the differential operators however allows for this extension. The argument
follows the lines of a well-known paper of F. Murat of 1978, and uses a two-scale
extension of the Fourier transform. This result is also extended to time-dependent
functions, and is applied to a two-scale formulation of the Maxwell system of
electromagnetism, that accounts for the energy embedded in both coarse- and
fine-scale oscillations.

Mathematics Subject Classification (2000): 35B27 (primary); 35J20, 74Q (sec-
ondary).

1. Introduction

This paper deals with the extention of the classical div-curl lemma to the framework
of two-scale convergence. Let us first review both notions.

Two-scale convergence

Let us fix any N ≥ 1 and set Y := [0, 1[N . In [22] Nguetseng introduced the
following concept, that was then studied in detail by Allaire [1] and others. A
bounded sequence {uε} of L2(RN ) is said (weakly) two-scale convergent to u ∈
L2(RN ×Y ) whenever

lim
ε→0

∫
RN

uε(x) ψ(x, x/ε) dx =
∫∫

RN×Y
u(x, y) ψ(x, y) dxdy, (1.1)

for any smooth function ψ : RN × RN → R that is Y -periodic with respect to
the second argument. We then write uε ⇀

2
u in L2(RN ×Y ). This definition is
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generalized to functions defined on a domain � of RN just by extending them with
vanishing value outside that domain; the extension to either vector- or complex- val-
ued functions is also straightforward. This notion may account for the occurrence
of a fine-scale periodic structure, and has been applied to a number of homoge-
nization problems: [1, 3, 10, 22, 23] and many others. For periodic homogenization
this method is indeed an alternative to the classical energy method of Tartar, see
e.g. [2, 6, 11, 15, 21, 24, 26–29].

Div-curl lemma

We shall deal throughout with complex-valued functions; for instance by L2(�)

we shall denote the Hilbert space of square integrable functions � → C. For any
u, v ∈ CN let us set

u ·v := ∑N
j=1 u jv j , u×v := {u jvk − ukv j : j, k = 1, . . . , N }

(thus |u|2 = u ·u∗). Denoting the partial derivative with respect to x j by ∇ j for
j = 1, . . . , N , we also define the divergence, ∇·, and the curl, ∇×:

∇·v := ∑N
j=1 ∇ jv j , ∇×v := {∇ jvk −∇kv j : j, k = 1, . . . , N } ∀v ∈ D′(RN ).

In the paper [18] that appeared in this journal in 1978, Murat established the first
results of compensated compactness due to his collaboration with Tartar, see also
[19–21, 26–29]. As a starting point he proved the next theorem.

Theorem 1.1 (div-curl lemma). Let � be a (possibly unbounded) domain of RN ,
{uε} and {wε} be two sequences of L2(�)N such that ∇ × uε ∈ L2(�)N 2

and
∇·wε ∈ L2(�) for any ε. If

{∇×uε} is bounded in L2(�)N 2
, {∇ ·wε} is bounded in L2(�), (1.2)

uε → ū, wε → w̄ weakly in L2(�)N , (1.3)

then uε ·wε → ū ·w̄ weakly star in C0
c (�)′, i.e.,∫

�

uε(x)·wε(x) ϕ(x) dx →
∫

�

ū(x)·w̄(x) ϕ(x) dx ∀ϕ ∈ C0
c (�). (1.4)

However uε·wε need not weakly converge in L1(�), see [19] for a counterexample.
On the other hand, if in (1.2) and (1.3) L2 is replaced by L2

loc the extension is trivial.
This theorem was generalized in several ways, cf. [18–21, 26–29]; in particular
in [19] the condition (1.2) was replaced by the weaker assumption

{∇×uε} ({∇ ·wε}, respectively) is in a compact subset of

H−1(�)N 2
(H−1(�), respectively).

(1.5)



TWO-SCALE DIV-CURL LEMMA 293

Results like this and more general theorems of compensated compactness proved to
be useful for the analysis and the homogenization of a large number of partial dif-
ferential equations. Concerning time-dependent functions, classical compactness
theorems were also established by Aubin and others, cf. e.g. [4, 25] and [17, Sec-
tion 1.5].

Towards a two-scale extension

Let us now replace the hypothesis (1.3) by the condition

uε ⇀
2

u, wε ⇀
2

w in L2(�×Y )N , (1.6)

which yields (1.3) for the limit functions ū := ∫
Y u(·, y) dy and w̄ := ∫

Y w(·, y) dy.
It seems natural to guess and test the validity of the following two-scale extensions
of (1.4):∫

�

uε(x)·wε(x) ϕ(x) dx →
∫∫

�×Y
u(x, y)·w(x, y) ϕ(x) dx ∀ϕ∈C0

c (�), (1.7)

∫
�

uε(x)·wε(x) ψ(x, x/ε) dx →
∫∫

�×Y
u(x, y)·w(x, y) ψ(x, y) dxdy (1.8)

for any ψ ∈ C0
c (�; C0(RN )) that is Y -periodic with respect to

the second argument.

(1.7) easily follows from (1.2), (1.4) and (1.6). Indeed (1.2) and (1.6) yield ∇y×u =
0 and ∇y ·w = 0 in the sense of distributions, whence (cf. [34])∫∫

�×Y
u(x, y)·w(x, y) ϕ(x) dx =

∫
�

ū(x)·w̄(x) ϕ(x) dx ∀ϕ ∈ C0
c (�); (1.9)

thus (1.4) yields (1.7). On the other hand in [9] it was shown that (1.2) and (1.6)
do not entail (1.8). This is due to the lack of control on the x-derivatives of the
two-scale limit functions u and w, which allows for the onset of oscillations of
frequency slower than 1/ε; see also [34].

Two-scale-approximation of partial differential operators

In this paper we overcome the difficulty that we just outlined by amending the hy-
pothesis (1.2). In view of illustrating this result, let us first define the shift operator
(τhv)(x) := v(x + h) for any x, h ∈ RN , denote by e j the unit vector of the j-th
axis, and set

∇ε j := (τεe j − I )/ε for j = 1, . . . , N , ∇ε := (∇ε1, . . . , ∇εN ). (1.10)

(Obviously ∇εv = 0 in the whole RN if and only if v is Y -periodic.) The operators
∇ε and ε∇ approximate the partial gradients ∇x and ∇y in the sense of the next
statement.
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Proposition 1.2 ( [31]). Let {vε} be a sequence of L2
loc(�). If

vε ⇀
2

v in L2(�×Y ), (1.11)

∇εvε ⇀
2

z1, ε∇vε ⇀
2

z2 in L2(�×Y )N ,

then

v ∈ H1(�×Y ), z1 = ∇xv, z2 = ∇yv a.e. in �×Y. (1.12)

An analogous result applies to vector-valued functions, if ∇ε is replaced either by
∇ε× or by ∇ε· , and similarly if ε∇ is replaced either by ε∇× or by ε∇·. As

∇ε jv(x) =
∫ 1

0
∇x j v(x + ελe j ) dλ = ∇x j

∫ 1

0
v(x + ελe j ) dλ

= ∇x j

(
1

ε

∫ ε

0
v(x + λe j ) dλ

)
,

the operators ∇ε or by ε∇ may be regarded as coarse- and fine-scale approximate
derivatives, respectively.

Two-scale div-curl lemma

Let us set
Gε := (∇ε, ε∇), G := (∇x , ∇y), (1.13)

∀ε > 0, ∀v = (v1, v2) : RN → RN ×RN , Gεv :=
(∇εv1 ε∇v1

∇εv2 ε∇v2

)
,

Gε×v := antisymmetric part of Gεv, Gε ·v := trace of Gεv,

(1.14)

∀ Y -periodic z = (z1, z2) : RN ×Y → RN ×RN , Gz :=
(∇x z1 ∇yz1

∇x z2 ∇yz2

)
,

G×z := antisymmetric part of Gz, G ·z := trace of Gz.

(1.15)

In Theorem 5.1 we shall prove (1.8) under the assumption that (1.6) is fulfilled and
that

{Gε×uε} is bounded in L2
loc(�)4N 2

, {Gε ·wε} is bounded in L2
loc(�). (1.16)

Notice that (1.16) entails G×u ∈ L2
loc(�×Y )4N 2

and G ·w ∈ L2
loc(�×Y ), for after

Proposition 1.2 the operators Gε× and Gε· respectively approximate G× and G·
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in the sense of weak two-scale convergence. However it is clear that (1.16) does not
entail

{∇×uε} is bounded in L2
loc(�)N 2

, {∇ ·wε} is bounded in L2
loc(�). (1.17)

Moreover (less obviously) the converse implication also fails: (1.17) �⇒ (1.16),
for otherwise Theorem 5.1 would not be consistent with the negative result of [9].
Actually, by the mean value theorem the L2

loc-boundedness of ∇uε entails that of
∇εuε. But the L2

loc-boundedness of ∇×uε and ∇·wε does not entail that of ∇ε×uε and
∇ε ·wε, because the mean value theorem fails for the curl and divergence operators.

Alike the classical div-curl lemma, the argument of Theorem 5.1 is also based
on the Fourier transform. This transform is here applied to the approximating func-
tions of a single (vector) variable and to the limit functions of two (vector) vari-
ables; the definition of an approximate two-scale Fourier transform seems then
convenient.

Two-scale Maxwell system

The two-scale div-curl lemma may be applied e.g. to a two-scale formulation of the
Maxwell equations of electromagnetism, in which the fields depend on both vari-
ables x, y, and the single-scale operator ∇ is replaced by the two-scale differential
operator G for N = 3; thus G = (∇x , ∇y) = (∇1, . . . , ∇6). This setting is quite
different from that issued from the application of two-scale convergence to the stan-
dard Maxwell system, cf. e.g. [33], and applies if the fields have O(1) variations at
the ε length-scale, despite of the occurrence of vector space derivatives.

By standard notation, let us denote the relevant electromagnetic fields by B, H ,
D, E, J and so on, and identify the curl of vector fields of R3 with elements of R3,
rather than 3 × 3 tensors. Assuming the Ohm law E = ρ J (the resistivity ρ being
a positive constant, say), the single-scale Maxwell equations without displacement
current ∂ D/∂t are easily reduced to the single equation

∂ Bi

∂t
+ ρ

3∑
j=1

∇ j (∇i H j − ∇ j Hi ) = fi in R3×]0, T [ (i = 1, 2, 3), (1.18)

for a prescribed source field f . We propose to replace the 3-component vector fields
B and H by the 6-component fields

B := (Ba, Bb) = (B1, . . . , B6), H := (Ha, Hb) = (H1, . . . , H6)

(the indices a and b respectively refer to the triplets (1, 2, 3) and (4, 5, 6)), and then
replace (1.18) by the two-scale equation

∂ Bi

∂t
+ ρ

6∑
j=1

∇ j (∇i H j − ∇ j Hi ) = fi in R3×Y ×]0, T [ (i = 1, . . . , 6), (1.19)
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that is, setting f = ( fa, fb) = ( f1, . . . , f6),


∂ Ba

∂t
+ ρ∇x ×∇x ×Ha

+ρ∇x (∇y ·Hb) − ρ
y Ha = fa
∂ Bb

∂t
+ ρ∇y ×∇y ×Hb

+ρ∇y(∇x ·Ha) − ρ
x Hb = fb

in R3×Y ×]0, T [. (1.20)

This entails the two-scale Gauss law

∇x ·Ba + ∇y ·Bb = 0 in R3×Y ×]0, T [, (1.21)

provided that this holds at the initial instant. Under natural side-conditions we
also derive a two-scale extension of the energy integral, cf. (7.20); this accounts
for the energy embedded in both coarse- and fine-scale oscillations. The regularity
properties

∇x ×Ha, ∇y ×Hb ∈ L2(R3×Y ×]0, T [)3

are then naturally associated to the system (1.19).
We then propose to approximate the system (1.19) by replacing ∇x and ∇y

respectively by ∇ε and ε∇ for any ε > 0, consistently with Proposition 1.2. In
this setting the two-scale div-curl lemma finds a natural application, as the classical
div-curl lemma does in the single-scale framework. For instance this is the case if a
maximal monotone relation is assumed between B and H .

Although here we confine ourselves to the Maxwell system, the two-scale for-
mulation can be applied to several other partial differential equations. Actually the
Maxwell example is somehow problematic due to the occurrence of the curl op-
erator; in particular the doubling of the components is suggested by the necessity
of deriving the Gauss law, cf. (1.21). For other P.D.E.’s the two-scale extension is
simpler and will be studied apart.

Plan of the paper

In Section 2 we briefly review some fundamental properties of two-scale conver-
gence. In Section 3 we introduce an ε-dependent variant, Fε, of the Fourier trans-
form, F , that seems appropriate for two-scale convergence. We then study the
two-scale limit of Fε, and in Section 4 we apply it to differential operators, deriv-
ing properties that mimic those of F . In Section 5 we prove the two-scale div-curl
lemma along the lines of [18], using the transform Fε instead of F . In Section 6 we
derive an analogous statement for time-dependent functions, extending Aubin-type
compactness results. Finally in Section 7 we outline the two-scale formulation of
the Maxwell system, and briefly illustrate the application of the two-scale div-curl
lemma.

This work is part of a research that led the author to extend to two-scale con-
vergence several properties of single-scale convergence [30–34]. Further work in
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this direction might include the extension of more general results of compensated
compactness, and the application to the two-scale homogenization of P.D.E.’s, after
approximation of the derivatives via the operators ∇ε and ε∇.

2. Two-scale convergence

In this section we review some results of the theory of two-scale convergence, using
an approach based on a scale decomposition, along the lines of [3,7,10,16,30,31].

We already set Y := [0, 1[N . We shall denote by Y the set Y equipped with
the topology of the N -dimensional unit torus, and identify any function on Y with
its Y -periodic extension to RN . As far as integration is concerned, we may identify
Y with Y ; however this is not the case for continuity and differentiation. Thus
L p(Y) = L p(Y ) but C0(Y) �= C0(Ȳ ) and W 1,p(Y) �= W 1,p(Y ) for any p ∈
[1, +∞].

For any ε > 0 we decompose real numbers and real vectors as the sum of their
integer and fractional parts:

n̂(x) := max{n ∈ Z : n ≤ x}, r̂(x) := x − n̂(x) (∈ [0, 1[) ∀x ∈R,

N (x) := (n̂(x1), . . . , n̂(xN ))∈ZN , R(x) := x − N (x)∈Y ∀x ∈RN .
(2.1)

Thus x = ε[N (x/ε) + R(x/ε)] for any x ∈ RN ; εN (x/ε) and R(x/ε) respec-
tively represent coarse-scale and fine-scale variables with respect to the scale-ratio
ε. Besides this two-scale decomposition (or periodic unfolding in the terminology
of [10]), we define a two-scale composition:

Sε(x, y) := εN (x/ε) + εy ∀(x, y) ∈ RN ×Y, ∀ε > 0. (2.2)

Henceforth ZN will be equipped with the counting measure, and any infinite sum
over ZN will be assumed to be absolutely convergent. We shall denote by L(RN )

(B(RN ), respectively) the σ -algebra of Lebesgue- (Borel-, respectively) measurable
subsets of RN , and define L(Y ) and B(Y ) similarly. We shall deal with complex-
valued functions and with functions spaces over the field C. The next lemma can
easily be proved via a variable transformation.

Lemma 2.1 ( [31]). Let f : RN ×Y → C be such that

f is measurable either with respect to B(RN )⊗L(Y)

or with respect to L(RN )⊗B(Y), and

either ‖ f ‖L∞(RN ) ∈ L1(Y) and f has compact support,

or ‖ f ‖L∞(Y) ∈ L1(RN ),

(2.3)

or, for some m ∈ N,

f (x, y) = ∑m
i=1 ui (x)vi (y) for almost all x ∈ RN and almost all y ∈ Y ,

with ui ∈ L1(RN ), vi ∈ L1(Y) for i = 1, . . . , m.

(2.4)
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For any ε > 0, the functions RN → C : x �→ f (x, x/ε) and RN ×Y → C :
(x, y) �→ f (Sε(x, y), y) are then integrable, and

∫
RN

f (x, x/ε) dx =
∫∫

RN×Y
f (Sε(x, y), y) dxdy ∀ε > 0. (2.5)

For any p ∈ [1, +∞] and any ε > 0, the operator g �→ g ◦ Sε is then a (nonsur-
jective) linear isometry L p(RN ) → L p(RN ×Y).

Throughout this paper by ε we represent the generic element of an arbitrary
but prescribed, vanishing sequence of positive numbers. For any sequence of mea-
surable functions, uε : RN → C, and any measurable function, u : RN ×Y → C,
we say that uε two-scale converges to u (with respect to the prescribed sequence
{εn}) in some specific sense, whenever uε ◦ Sε → u in the corresponding standard
(i.e., single-scale) sense. For any p ∈ [1, +∞] we thus define strong and weak
(weak star for p = ∞) two-scale convergence in L p(RN ×Y), that we denote by
uε →

2
u, , uε ⇀

2
u, uε ⇀

2
∗ u (respectively). We shall also use the symbols →, ⇀,

⇀∗ for strong, weak, weak star single-scale convergence. Thus

uε →
2

u in L p(RN ×Y) ⇔ uε ◦ Sε → u in L p(RN ×Y),

uε ⇀
2

u in L p(RN ×Y) ⇔ uε ◦ Sε ⇀ u in L p(RN ×Y),

uε ⇀
2
∗ u in L∞(RN ×Y) ⇔ uε ◦ Sε ⇀∗ u in L∞(RN ×Y).

(2.6)

For any domain � ⊂ RN two-scale convergence in L p(�×Y) is then easily defined
by extending functions to RN \ � with vanishing value. The generalization of two-
scale convergence to vector-valued functions is also straightforward. In [31] it is
shown that (2.6) generalizes the original definitions of [1, 22]. However it should
be noticed that the weak two-scale convergence in L1(RN ×Y) is not a very natural
notion: it cannot be formulated as in (1.1), for the smooth functions are not dense in
the dual space L∞(RN ×Y). The next statement relates two-scale and single-scale
convergence.

Proposition 2.2 ( [31]). Let p ∈ [1, +∞[ and {uε} be a sequence in L p(RN ).
Then:

whenever u is independent of y,

uε → u in L p(RN ) ⇔ uε →
2

u in L p(RN ×Y),
(2.7)

uε →
2

u in L p(RN ×Y) ⇒ uε ⇀
2

u in L p(RN ×Y), (2.8)

uε ⇀
2

u in L p(RN ×Y) ⇒ uε ⇀ ū :=
∫
Y

u(·, y) dy in L p(RN ). (2.9)



TWO-SCALE DIV-CURL LEMMA 299

3. Two-scale Fourier transform

In this section we define a two-scale Fourier transform in L1- and L2-spaces, and
extend to it some properties of the ordinary (single-scale) Fourier transform.

Let us first display the definition of the classical Fourier transform for complex-
valued functions of one and two (vector) variables, respectively,

v̂(ζ ) = [F1(v)](ζ ) :=
∫
RN

v(x) exp{−2π i x ·ζ } dx

∀ζ ∈ RN , ∀v ∈ L1(RN ),

(3.1)

v̂(ξ,M)=[F2(v)](ξ,M) :=
∫∫

RN×Y
v(x, y) exp{−2π i

(
x ·ξ+y ·M)} dxdy

∀(ξ,M) ∈ RN ×ZN , ∀v ∈ L1(RN ×Y).

(3.2)

We shall refer to F1 and F2 as the single-scale and two-scale Fourier transforms,
respectively. Consistently with the theory of Fourier series, in the latter case the sec-
ond variable is confined to ZN , for v(x, ·) is just defined in Y (the N -dimensional
unit torus). The reader will also notice that for any (ξ,M) ∈ RN ×ZN the function
ψ(x, y) := exp{−2π i

(
x · ξ + y ·M)} has the properties of test functions of the

definition of two-scale convergence, cf. (1.1).
It is well known that the operator F1 maps L1(RN ) to C0

b(RN ) (the space of
bounded and continuous functions RN → C) continuously. Moreover by density
F1 induces a surjective isometry from L2(RN ) to itself. Similarly, equipping ZN

with the discrete topology and with the counting measure, F2 maps L1(RN ×Y)

to C0
b(RN ×ZN ) continuously, and induces a surjective isometry L2(RN ×Y) →

L2(RN ×ZN ). On L1 ∩ L2 we shall identify the L1- and L2-transforms.
Let us now fix any ε > 0. For any ζ ∈ RN , setting M := N (ζ/ε) ∈ ZN and

η := R(ζ/ε) ∈ Y , cf. (2.1), we have ζ = εM + εη. Moreover ζ spans the whole
RN as (η,M) ranges through Y×ZN . The definition (3.1) also reads

[F1(v)
]
(M/ε + η/ε) =

∫
RN

v(x) exp{−2π i
(
x ·η/ε + x ·M/ε

)} dx

∀(η,M) ∈ Y×ZN , ∀v ∈ L1(RN ).

(3.3)

Here a further change of variable is in order. Let us set ξ = η/ε, Y1/ε := [0, 1/ε[N

and denote the corresponding rescaled unit torus by Y1/ε. For any ε > 0 and any
v ∈ L1(RN ) let us also define the approximate two-scale Fourier transform (this
denomination is justified by Propositions 3.2 and 3.3 below)

[Fε(v)
]
(ξ,M) :=

∫
RN

v(x) exp{−2π i
(
x ·ξ + x ·M/ε

)} dx(= [F1(v)](M/ε + ξ)
) ∀(ξ,M) ∈ Y1/ε×ZN ,

[Fε(v)](ξ,M) := 0 ∀(ξ,M) ∈ (
RN \ Y1/ε

)×ZN .

(3.4)
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Thus by Lemma 2.1, defining Sε as in (2.2) and noticing that exp{−2π iN ·M} = 0
for any N ,M ∈ ZN ,

[Fε(v)
]
(ξ,M) :=

∫∫
RN×Y

v(Sε(x, y)) exp{−2π i
[
Sε(x, y)·ξ + y ·M]}dxdy

∀(ξ,M) ∈ Y1/ε×ZN .

(3.5)

The operator Fε clearly maps L1(RN ) to C0
b(Y1/ε×ZN ) continuously. By the next

statement Fε also induces a surjective isometry L2(RN ) → L2(Y1/ε×ZN ) that we
shall identify with Fε itself. (By the Riesz-Thorin theorem of interpolation of L p-
spaces, Fε also induces a continuous operator L p(RN ) → L p/(p−1)(Y1/ε × ZN )

for any p ∈ ]1, 2[; here however we shall not address this issue.)

Proposition 3.1. For any ε > 0 and any v ∈ L1(RN ),

‖Fε(v)‖L∞(RN×ZN ) = ‖F1(v)‖L∞(RN )

(≤ ‖v‖L1(RN )

)
. (3.6)

For any v ∈ L2(RN ),

‖Fε(v)‖L2(RN×ZN ) = ‖F1(v)‖L2(RN )

(= ‖v‖L2(RN )

)
. (3.7)

Proof. The first statement is obvious. Let us come to the second one. Using Lemma
2.1, setting ζ = εM + εη, and changing the integration variable twice, for any
v ∈ L2(RN ) we have

‖Fε(v)‖2
L2(RN×ZN )

=
∑

M∈ZN

∫
Y1/ε

|[F1(v)](M/ε + ξ)|2 dξ

= ε−N
∑

M∈ZN

∫
Y

|[F1(v)](M/ε + η/ε)|2 dη

= ε−N
∫
RN

|[F1(v)](ζ/ε)|2 dζ = ‖F1(v)‖2
L2(RN )

.

Next we study the two-scale asymptotic behaviour of the sequence of operators
{Fε}. As Sε(x, y) → x uniformly in RN ×Y and v ◦ Sε ⇀ v whenever v ⇀

2
v, by

(3.5) we may expect that Fε → F2 in some sense. This guess is confirmed by the
next two statements.

Proposition 3.2. For any sequence {uε} of L1(RN ),

(i) if uε ⇀
2

u in L1(RN ×Y) then Fε(uε) → F2(u) pointwise in RN ×ZN ;

(ii) if uε →
2

u in L1(RN ×Y) then Fε(uε) → F2(u) uniformly in A×ZN , for any

bounded measurable subset A of RN .



TWO-SCALE DIV-CURL LEMMA 301

Proof. (i) By the above definition of weak two-scale convergence, uε ⇀
2

u in

L1(RN ×Y) is tantamount to uε(εN (x/ε) + εy) ⇀ u(x, y) in L1(RN ×Y). As

|[εN (x/ε) − x]·ξ + εy ·ξ | ≤ 2ε|ξ | ∀x, ξ ∈ RN , ∀y ∈ Y, (3.8)

we then have

wξ,ε(x, y) := uε(εN (x/ε) + εy) exp{−2π i
([εN (x/ε) − x]·ξ + εy ·ξ)}

⇀ u(x, y) in L1(RN ×Y), ∀ξ ∈ Y1/ε.

Therefore, for any (ξ,M) ∈ Y1/ε×ZN , by Lemma 2.1

[Fε(uε)](ξ,M)

=
∫∫

RN×Y
uε(εN (x/ε)+εy) exp{−2π i

(
εN (x/ε)·ξ+εy ·ξ+y ·M)} dxdy

=
∫∫

RN×Y
wξ,ε(x, y) exp{−2π i

(
x ·ξ + y ·M)} dxdy

→
∫∫

RN×Y
u(x, y) exp{−2π i

(
x ·ξ + y ·M)} dxdy = [F2(u)](ξ,M).

(3.9)

We first selected any ε, then any ξ ∈ Y1/ε, and then passed to the limit as ε → 0. In
this limit we might keep ξ fixed, for the family {Y1/ε} increases as ε decreases. As
RN = ⋃

ε Y1/ε, (3.9) thus applies to any ξ ∈ RN .

(ii) If uε →
2

u in L1(RN ×Y) then, for any bounded measurable subset A of RN ,

wξ,ε → u in L1(RN ×Y), uniformly for ξ ∈ A. (3.10)

The convergence (3.9) is then uniform in A×ZN .

Proposition 3.3. For any sequence {uε} of L2(RN ), if uε ⇀
2

u in L2(RN×Y) then

Fε(uε) ⇀ F2(u) in L2(RN ×ZN ).

Proof. By definition of two-scale convergence, uε ⇀
2

u in L2(RN ×Y) is tanta-
mount to

ũε(x, y) := uε(εN (x/ε) + εy) ⇀ u(x, y) in L2(RN ×Y).

For any compactly supported ϕ ∈ L2(RN ×ZN ), by (3.8)

ψε(ξ,M, x, y) := ϕ(ξ,M) exp{−2π i
([εN (x/ε) − x]·ξ + εy ·ξ)}

→ ϕ(ξ,M) uniformly in RN ×ZN ×RN ×Y .
(3.11)

With no loss of generality we may assume that uε ∈ L2(RN ) ∩ L1(RN ) for any ε,
so that ũε ∈ L2(RN ×Y) ∩ L1(RN ×Y). By (3.5), (3.9), (3.11) and by the weak
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continuity of F2 in L2(RN ×ZN ), we then have (understanding the integral with
respect to (x, y) in the sense of Cauchy’s principal value)

lim
ε→0

∑
m∈ZN

∫
RN

[Fε(uε)](ξ,M)ϕ(ξ,M) dξ

= lim
ε→0

∑
m∈ZN

∫
RN

dξ

∫∫
RN×Y

uε(εN (x/ε) + εy)

exp{−2π i
(
εN (x/ε)·ξ + εy ·ξ + y ·M)}ϕ(ξ,M) dxdy

= lim
ε→0

∑
m∈ZN

∫
RN

dξ

∫∫
RN×Y

ũε(x, y) exp{−2π i
(
x ·ξ + y ·M)}ψε(ξ,M, x,y) dxdy

= lim
ε→0

∑
m∈ZN

∫
RN

dξ

∫∫
RN×Y

ũε(x, y) exp{−2π i
(
x ·ξ + y ·M)}ϕ(ξ,M) dxdy

= lim
ε→0

∑
m∈ZN

∫
RN

[F2(ũε)](ξ,M)ϕ(ξ,M) dξ

=
∑

m∈ZN

∫
RN

[F2(u)](ξ,M)ϕ(ξ,M) dξ.

As the compactly supported functions ϕ are dense in L2(RN ×ZN ), we then con-
clude that Fε(uε) ⇀ F2(u) in this space.

The definitions of the Fourier transform and the results of this section are
trivially extended to vector-valued functions RN → CM for any positive integers
M, N .

4. Two-scale Fourier transform of differential operators

In this section we extend to the two-scale Fourier transform some properties of the
ordinary Fourier transform of differential operators. First let us set

Ỹ := [−1/2, 1/2[N , Ỹ1/ε := [−1/(2ε), 1/(2ε)[N ,

denote by Ỹ and Ỹ1/ε the corresponding tori, and redefine Fε by replacing Y1/ε

with Ỹ1/ε in (3.4). Let us also set

a(λ) := exp{iλ} − 1

iλ
∀λ ∈ [−π, π [, a(0) := 1, (4.1)

ξ[ε] := ξ

N∏
j=1

a(2πεξ j ) ∀ξ ∈ Ỹ1/ε, ∀ε > 0; (4.2)
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thus

ξ[ε] = ξ

N∏
j=1

exp{2π iεξ j } − 1

2π iεξ j
if ξ j �= 0 for any j, ξ[ε] = 0 otherwise.

An elementary calculation shows that 2
π

≤ |a(λ)| ≤ 1 for any λ ∈ [−π, π [; hence(
2

π

)N

|ξ | ≤ |ξ[ε]| ≤ |ξ | ∀ξ ∈ Ỹ1/ε, ∀ε > 0; (4.3)

ξ[ε] → ξ as ε → 0, ∀ξ ∈ R (not uniformly). (4.4)

Approximate two-scale derivatives

For j = 1, . . . , N , let us denote by ∇ jϕ the partial derivative with respect to x j of
any function ϕ(x), and by ∇x j ψ and ∇y j ψ the partial derivatives of any function
ψ(x, y). Let us also denote by e j the unit vector of the x j -axis, define the shift
operator (τhv)(x) := v(x + h) for any x, h ∈ RN , set

∇ε, j :=
τεe j − I

ε
, ∇α

ε :=
N∏

j=1

∇α j
ε, j , ∇α =

N∏
j=1

∇α j
j ∀α ∈ NN , ∀ε > 0, (4.5)

and define ∇−ε, j , ∇α
x , ∇α

y similarly. The operators ∇ε and ε∇ may be regarded as
approximate two-scale derivatives because of the next result.

Proposition 4.1 ( [31]). Let p ∈ ]1, +∞[ and {uε} be a sequence in L p(RN ) such
that uε ⇀

2
u in L p(RN ×Y).

(i) If {∇εuε} is bounded in L p(RN )N then

u ∈ W 1,p(RN ; L p(Y)
)
, ∇εuε ⇀

2
∇x u in L p(RN ×Y)N . (4.6)

(ii) If {ε∇uε} is bounded in L p(RN )N then

u ∈ L p(RN ; W 1,p(Y)
)
, ε∇uε ⇀

2
∇yu in L p(RN ×Y)N . (4.7)

Next we extend some properties to the two-scale Fourier transform.

Proposition 4.2. For any v ∈ L1(RN ) and any j ∈ {1, . . . , N },
[Fε(∇ε, jv)](ξ,M) = 2π iξ[ε] j [Fε(v)](ξ,M) ∀(ξ,M) ∈ Ỹ1/ε×ZN . (4.8)

If v ∈ L2(RN ) then the same holds for almost all ξ ∈ Ỹ1/ε and any M ∈ ZN .
Moreover, for any sequence {uε} of L2(RN ),

‖∇ε, j uε‖L2(RN ) is bounded ⇔
‖ξ[ε] jFε(uε)‖L2(Ỹ1/ε×ZN )

is bounded ⇔
‖ξ jFε(uε)‖L2(Ỹ1/ε×ZN )

is bounded.

(4.9)
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Proof. First note that, defining Sε(x, y) as in (2.2), for any ε > 0

(∇ε, jv)(Sε(x, y)) = ∇ε,x j [v(Sε(x, y))] ∀v ∈ L1(RN ),∫∫
RN×Y

∇ε,x j [v(Sε(x, y))] w(Sε(x, y)) dxdy

= −
∫∫

RN×Y
v(Sε(x, y)) ∇−ε,x j w(Sε(x, y)) dxdy ∀v, w ∈ L2(RN ),

∇−ε,x j exp{−2π i
(
S(x/ε)·ξ+y ·M)}= −2π iξ[ε] j exp{−2π i

(
S(x/ε)·ξ+y ·M)}

∀(x, y, ξ,M) ∈ RN ×Y×Ỹ1/ε×ZN .

For any v ∈ L1(RN ), by (3.5) we then have

[Fε(∇ε, jv)](ξ,M)

=
∫∫

RN×Y
∇ε,x j [v(Sε(x, y))] exp{−2π i

(
S(x/ε)·ξ + y ·M)} dxdy

= −
∫∫

RN×Y
v(Sε(x, y)) ∇−ε,x j exp{−2π i

(
S(x/ε)·ξ + y ·M)} dxdy

= 2π iξ[ε] j

∫∫
RN×Y

v(Sε(x, y)) exp{−2π i
(
S(x/ε)·ξ + y ·M)} dxdy

= 2π iξ[ε] j [Fε(v)](ξ,M) ∀(ξ,M) ∈ Ỹ1/ε×ZN .

(4.10)

This yields (4.8), and by Proposition 3.2 the first equivalence of (4.9) follows; the
second one stems from (4.3).

Proposition 4.3. For any v ∈ W 1,1(RN ) and any j ∈ {1, . . . , N },
[Fε(ε∇ jv)](ξ,M)=2π i(M j+εξ j )[Fε(v)](ξ,M) ∀(ξ,M)∈ Ỹ1/ε×ZN . (4.11)

If v ∈ H1(RN ) then the same holds for almost all ξ ∈ Ỹ1/ε and any M ∈ ZN .
Moreover, for any sequence {uε} of H1(RN ) and any j ∈ {1, . . . , N },
‖ε∇ j uε‖L2(RN ) is bounded ⇔ ‖(M j + εξ j )Fε(uε)‖L2(Ỹ1/ε×ZN )

is bounded.

(4.12)

Proof. We have

[Fε(ε∇ jv)](ξ,M) = ε

∫
RN

∇ jv(x) exp{−2π i x ·(ξ + M/ε)} dx

= −ε

∫
RN

v(x)∇ j exp{−2π i x ·(ξ + M/ε)} dx

= 2π i(εξ j + M j )

∫
RN

v(x) exp{−2π i x ·(ξ + M/ε)} dx

= 2π i(εξ j + M j )[Fε(v)](ξ,M) ∀(ξ,M) ∈ Ỹ1/ε×ZN ;
the equation (4.11) thus holds. By Proposition 3.1, (4.12) then follows.
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The two latter propositions have several consequences, that may be checked
by routine procedures.

Corollary 4.4. Let {uε} be a sequence of H1(RN )N . Then

‖∇εuε‖L2(RN )N is bounded ⇔‖ξ[ε]Fε(uε)‖L2(Ỹ1/ε×ZN )N is bounded; (4.13)

‖ε∇uε‖L2(RN )N is bounded ⇔‖(εξ + M)Fε(uε)‖L2(Ỹ1/ε×ZN )N is bounded; (4.14)

‖∇ε×uε‖L2(RN )N2 is bounded ⇔‖ξ[ε]×Fε(uε)‖L2(Ỹ1/ε×ZN )N2 is bounded; (4.15)

‖ε∇×uε‖L2(RN )N
2 is bounded ⇔‖(εξ+M)×Fε(uε)‖L2(Ỹ1/ε×ZN )N

2 is bounded; (4.16)

‖∇ε ·uε‖L2(RN ) is bounded ⇔‖ξ[ε] ·Fε(uε)‖L2(Ỹ1/ε×ZN )
is bounded; (4.17)

‖ε∇·uε‖L2(RN ) is bounded ⇔‖(εξ + M)·Fε(uε)‖L2(Ỹ1/ε×ZN )
is bounded. (4.18)

5. Two-scale div-curl lemma

In this section we extend the div-curl lemma to two-scale convergence. We still
assume that � is a (possibly unbounded) domain of RN , and deal with complex-
valued functions. We shall extend to RN with vanishing value any function defined
in �, and use the definitions (1.9), (1.13)-(1.15).

Theorem 5.1 (Two-scale div-curl lemma). Let {u(1)
ε },{u(2)

ε }, {w(1)
ε },{w(2)

ε } be four
sequences of L2

loc(�)N such that ∇ ×u(1)
ε , ∇ ×u(2)

ε ∈ L2
loc(�)N 2

and ∇ ·w(2)
ε ∈

L2
loc(�) for any ε. If

uε := (u(1)
ε , u(2)

ε ) ⇀
2

u := (u(1), u(2))

wε := (w(1)
ε , w(2)

ε ) ⇀
2

w := (w(1), w(2))
in L2

loc(�×Y)2N , (5.1)

{Gε×uε} is bounded in L2
loc(�)4N 2

, (5.2)

{Gε ·wε} is bounded in L2
loc(�), (5.3)

then uε ·wε ⇀
2
∗ u ·w in C0

c (�×Y)′, that is,∫
�

[
u(1)

ε (x)·w(1)
ε (x) + u(2)

ε (x)·w(2)
ε (x)

]
ϕ(x, x/ε) dx

→
∫∫

�×Y
[
u(1)(x, y)·w(1)(x, y) + u(2)(x, y)·w(2)(x, y)

]
ϕ(x, y) dxdy

∀ϕ ∈ C0
c (�×Y).

(5.4)
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Notice that, by Proposition 4.1, (5.2) and (5.3) respectively entail that

G×u ∈ L2
loc(�×Y)4N 2

, G ·w ∈ L2
loc(�×Y), (5.5)

and the latter scalar equals ∇x ·w(1) + ∇y ·w(2) = ∑N
i=0(∇xi ·w(1)

i + ∇yi ·w(2)
i ).

Proof. We follow the lines of the argument of Theorem 1 of [18], but here the
approximate two-scale transform Fε is used aside the two-scale Fourier transform
F2, cf. (3.2) and (3.4). We split the proof into three parts.

(i) Let us fix any ϕ, ψ ∈ D(�×Y) such that ψ ≡ 1 on the support of ϕ (so that
ψϕ ≡ ϕ), set

Uε(x) := (u(1)
ε (x), u(2)

ε (x)) ϕ(x, x/ε)

Wε(x) := (w(1)
ε (x), w(2)

ε (x)) ψ(x, x/ε)

U (x, y) := (u(1)(x, y), u(2)(x, y)) ϕ(x, y)

W (x, y) := (w(1)(x, y), w(2)(x, y)) ψ(x, y)

∀(x, y) ∈ �×Y, ∀ε,

and extend these functions to RN (RN×Y , respectively) with vanishing value. Thus

Uε, Wε ∈ L1(RN )2N ∩ L2(RN )2N , U, W ∈ L1(RN ×Y)2N ∩ L2(RN ×Y)2N ,

so that we may set

Ûε := Fε(Uε), Ŵε := Fε(Wε), Û := F2(U ), Ŵ := F2(W ) ∀ε. (5.6)

As these functions take values in R2N , these transforms are defined componentwise.
As the functions Uε and Wε are uniformly bounded in L1(RN )2N ∩ L2(RN )2N

with respect to ε, by Proposition 3.1 we infer that

Ûε, Ŵε are uniformly bounded in L∞(RN ×ZN )2N ∩ L2(RN ×ZN )2N . (5.7)

By (5.1)

Uε ⇀
2

U, Wε ⇀
2

W in L1(RN ×Y)2N ∩ L2(RN ×Y)2N ;
by Propositions 3.2 and 3.3 it then follows that

Ûε → Û , Ŵε → Ŵ pointwise in RN ×ZN ,

Ûε ⇀ Û , Ŵε ⇀ Ŵ in L2(RN ×ZN )2N .
(5.8)

Hence Ûε · Ŵε → Û · Ŵ pointwise in RN ×ZN , and this sequence is bounded in
L∞(RN×ZN ); by the Lebesgue dominated convergence theorem we then infer that
(omitting restrictions)

Ûε·Ŵε → Û·Ŵ in L1(C), for any bounded measurable set C ⊂ RN×ZN . (5.9)
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(ii) Let us define ξ[ε] as in (4.2) and set

ζε(ξ,M) := (ξ[ε],M + εξ) (∈ C2N ) ∀(ξ,M) ∈ Ỹ1/ε×ZN . (5.10)

By (5.2), (5.3) and Corollary 4.4,

Ûε, Ŵε, ζε×Ûε, ζε ·Ŵε are uniformly bounded in L2(RN ×ZN )M ; (5.11)

here either M = 1 or M = 2N or M = 4N 2 depending on the case. By the
elementary identity

λkw ·u = λk

2N∑
j=1

w j u j =
( 2N∑

j=1

λ jw j

)
uk +

2N∑
j=1

w j (λku j − λ j uk)

for k = 1, . . . , 2N , ∀w, u, λ ∈ C2N

(5.12)

(namely λw·u = (λ·w)u + w(λ×u)), taking w = Ŵε, u = Ûε and λ = ζε(ξ,M),
we thus get

|ζεŴε ·Ûε| ≤ |ζε ·Ŵε||Ûε| + |Ŵε||ζε×Ûε| in RN ×ZN , ∀ε.

Here ζεŴε · Ûε ∈ C2N and this is a function of (ξ,M) ∈ RN ×ZN ; moreover
ζε ·Ŵε ∈ C and ζε×Ûε ∈ C4N 2

. By (5.11) and by the latter inequality we infer that

‖Wε ·Ûε‖L1(RN×ZN )2N , ‖ζεWε ·Ûε‖L1(RN×ZN )2N ≤ Constant. (5.13)

(iii) By (5.9) and (5.13) we get

Ŵε ·Ûε → Ŵ ·Û in L1(RN ×ZN ), (5.14)

whence

∑
M∈ZN

∫
RN

Ŵε(ξ,M)·Ûε(ξ,M) dξ →
∑

M∈ZN

∫
RN

Ŵ (ξ,M)·Û (ξ,M) dξ. (5.15)

By the L2-isometry of both the approximate and ordinary two-scale Fourier trans-
forms, cf. Proposition 3.1, we have

∑
M∈ZN

∫
RN

Ŵε(ξ,M)·Ûε(ξ,M) dξ =
∫
RN

Wε(x)·Uε(x) dx ∀ε,

∑
M∈ZN

∫
RN

Ŵ (ξ,M)·Û (ξ,M) dξ =
∫∫

RN×Y
W (x, y)·U (x, y) dxdy.
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Recalling (5.6), the convergence (5.15) then also reads∫
�

uε(x)·wε(x) ϕ(x, x/ε) dx =
∫
RN

Uε(x)·Wε(x) dx

→
∫∫

RN×Y
U (x, y)·W (x, y) dxdy =

∫∫
RN×Y

u(x, y)·w(x, y) ϕ(x, y) dxdy.

Thus (5.4) holds for any ϕ ∈ D(�×Y); as this space is dense in C0
c (�×Y) we get

the thesis.

As we pointed out in the introduction, the hypothesis (1.2) of Theorem 1 may
be replaced by the weaker condition (1.5). An analogous statement applies to the
two-scale framework.

Proposition 5.2. Theorem 5.1 holds also if the hypotheses (5.2) and (5.3) are re-
placed by

{Gε×(uε◦Sε)} is in a compact subset of H−1(�×Y)4N 2
, (5.16)

{Gε · (wε◦Sε)} is in a compact subset of H−1(�×Y). (5.17)

(Admittedly these hypotheses are somehow indirect.)

Proof. First, for any R > 0, let us denote by BR the ball of RN×ZN with center the
origin and radius R, and by B ′

R its complementary set. Here it suffices to modify
part (ii) of the argument of Theorem 5.1 as follows. By (4.8), (4.11), (5.16) and
(5.17),∥∥∥∥∥ (ξ[ε],M+εξ)×Ûε

1+|ξ[ε]|+|M+εξ |

∥∥∥∥∥
L2(B′

R)

→0 as R →+∞, uniformly with respect to ε, (5.18)

∥∥∥∥∥ (ξ[ε],M+εξ)·Ŵε

1+|ξ[ε]|+|M + εξ |

∥∥∥∥∥
L2(B′

R)

→0 as R →+∞, uniformly with respect to ε. (5.19)

In place of (5.13) here we can then just state the weaker property

‖Ûε ·Ŵε‖L1(B′
R) → 0 as R → +∞, uniformly with respect to ε;

after (5.9) this however suffices to entail (5.14). The remainder of the proof holds
unchanged.

The next result applies to scalar functions.
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Proposition 5.3. Let {uε} be a sequence of L2
loc(�) and {wε} a sequence of

H1
loc(�). If

{∇εuε}, {ε∇wε} are bounded in L2
loc(�)N , (5.20)

uε ⇀
2

u, wε ⇀
2

w in L2
loc(�×Y)N , (5.21)

then uε wε ⇀
2
∗ u w in C0

c (�×Y)′.

Proof. This statement does not follow from Theorem 5.1, but may be proved via
a similar (actually simpler) argument. Here Ûε, Ŵε, ξ[ε]Ûε, (M + εξ)Ŵε are
uniformly bounded in L2(RN ×ZN ), by (4.13) and (4.14).

6. Time-dependent two-scale div-curl lemma

In this section we extend the two-scale div-curl lemma, i.e. Theorem 5.1, to time-
dependent functions. Preliminarly let us fix any T > 0, and set AT := A×]0, T [
for any A ⊂ RN . We still use the notation (1.9), (1.13)-(1.15).

Theorem 6.1. Let {u(1)
ε }, {u(2)

ε }, {w(1)
ε }, {w(2)

ε } be four sequences of L2
loc(�T )N

such that ∇×u(1)
ε , ∇×u(2)

ε ∈ L2
loc(�T )N 2

and ∇·w(2)
ε ∈ L2

loc(�T ) for any ε. If

uε := (u(1)
ε , u(2)

ε ) ⇀
2

u := (u(1), u(2))

wε := (w(1)
ε , w(2)

ε ) ⇀
2

w := (w(1), w(2))
in L2

loc(�T ×Y)2N , (6.1)

{Gε×uε} is bounded in L2
loc(�T )4N 2

, (6.2)

{Gε ·wε} is bounded in L2
loc(�T ), (6.3)

∃r > 0, ∃s > 0 : either {uε} or {wε} is bounded in Hr (0, T ; H−s(�)2N )
, (6.4)

then uε ·wε ⇀
2
∗ u ·w in C0

c (�T ×Y)′, that is,

∫∫
�T

[
u(1)

ε (x, t)·w(1)
ε (x, t) + u(2)

ε (x, t)·w(2)
ε (x, t)

]
ϕ(x, x/ε, t) dxdt

→
∫∫∫

�T×Y
[
u(1)(x,y,t)·w(1)(x,y,t)+u(2)(x,y,t)·w(2)(x,y,t)

]
ϕ(x,y,t) dxdydt

∀ϕ ∈ C0
c (�T ×Y).

(6.5)

Notice that, by Proposition 4.1, (6.2) and (6.3) respectively entail that

G×u ∈ L2
loc(�T ×Y)4N 2

, G ·w ∈ L2
loc(�T ×Y).
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Proof. This argument mimics that of Theorem 5.1.

(i) Let us fix any ϕ, ψ ∈ D(�T ×Y) such that ψ = 1 on the support of ϕ, set

Uε(x, t) := (u(1)
ε (x, t), u(2)

ε (x, t)) ϕ(x, x/ε, t)

Wε(x, t) := (w(1)
ε (x, t), w(2)

ε (x, t)) ψ(x, x/ε, t)

U (x, y, t) := (u(1)(x, y, t), u(2)(x, y, t)) ϕ(x, y, t)

W (x, y, t) := (w(1)(x, y, t), w(2)(x, y, t)) ψ(x, y, t)

∀(x, y, t) ∈ �T ×Y, ∀ε,

and extend these functions to RN+1 (RN+1×Y , respectively) with vanishing value.
For any ε let us apply to the functions Uε(x, t) and Wε(x, t) the approximate two-
scale Fourier transform (componentwise), Fε, with respect to x (cf. (3.4)) and
the ordinary (single-scale) Fourier transform with respect to t . This yields two
functions Ûε(ξ,M, τ ) and Ŵε(ξ,M, τ ), that are defined for any (ξ,M, τ ) ∈
Ỹ1/ε×ZN×R. For convenience of notation, henceforth we shall identify (ξ,M, τ ) ∈
RN ×ZN ×R with (ξ, τ,M) ∈ RN+1×ZN .

As the functions Uε and Wε are uniformly bounded in L1(RN
T )2N ∩L2(RN

T )2N ,
by Proposition 3.1

Ûε, Ŵε are uniformly bounded in L∞(RN+1×ZN )2N ∩L2(RN+1×ZN )2N . (6.6)

By applying the ordinary Fourier transform with respect to all variables to U (x,y,t)
and W (x, y, t), we get two functions Û (ξ,M, τ ) and Ŵ (ξ,M, τ ) that are defined
for any (ξ, τ,M) ∈ RN+1×ZN .

Proposition 3.2 and 3.3 have obvious extensions to time-dependent functions,
which yield

Ûε → Û , Ŵε → Ŵ pointwise in RN+1×ZN ,

Ûε ⇀∗ Û , Ŵε ⇀∗ Ŵ in L∞(RN+1×ZN )2N ∩ L2(RN+1×ZN )2N ; (6.7)

hence, by Lebesgue’s theorem, (omitting restrictions)

Ûε·Ŵε → Û·Ŵ in L1(C), ∀ bounded measurable set C ⊂ RN+1×ZN . (6.8)

(ii) Let us now assume that the hypothesis (6.4) holds for the sequence {uε} (if it
held for {wε} the argument would be similar). After Corollary 4.4, by (6.2) and
(6.3) we then infer that

Ûε, Ŵε, |τ |r |ζε|−sÛε, ζε×Ûε, ζε ·Ŵε

are uniformly bounded in L2(RN+1×ZN )M ; (6.9)

here either M = 1 or M = 2N or M = 4N 2, depending on the functions. (If (6.4)
held for {wε}, we should replace |τ |r |ζε|−sÛε by |τ |r |ζε|−s Ŵε in this formula, but
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the remainder would be unchanged.) By applying the identity (5.12) as above and
using (4.3), we infer that

‖(1 + |τ |r |ζε|−s + |ζε|) Ûε ·Ŵε‖L1(Ỹ1/ε×R×ZN )
≤ Constant. (6.10)

Let us now set

β := r

s + 1
, whence

β

r
+ sβ

r
= 1.

The Young inequality yields

|τ |β = (|τ |r |ζε|−s)β/r |ζε|sβ/r ≤ β

r
|τ |r |ζε|−s + sβ

r
|ζε|,

whence∥∥ |τ |β Ûε ·Ŵε

∥∥
L1(Ỹ1/ε×R×ZN )

≤ β

r

∥∥ |τ |r |ζε|−s Ûε ·Ŵε

∥∥
L1(Ỹ1/ε×R×ZN )

+ sβ

r

∥∥ |ζε| Ûε ·Ŵε

∥∥
L1(Ỹ1/ε×ZN )

≤ Constant independent of ε.

(6.11)

By (6.8) we then get

Ûε ·Ŵε → Û ·Ŵ in L1(RN+1×ZN ).

The reminder of the argument mimics part (iii) of Theorem 5.1, and is here omitted.

Proposition 5.2 may also be extended to the time dependent setting, but we
refrain from developing this issue, due to the awkwardness of the hypotheses. We
rather state a straightforward extension of Proposition 5.3.

Proposition 6.2. Let {uε} be a sequence of L2
loc(�T ) and {wε} a sequence of

H1
loc(�T ). If

{∇εuε}, {ε∇wε} are bounded in L2
loc(�T )N , (6.12)

∃r > 0, ∃s > 0 : either {uε} or {wε} is bounded in Hr (0, T ; H−s(�)
)
, (6.13)

uε ⇀
2

u, wε ⇀
2

w in L2
loc(�T ×Y), (6.14)

then uε wε ⇀
2

u w in C0
c (�T ×Y)′.

7. Two-scale Maxwell system

This section is aimed to introduce a two-scale formulation of the Maxwell equa-
tions, providing a setting in which the two-scale div-curl Theorems 5.1 and 6.1 may
be applied.
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Asymptotic expansions

Let us first consider the formal asymptotic expansion of a field of x ∈ R3 with
respect to a parameter ε > 0:

uε(x) =
∑
n≥0

εnun(x, x/ε) = u0(x, x/ε) + εu1(x, x/ε) + O(ε2) x ∈ R3,

(7.1)

the functions un being Y -periodic with respect to the second argument. Here we
may recognize the dependence on both a coarse and a fine length-scale, that are
respectively represented by the variables x and y := x/ε. Denoting by ∇ the total
gradient with respect to x and by ∇x (∇y , respectively) the partial gradient with
respect to the first (second, respectively) variable, formally (7.1) yields

∇uε(x) =
∑
n≥0

[
εn∇x un(x, x/ε) + εn−1∇yun(x, x/ε)

]
= ∇x u0(x, x/ε) + ε−1∇yu0(x, x/ε) + ε∇x u1(x, x/ε)

+ ∇yu1(x, x/ε) + O(ε)

(7.2)

for x ∈ R3. As this equality must be fulfilled for any small ε, one is induced
to assume that ∇yu0 ≡ 0. This construction provides the heuristic basis of the
classical theory of homogenization, and was extensively investigated by applied
scientists and mathematicians, see e.g. [5, 6, 24].

A different setting arises by allowing uε to have O(1) variations at the ε length-
scale; e.g., uε(x) = x sin(2π |x |/ε). Rather than considering the total gradient, in
this case it seems natural to deal with the two-scale differential operators ∇x and ∇y ,
that may respectively be approximated by ∇ε and ε∇, cf. Proposition 1.2 and [31].
Here we outline a two-scale formulation of the Maxwell system of electromag-
netism, couple it with a nonlinear relation between the fields B and H , and briefly
illustrate the procedure of approximation and passage to the limit.

Reformulation of the single-scale Maxwell system

Consistently with the convention that is usually assumed in physics, in this section
we shall regard vector products and curls of vector fields of R3 as elements of R3,
rather than 3 × 3-tensors. We shall then transform these vectors to tensors, via the
Levi-Civita-tensor.

Let us first review the classical (single-scale) Maxwell system. In order to
mitigate the intrinsic complexity of the two-scale extension that will follow, we ne-
glect the displacement current ∂ D/∂t from the beginning, and afterwards will also
assume the (linear) Ohm law. It is known that this approximation is physically ac-
ceptable in metals, cf. e.g. [14]. In the rationalized MKSA unit system, the Faraday
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and Ampère equations read




∂ B

∂t
+ ∇×E = 0

J = ∇×H + r
in R3×]0, T [; (7.3)

here r is a prescribed source-term that represents a divergence-free electric-current
density due to some applied electromagnetic force. Hence ∇· ∂ B/∂t = 0 and this
entails the Gauss law

∇·B = 0 in R3×]0, T [, (7.4)

provided that (7.4) itself is fulfilled at some instant. We shall now rewrite this
system in a form that is more prone to the two-scale extension. Let us first define
the Levi-Civita antisymmetric unit pseudo-tensor:

εi jk =1 if (i, j, k)=(1, 2, 3), or (i, j, k)=(2, 3, 1), or (i, j, k)=(3, 1, 2),

εi jk = −1 if (i, j, k)=(3, 2, 1), or (i, j, k)=(1, 3, 2), or (i, j, k)=(2, 1, 3),

εi jk = 0 otherwise.

Let us also assume the convention of the sum over repeated indices, and define the
antisymmetric second order tensors

Ri j = εi jk Ek, Si j = εi jk Jk, gi j = εi jkrk ( j, k = 1, 2, 3), (7.5)

so that

(∇×E)i = ∇ j Ri j , Jk = εi jk Si j , rk = εi jk gi j (i, j, k = 1, 2, 3).

The system (7.3) then also reads




∂ Bi

∂t
+ ∇ j Ri j = 0

Si j = ∇i H j − ∇ j Hi + gi j

in R3×]0, T [ (i = 1, 2, 3). (7.6)

Let us now prescribe the Ohm law E = ρ J , namely R = ρS, the resistance
ρ = ρ(x) being a positive scalar field (more generally a symmetric tensor for an
anisotropic material). Setting fi := −∇ j (ρgi j ), this system is thus reduced to a
single (vector) equation:

∂ Bi

∂t
+ ∇ j [ρ(∇i H j − ∇ j Hi )] = fi in R3×]0, T [ (i = 1, 2, 3). (7.7)

This is equivalent to ∂ B/∂t + ∇×[ρ(∇×H)] = f , but is written in a form that we
can easily extend to the two-scale setting.
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Two-scale Maxwell system

We shall deal with fields that depend on both the coarse- and fine-scale variables
x, y, and that are Y -periodic with respect to to y; we may thus identify any of them
with its restriction to R3 ×Y . Having doubled the independent variables, we also
need to double the components of the electro-magnetic fields. For instance, in the
magnetostatic setting (i.e., in the absence of Ampèrian and displacement electric
currents) it is natural to assume that H = H(x, y) is the gradient of a scalar Y -
periodic potential of the form ϕ(x, y), that is, H ′ = (∇xϕ, ∇yϕ) in R3. We shall
label 6-component vectors by a prime. Defining the average and fluctuating parts û
and ũ of any field u = u(x, y),

û(x) :=
∫

Y
u(x, y) dy, ũ(x, y) := u(x, y) − û(x), (7.8)

one has ϕ(x, y) = ϕ̂(x) + ϕ̃(x, y), and

H ′(x, y) = Ĥ ′(x) + H̃ ′(x, y) = (∇x ϕ̂(x), 0) + (∇x ϕ̃(x, y), ∇y ϕ̃(x, y)).

Thus H̃ ′ depends on x whenever the fine-scale structure is not uniform on the
coarse-scale.

We shall represent these R6-valued vectors as the tensor product of two R3-
valued vectors, that we respectively label by the indices a and b; e.g.

B ′ := (Ba, Bb) = (B1, . . . , B6), H ′ := (Ha, Hb) = (H1, . . . , H6).

We also define the (R6)2-valued tensor fields

R′ :=
(

Raa Rab

Rba Rbb

)
, S′ :=

(
Saa Sab

Sba Sbb

)
, g′ :=

(
gaa gab

gba gbb

)
, (7.9)

that we assume to be antisymmetric:

R′
i j = −R′

j i , S′
i j = −S′

j i , g′
i j = −g′

j i (i, j = 1, . . . , 6). (7.10)

We shall label 62-component tensors by a prime, too. We also replace the gradient
∇ by the 6-component differential operator ∇′ := (∇x , ∇y) = (∇1, . . . ,∇6).

Next we generalize the single-scale system (7.6) to the two-scale framework
by setting


∂ B ′

i

∂t
+ ∇′

j R′
i j = 0

S′
i j = ∇′

i H ′
j − ∇′

j H ′
i + g′

i j

in R3×Y×]0, T [ (i = 1, . . . , 6). (7.11)

Because of the antisymmetry of R′, the first of these equations entails ∇i∂ B ′
i/∂t =

0; this yields the two-scale Gauss law

∇′·B ′ = 0 in R3×Y×]0, T [, (7.12)
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provided that (7.12) itself is fulfilled at some instant. (The necessity of deriving
this law is one of the main difficulties that underlie this two-scale approach, and is
here solved via the introduction of 6-component fields.) By assuming the two-scale
Ohm law

R′ = ρS′ with ρ = ρ(x, y) > 0 (7.13)

and setting f ′
i := −∇ j g′

i j , the first-order system (7.11) may be written as a second-
order 6-component equation:

∂ B ′
i

∂t
+ ∇ j [ρ(∇i H ′

j − ∇ j H ′
i )] = f ′

i in R3×Y×]0, T [ (i = 1, . . . , 6). (7.14)

For instance if ρ is constant (ρ = 1, say) then this equation is reduced to

∂ B ′
i

∂t
+ ∇i∇ j H ′

j − ∇ j∇ j H ′
i = f ′

i in R3×Y×]0, T [ (i = 1, . . . , 6), (7.15)

that also reads


∂ Ba

∂t
+ ∇x (∇x ·Ha + ∇y ·Hb) − 
x Ha − 
y Ha = fa

∂ Bb

∂t
+ ∇y(∇x ·Ha + ∇y ·Hb) − 
x Hb − 
y Hb = fb

in R3×Y×]0, T [,

that is, as −
 = ∇×∇×−∇∇· (i.e., −
 = curl2 − grad div),


∂ Ba

∂t
+ ∇x ×∇x ×Ha + ∇x (∇y ·Hb) − 
y Ha = fa

∂ Bb

∂t
+ ∇y ×∇y ×Hb + ∇y(∇x ·Ha) − 
x Hb = fb

in R3×Y×]0, T [. (7.16)

The average and the fluctuating part of this system respectively read


∂ B̂a

∂t
+ ∇x ×∇x × Ĥa = f̂a

∂ B̂b

∂t
− 
x Ĥb = f̂b

in R3×]0, T [, (7.17)




∂ B̃a

∂t
+ ∇x ×∇x × H̃a + ∇x (∇y · H̃b) − 
y H̃a = f̃a

∂ B̃b

∂t
+ ∇y ×∇y × H̃b + ∇y(∇x · H̃a) − 
x H̃b = f̃b

in R3×Y×]0, T [. (7.18)

One may thus replace (7.16) by the two latter systems, that are mutually uncoupled.
Notice that the equation (7.17)2 may be dropped, for the fields B̂b, Ĥb do not occur
elsewhere. Moreover the system (7.18) yields

∇x · ∂ B̃a

∂t
+ ∇y · ∂ B̃b

∂t
= ∇x · f̃a + ∇y · f̃b in R3×Y×]0, T [.
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If ∇x · f̃a + ∇y · f̃b = 0 we then retrieve the two-scale Gauss law (7.12),

∇x ·Ba + ∇y ·Bb = ∇x · B̃a + ∇y · B̃b = 0 in R3×Y×]0, T [,
provided that this is fulfilled at some instant. We are left with the selection of a con-
stitutive relation between B ′ and H ′. For instance one might prescribe a condition
of the form

B ′ ∈ ∂ϕ(H ′, x, y) in R3×Y×]0, T [, (7.19)

where ϕ : R6 ×R3 ×Y is convex and lower semicontinuous with respect to the
first argument, and ∂ϕ is the subdifferential with respect to that argument, cf. e.g.
[12, 13].

Let us now multiply the equation (7.15) by H ′
i , sum for i = 1, . . . , 6, and

integrate in space and time. Denoting by ϕ∗(·, x, y) the convex conjugate function
of ϕ(·, x, y), we get the two-scale form of the energy integral:∫∫

R3×Y
[ϕ∗(B ′(x, y, t), x, y) − ϕ∗(B ′(x, y, 0), x, y)] dxdy

+
6∑

i, j=1

∫∫∫
R3×Y×]0,t[

|∇ j H ′
i − ∇i H ′

j |2 dxdydτ

=
6∑

i=1

∫∫∫
R3×Y×]0,t[

f ′
i ·H ′

i dxdydτ for a.e. t ∈]0, T [.

(7.20)

This accounts for the energy embedded in both coarse- and fine-scale oscillations.
Let us now point out a particular case. If Ba only depends on x and Bb only on

y, then (7.17) and (7.18) are reduced to two uncoupled equations:


∂ B̂a

∂t
+ ∇x ×∇x × Ĥa = f̂a

∂ B̃b

∂t
+ ∇y ×∇y × H̃b = f̃b

in R3×Y×]0, T [. (7.21)

This example may cast some light upon the role of the pairs (B̂a, Ĥa) and (B̃b, H̃b),
although it rests on the rather strong assumption that the latter pair be independ of
x . In general instead different macroscopic points will be in different mesoscopic
states and will have different deviations from the average field, but for the case in
which the constitutive function ϕ is linear and independent of x . Indeed the role of
the coarse- and fine-scale variables x, y need not be symmetric.

Application of the two-scale div-curl lemma

Next we couple the equation (7.15) with the constitutive relation (7.19) and with
the initial condition

B ′(x, y, 0) = B0′
(x, y) in R3×Y, (7.22)
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for a prescribe field B0′ : R3×Y → R6. We shall briefly outline how existence of
a weak solution can be proved for this system via an argument based on the single-
scale approximation and Theorem 6.1, namely the two-scale div-curl lemma.

For any ε > 0 we approximate ∇′ by ∇′
ε := (∇ε, ε∇) = (∇′

ε1, . . . ,∇′
ε6).

Setting

B ′
ε = (Bεa, Bεb) = (Bε1, . . . , Bε6), H ′

ε = (Hεa, Hεb) = (Hε1, . . . , Hε6),

a natural approximation of (7.14) reads


∂ B ′
εi

∂t
+ ∇′

ε j (∇′
εi H ′

ε j − ∇′
ε j H ′

εi ) = fi

B ′
ε ∈ ∂ϕ(H ′

ε, x, x/ε)

in R3×]0, T [ (i = 1, . . . , 6), (7.23)

that is,


∂ Bεa

∂t
+∇ε×∇ε×Hεa +∇ε(ε∇·Hεb) − ε2∇·∇ Hεa = fa

∂ Bεb

∂t
+ε2∇×∇×Hεb +ε∇(∇ε ·Hεa) − ∇ε ·∇ε Hεb = fb

(Bεa, Bεb) ∈ ∂ϕ(Hεa, Hεb, x, x/ε)

in R3×]0,T [. (7.24)

We append the initial conditions

Bεa(x, 0) = B0
εa(x), Bεb(x, 0) = B0

εb(x) for almost all x ∈ R3, (7.25)

and assume that

fa, fb ∈ L2(R3×]0, T [)3,

Bεa →
2

B0
a , Bεb →

2
B0

b in L2(R3×Y×]0, T [)3,

∇ε ·B0
a + ε∇·B0

b → ∇x ·B0
a + ∇y ·B0

b = 0 in L2(R3×Y×]0, T [),
the potential ϕ(·, x, y) has quadratic growth at infinity, uniformly with

respect to x, y.

(7.26)

The first two equations of (7.24) also read

∂

∂t
(Bεa, Bεb) + Aε(Hεa, Hεb) = ( fa, fb) in R3×]0, T [,

where Aε is a degenerate elliptic operator. By the classical theory of nonlinear
parabolic equations (cf. e.g. [8, 17]), for any ε > 0 the problem (7.24), (7.25) has a
weak solution. Moreover, by an approximated version of the energy integral (7.20),

Bεa, Bεb ∈ L2(R3×]0, T [)3 ∩ H1(0, T ; H−1(R3)3),
Hεa, Hεb ∈ L2(0, T ; L2

rot(R
3)3). (7.27)
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Moreover, multiplying (7.24)1 and (7.24)2 respectively by Hεa and Hεb one derives
the energy estimate, whence one infers that

Bεa, Bεb, Hεa, Hεb are uniformly bounded in L2(R3×]0, T [)3,

∇ε×Hεa, ε∇×Hεa, ∇ε×Hεb, ε∇×Hεb are uniformly bounded in

L2(R3×]0, T [)3,

Bεa, Bεb are uniformly bounded in H1(0, T ; H−1(R3)3).
(7.28)

Therefore there exist Ba, Bb, Ha, Hb such that, letting ε vanish along a suitable
sequence,

Bεa ⇀
2

Ba, Bεb ⇀
2

Bb, Hεa ⇀
2

Ha, Hεb ⇀
2

Hb in L2(R3×Y×]0, T [)3, (7.29)

and by Proposition 1.2

∇ε×Hεa ⇀
2

∇x ×Ha, ∇ε×Hεb ⇀
2

∇x ×Hb

ε∇×Hεa ⇀
2

∇y ×Ha, ε∇×Hεb ⇀
2

∇y ×Hb
in L2(R3×Y×]0, T [)3. (7.30)

By passing to the limit in (7.24)1 and (7.24)2 we then get


∂ Ba

∂t
+ ∇x ×∇x ×Ha + ∇x (∇y ·Hb) − 
y Ha = fa

∂ Bb

∂t
+ ∇y ×∇y ×Hb + ∇y(∇x ·Ha) − 
x Hb = fb

in R3×Y×]0, T [. (7.31)

We already saw that this system is tantamount to the system (7.15).
We are left with the passage to the limit in the nonlinear relation (7.24)3. First

we notice that the equation (7.23)1 also yields ∇′
ε · ∂ Bε/∂t = 0, whence by (7.24)3

∇′
ε · B ′

ε(x, t)=∇′
ε · B ′

ε(x, 0)=∇′
ε · B0

ε

′
(x) →

2
0 in L2(R3×Y×]0, T [). (7.32)

By applying Theorem 6.1 with N = 3, uε = H ′
ε and wε = B ′

ε, we then get the key
property ∫∫

R3×]0,T [
B ′

ε(x, t)·H ′
ε(x, t)ϕ(x, x/ε, t) dxdt

→
∫∫∫

R3×Y×]0,T [
B ′(x, y, t)·H ′(x, y, t)ϕ(x, y, t) dxdydt

∀ϕ ∈ C0
c (R3×Y×]0, T [).

(7.33)

By the two-scale extension of a standard procedure (cf. e.g. [34, Theorem 3.1]), this
allows us to pass to the limit in the nonlinear relation (7.23)2, and thus to prove
(7.19).

In conclusion, we have outlined how under the hypotheses (7.26) one can
prove existence of a weak solution of the problem (7.15), (7.19), (7.22) via single-
scale approximation. After time integration, the uniqueness of the solution is easily
proved whenever ϕ is strictly convex.
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Discussion

The two-scale formulation of the Maxwell equations may be of interest in cases in
which the relevant fields exhibit large fine-scale oscillations, for it accounts for the
energy embedded in both coarse- and fine-scale oscillations.

We applied the two-scale div-curl lemma to derive (7.33). However in this
setting this convergence can also be retrieved via a standard lower semicontinuity
argument, that here we just outline. Integrating the equation (7.15) in time and
multiplying it by H ′, we have∫∫∫

R3×Y×]0,t[

(
B ′

i ·H ′
i −

∫ t

0
f ′
i dτ ·H ′

i

)
dxdydτ

+ 1

2

∫∫
R3×Y

∣∣∣∣∇′×
∫ t

0
H ′ dτ

∣∣∣∣
2

dxdy = 0

(7.34)

for any t ∈ ]0, T ]. The f ′-term is weakly continuous and the second integral is
weakly lower semicontinuous; this allows one to pass to the limit in the maximal
monotone inclusion (7.23)2.

Above we illustrated the application of the two-scale div-curl lemma to a model
problem. Actually the limit procedure that we outlined is more significant in cases
in which other techniques might fail, e.g. in presence either of a nonsymmetric
conductivity or of a source term that depends nonlinearly either on B ′ or on H ′.

Finally we briefly discuss two attempts to preserve the 3-component structure
for the two-scale Maxwell system; this author regards both alternatives as unsatis-
factory.
(i) One might simply replace the single-scale operator ∇ by the two-scale one
a∇x + b∇y , where a, b are two positive constants that for the sake of simplicity we
may assume to equal 1. In place of (7.7) this would yield (for ρ = 1, say)

∂ B

∂t
+ (∇x + ∇y)×[(∇x + ∇y)×H ] = f in R3×Y×]0, T [, (7.35)

whence one would retrieve the two-scale Gauss law in the form

(∇x + ∇y)·B = 0 in R3×Y×]0, T [. (7.36)

In this case multiplying the equation (7.35) by H one gets∫∫∫
R3×Y×]0,T [

(
∂ B

∂t
·H + |(∇x + ∇y)×H |2 − f ·H

)
dxdydt = 0;

if a cyclically monotone relation is assumed between H and B, the first addendum
may be integrated in time. This yields the energy integral, whence (∇x +∇y)×H ∈
L2(R3 ×Y×]0, T [)3; but this does not entail the separate square-integrability of
∇x ×H and ∇y ×H , for

|(∇x + ∇y)×H |2 = |∇x ×H |2 + |∇y×H |2 + ∇x ×∇y×H + ∇y×∇x ×H, (7.37)
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and the sum of the two latter addenda need not vanish. One can nevertheless ap-
proximate (7.35) by a single-scale equation, and also pass to the limit in the nonlin-
ear relation via a semicontinuity argument, without the need of using compensated
compactness.
(ii) In alternative one might replace (7.7) by

∂ B

∂t
+ ∇x ×∇x ×H + ∇y ×∇y ×H = f in R3×Y×]0, T [. (7.38)

In this case the energy integral would yield the square-integrability of ∇x × H and
∇y ×H , but the two-scale extension of the Gauss law (7.4) would be ruled out.
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