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Persistence of Coron’s solution in nearly critical problems

MONICA MUSSO AND ANGELA PISTOIA

Abstract. We consider the problem
−�u = u

N+2
N−2 +λ in � \ εω,

u > 0 in � \ εω,

u = 0 on ∂ (� \ εω) ,

where � and ω are smooth bounded domains in RN , N ≥ 3, ε > 0 and λ ∈ R.
We prove that if the size of the hole ε goes to zero and if, simultaneously, the
parameter λ goes to zero at the appropriate rate, then the problem has a solution
which blows up at the origin.

Mathematics Subject Classification (2000):35J60 (primary); 35J25 (secondary).

1. Introduction

In this paper we are interested in the following problem
−�u = u

N+2
N−2 +λ in D,

u > 0 in D,

u = 0 on ∂ D,

(1.1)

where D is a smooth bounded domain in RN , N ≥ 3 and λ is a real parameter. The
exponent N+2

N−2 is the so called critical Sobolev exponent for the Sobolev embedding

H1
0 (�) ↪→ L

2N
N−2 (�).

It is well known that if λ < 0, namely in the sub-critical regime, problem
(1.1) has at least one solution for any domain D. In the last decades, several results
on multiplicity and qualitative behavior of solutions to (1.1) in the slightly sub-
critical regime, namely when λ → 0−, have been obtained. We refer the readers
for example to [4, 15, 23, 25].

When λ = 0 or when λ > 0 solvability of (1.1) is a much more delicate issue
and depends strongly on the geometry of the domain D. Indeed if λ ≥ 0 and D is
starshaped, then Pohozaev’s identity [22] shows that problem (1.1) has no solution.
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As far as it concerns existence of solutions to (1.1) when λ ≥ 0 we mention the
following results. Assume first λ = 0. Kazdan and Warner showed in [16] that if D
is an annulus then (1.1) has a solution, which is radially symmetric. Successively,
Coron in [8] proved the existence of a solution to (1.1) provided D has a small
and not necessarily symmetric hole. Substantial improvement of this result was
obtained by Bahri and Coron in [3] (see also [2]), showing that if some homology
group of D with coefficients in Z2 is not trivial then problem (1.1) has at least one
solution.

Going back to Coron’s result, an interesting issue is the study of the asymptotic
behavior of Coron’s solution as the size of the hole tends to zero. In the case in
which the hole is a ball of radius r then the solution found by Coron concentrates
around the hole and it converges, as r → 0, in the sense of measure to a Dirac delta
centered at the center of the hole. In the literature this is what is known as a solution
with a (simple) bubble, at the center of the hole. We refer the reader to [18, 19, 24]
where the study of existence of positive solutions to (1.1) in domains with several
small circular holes and their asymptotic behaviour as the size of the holes goes to
zero is carried out.

Assume now that λ > 0 and small enough. Del Pino, Felmer and Musso
in [12] prove existence of a solution to (1.1) when D has a small but not neces-
sarily symmetric hole; they show that such a solution develops, as λ → 0+, two
different bubbles, which, unlikely the one found by Coron, are centered in points
which belong to the inside of D, even though they are extremely close to the hole.
Successively and in the same setting treated in [12], Pistoia and Rey in [21] prove
existence of a solution to (1.1), with three different spikes as the parameter λ → 0+.

Under the assumption that D is also symmetric, existence of solutions to (1.1), with
an arbitrary number of bubbles as λ → 0+, has been proved in [13, 20, 21]. Let
us finally remark that, in contrast with the sub-critical regime, there is no chance
to find a solution to problem (1.1) exihibiting just one bubble inside the domain as
λ → 0+ as proven in [5].

It is interesting to point out that all the solutions found in the previously quoted
papers for both the slightly super-critical and sub-critical regime, do not correspond
in the limit as λ → 0± to the one found by Coron, since they all disappear as
λ → 0±. Dancer conjectured in [9–11] that Coron’s solution still exists for small λ.
The aim of the present paper is precisely to show the validity of Dancer’s conjecture,
namely the persistence of Coron’s solution for small λ, not necessarily positive.

Indeed, we prove that the solution found by Coron persists if we take λ �= 0
and small and the size of the hole tends to zero, provided some link holds between
the rate at which λ goes to zero and the size of the hole. More precisely, we consider
the problem 

−�u = u p+λ in � \ εω,

u > 0 in � \ εω,

u = 0 on ∂ (� \ εω) ,

(1.2)
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where ε > 0, p = N+2
N−2 , N ≥ 3 and λ is a real parameter. Here ω is a smooth

bounded domain in RN , not necessarily symmetric, such that B(0, R1) ⊂ ω ⊂
B(0, R2), for some fixed number 0 < R1 < R2. Hence εω represents the small
but not necessarily symmetric hole and, as ε → 0 the small hole shrinks to a point,
namely the origin. � is a smooth bounded domain in RN which contains the origin.
Our result is the following.

Theorem 1.1. Let � ∈ R be fixed. There exists ε0 > 0 such that for any ε ∈ (0, ε0)

and for any �ε ∈ R with lim
ε→0

�ε = �, there exists a solution uε to problem (1.2)

with λ = �εε
N−2

2 , such that

|∇uε|2dx ⇀ CN δ0 in the sense of measures, as ε → 0,

where CN = α
p+1
N

∫
RN (1 + |y|2)−(N+2)/2dy.

Let us mention that the center of the bubble developed, as ε → 0, by the
solution found in the previous Theorem is at the center of the dropped hole. Thus
the point where the solution concentrates does not belong to the domain. Taking
into account that around the hole the solution concentrates but at the same time it
has to satisfy zero Dirichlet boundary conditions, it is quite delicate to study the
behavior of the solution in the region around the hole. An important estimate is
contained in the crucial Lemma 2.2 in Section 2.

The proof of the result relies on a well known Ljapunov-Schmidt reduction. In
Section 3 we describe the scheme of the proof that leads to Theorem 1.1. We leave
to Sections 5 and 6 the detailed proofs of the results contained here. Section 4 is
devoted to the delicate expansion of the energy functional associated to the problem
evaluated at the ansatz for the solution.

2. Ansatz and estimate of the first approximation

In this section we describe a first approximation of the solution whose existence
and properties are stated in Theorem 1.1.

Let µ be a positive real number and ξ be a point in RN . The basic element to
construct a solution to problem (1.2) is the function Uµ,ξ defined by

Uµ,ξ (x) = αN
µ

N−2
2(

µ2 + |x − ξ |2) N−2
2

, µ > 0, ξ ∈ RN ,

with αN := [N (N − 2)] N−2
4 . It is well known (see [1, 7, 26]) that these functions

are the solutions of the equation −�u = u p in RN . Problem (1.2) is defined on a
bounded domain and its solutions must satisfy zero Dirichlet boundary conditions.
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For this reason, we modify Uµ,ξ with its projection onto H1
0 (� \ εω), namely we

denote by PεUµ,ξ the solution to the problem{
−�PεUµ,ξ = U p

µ,ξ in � \ εω,

PεUµ,ξ = 0 on (∂� \ εω) .

Let σ := N−2
4 . We assume that

µ := d
√

ε, δ < d < δ−1 and ξ := µεσ τ, τ ∈ RN , |τ | < δ−1, (2.1)

for some positive and small fixed δ. Moreover, we assume that the exponent p + λ

in (1.2) depends on ε, more precisely we will make the following choice for λ

λ := �εε
N−2

2 , where lim
ε→0

�ε = � ∈ R. (2.2)

We will look for a solution to (1.2) of the form u = PεUµ,ξ + ψ, where PεUµ,ξ

represents the leading term and ψ is just a lower order term.
The main purpose of what remains of this section is the careful description of

the asymptotic behavior of the projection PεUµ,ξ (x), for x ∈ � \ εω. Observe that

the function Uµ,ξ (x) attains its maximum value of order µ− N−2
2 at the point ξ . The

choice (2.1) for the point ξ implies that ξ is located very much inside the hole εω,
as far as ε is small and N ≥ 4. For this reason, the correction to perform on Uµ,ξ (x)

in order to satisfy zero boundary condition has to be huge in the region around the
hole. This is the content of Lemma 2.2. In order to perform the expansion contained
in Lemma 2.2, a technical difficulty is the fact that the hole ω is neither a ball nor a
symmetric domain. To overcome this difficulty, we consider the problem −�u = 0 in RN \ ω,

u = 1 on ∂ω,

u ∈ D1,2(RN \ ω).

(2.3)

The following result holds.

Lemma 2.1. Problem (2.3) has a unique solution ϕω. Moreover,

c1

|x |N−2
≤ ϕω(x) ≤ c2

|x |N−2
∀x ∈ RN \ ω

for some positive constants c1, c2. Furthermore,

lim|x |→+∞ |x |N−2ϕω(x) = cω

with

cω = 1

(N − 2)|SN−1|
∫
RN \ω

|∇ϕω(x)|2 dx .
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Proof. We apply the Kelvin transform T . Let v(y) := |y|2−N u
(

y
|y|2

)
, y ∈ T (ω).

Then, u solves (2.3) if and only if v solves
−�v = 0 in T (ω),

v = |y|2−N on ∂T (ω),

v ∈ H1(T (ω)).

(2.4)

Since 0 �∈ ∂T (ω), problem (2.4) has a unique solution which satisfies c1 ≤ v(y) ≤
c2 for any y ∈ T (ω) and lim

y→0
v(y) = v(0). Therefore, the claim follows taking

cω := v(0).

We remark that if ω is the unit ball B(0, 1), then the function ϕω is simply
given by ϕω(x) = 1

|x |N−2 .

Lemma 2.2. Let δ > 0 be fixed. If (2.1) holds true, then the following fact holds
true

PεUµ,ξ (x) = Uµ,ξ (x) − αN µ
N−2

2 H(x, ξ) − αN

(
1

µ

) N−2
2

ϕω

( x

ε

)
+ Rε,µ(x),

where, for any x ∈ � \ εω,
0 ≤ Rε,µ(x) ≤ c

(
ε

3N−2
4

|x |N−2 + ε
N+2

4

)
if N ≥ 4

0 ≤ Rε,µ(x) ≤ c

(
ε

5
4

|x | + ε
3
4

)
if N = 3

(2.5)

for some positive and fixed constant c.
In particular, for any x ∈ � \ εω,

0 ≤ Uµ,ξ (x) − PεUµ,ξ (x) ≤ c

µ
N−2

2 + εN−2µ
−

(
N−2

2

)
|x |N−2

 , (2.6)

for some positive and fixed constant c.

Proof. The function Rε,µ solves

−�Rε,µ = 0 x ∈ �ε,

Rε,µ(x) = αN

[
− µ

N−2
2

(µ2+|x−ξ |2) N−2
2

+ µ
N−2

2

|x−ξ |N−2 +
(

1
µ

) N−2
2

ϕω

( x
ε

)]
x ∈ ∂�,

Rε,µ(x) = αN

[
− µ

N−2
2

(µ2+|x−ξ |2) N−2
2

+ µ
N−2

2 H(x, ξ) +
(

1
µ

) N−2
2

]
x ∈ ∂εω.
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Let R̂ε,µ(y) := µ− N−2
2 Rε,µ(εy), y ∈ (�/ε \ ω) . Then R̂ε,µ solves

−�R̂ε,µ = 0 y ∈ (�/ε \ ω) ,

R̂ε,µ(y) = αN

[
− 1

(µ2+|εy−ξ |2) N−2
2

+ 1
|εy−ξ |N−2 + 1

µN−2 ϕω(y)

]
y ∈ ∂ (�/ε) ,

R̂ε,µ(y) = αN

[
− 1

(µ2+|εy−ξ |2) N−2
2

+ H(εy, ξ) + 1
µN−2

]
y ∈ ∂ω.

(2.7)
In particular, there exists a positive constant c such that

0 ≤ R̂ε,µ(y) ≤ c

(
µ2 + εN−2

µN−2

)
≤ c

(
ε + ε

N−2
2

)
, y ∈ ∂ (�/ε) . (2.8)

On the other hand, using the assumptions that µ2 = O(ε) and that ξ = µεσ τ as in
(2.1),

0 ≤ R̂ε,µ(y) ≤ c
ε2

µN
≤ c

1

ε
N−4

2

, ∀y ∈ ∂ω, if N ≥ 4 (2.9)

and
0 ≤ R̂ε,µ(y) ≤ c, ∀y ∈ ∂ω, if N = 3. (2.10)

Let R > 0 and d := diam �. Denote by � the solution to
−�� = 0 y ∈ Bd/ε \ BR,

�(y) = α y ∈ ∂ Bd/ε,

�(y) = β y ∈ ∂ BR,

(2.11)

for some arbitrary α and β. An easy computation gives that

�(y) = (β − α)(d R)N−2

d N−2 − (εR)N−2

(
1

RN−2
− 1

|y|N−2

)
+ α. (2.12)

Moreover, for any y ∈ Bd/ε \ BR , it holds

0 ≤ �(y) ≤ (d R)N−2

d N−2 − (εR)N−2

(
α + β

|y|N−2

)
. (2.13)

Since there are positive numbers R1 and R2 so that B(0, R1) ⊂ ω ⊂ B(0, R2) and
since �/ε ⊂ Bd/ε, by (2.7), (2.8)–(2.13), using maximum principle, we deduce
that for any y ∈ �/ε \ ω,

0 ≤ R̂ε,µ(y) ≤ c

(
1

ε
N−4

2 |y|N−2
+ ε

)
if N ≥ 4

and

0 ≤ R̂ε,µ(y) ≤ c

(
1

|y| + √
ε

)
if N = 3.

Therefore, the claim follows.
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The next two lemmas give the size, in terms of ε and µ, of some integral
quantities involving PεUµ,ξ − Uµ,ξ and Rε,µ. These estimates will be crucial to
prove the expansion of the energy functional in Section 5.

Lemma 2.3. Let δ > 0 be fixed and assume (2.1). Then∫
�\εω

U p
µ,ξ

∣∣PεUµ,ξ − Uµ,ξ

∣∣ = O
(
µN−2 + (ε/µ)N−2

)
and ∫

�\εω
U p

µ,ξ Rε,µdx =
{

O
(
εN/2

)
if N ≥ 4

O (ε) if N = 3,

where the function Rε,µ is the one introduced in Lemma 2.2.

Proof. To get the first estimate, in virtue of (2.6), we have to evaluate

∫
�\εω

µ
N+2

2

(µ2 + |x − ξ |2) N+2
2

µ
N−2

2 + εN−2µ
−

(
N−2

2

)
|x |N−2

 dx .

It holds (setting x − ξ = µy)∫
�\εω

µ
N+2

2

(µ2 + |x − ξ |2) N+2
2

dx = O

(
µ

N−2
2

∫
RN

1

(1 + |y|2) N+2
2

dy

)

and∫
�\εω

µ
N+2

2

(µ2+|x−ξ |2) N+2
2

1

|x |N−2
dx = O

(
µ− N−2

2

∫
RN

1

(1+|y|2) N+2
2

1

|y|N−2
dy

)
.

Therefore the first estimate follows. The second one follows by previous estimates
and (2.5).

Lemma 2.4. Let δ > 0 be fixed and assume (2.1). Then

∫
�\εω

U p−1
µ,ξ

(
PεUµ,ξ − Uµ,ξ

)2 =


O

(
µN + (ε/µ)N

)
if N ≥ 5,

O
(
µ4| log µ| + (ε/µ)4| log(ε/µ)|) if N = 4,

O
(
µ2 + (ε/µ)2

)
if N = 3.

Proof. By (2.6), we have to estimate∫
�\εω

µ2

(µ2 + |x − ξ |2)2

(
µN−2 + ε2(N−2)µ−(N−2)

|x |2(N−2)

)
dx .
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Now, we have if N ≥ 5∫
�\εω

µ2

(µ2 + |x − ξ |2)2
dx = 0

(
µ2

∫
�

1

|x |4 dx

)
and if N = 3 (setting x − ξ = µy)∫

�\εω
µ2

(µ2 + |x − ξ |2)2
dx = 0

(
µ

∫
RN

1

(1 + |y|2)2
dy

)
.

Moreover, we have if N ≥ 5 (setting x = εy)∫
�\εω

µ2

(µ2 + |x − ξ |2)2

1

|x |2(N−2)
= 0

(
ε−(N−4)µ−2

∫
{|y|≥1}

1

|y|2(N−2)
dy

)
and if N = 3 (setting x − ξ = µy)∫

�\εω
µ2

(µ2 + |x − ξ |2)2

1

|x |2 = 0

(
µ−1

∫
RN

1

(1 + |y|2)2

1

|y|2 dy

)
.

The case N = 4 can be treated in a similar way.
Collecting all the previous estimates, the claim follows.

3. Scheme of the proof

It is useful to perform the following change of variables. Let �ε := �\εω√
ε

and

y = x√
ε

∈ �ε. Then u is solution to (1.2) if and only if the function

v(y) = ε
1

p−1 u(
√

εy) (3.1)

solves problem 
�v + ε

− λ
p−1 v p+λ = 0 in �ε,

v > 0 in �ε,

v = 0 on ∂�ε.

(3.2)

In expanded variable, the solution we are looking for looks like v(y) = V (y) +
φ(y), with V (y) = ε

1
p−1 PεUµ,ξ (

√
εy) and φ(y) = ε

1
p−1 ψ(

√
εy). Clearly V and φ

depend on ε, µ and ξ , but for simplicity we drop this dependence in the notation.
Beside observe that the function V is nothing but the projection onto H1

0 (�ε) of the

function ε
1

p−1 Uµ,ξ (
√

εy) = U µ√
ε
,ξ ′(y), where we denote by ξ ′ the point ξ√

ε
.
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In terms of φ, problem (3.2) becomes{
L(φ) = −N (φ) − E in �ε,

φ = 0 on ∂�ε,
(3.3)

where

L(φ) := �φ + ε
− λ

p−1 (p + λ)V p+λ−1φ, (3.4)

N (φ) := ε
− λ

p−1

[
(V + φ)p+λ − V p+λ − (p + λ)V p+λ−1φ

]
(3.5)

E := ε
− λ

p−1 V p+λ − U p
d,ξ ′ . (3.6)

To prove our result we follow the following strategy. First we solve the problem:
given a parameter µ > 0 and a point ξ ∈ � as in (2.1), or equivalently d > 0 and
τ ∈ RN , find a function φ, depending on τ and d, such that for certain constants
ci , depending on τ and d, i = 0, 1, . . . , N

L(φ) = N (φ) + E +
N∑

i=0
ci V p−1 Zεi in �ε,

φ = 0 on ∂�ε,∫
�ε

V p−1 Zεiφdx = 0 if i = 0, 1, . . . , N .

(3.7)

In order to define the functions Zεi , we need to recall [6] that the kernel of the
operator −� − pU p−1

µ,ξ on L2(RN ) has dimension N + 1 and is spanned by the
functions

Z0(x) := ∂Uµ,ξ

∂µ
(x) = αN

N − 2

2
µ(N−4)/2 |x − ξ |2 − µ2

(µ2 + |x − ξ |2)N/2
, x ∈ RN ,

and, for i = 1, . . . , N ,

Zi (x) := ∂Uµ,ξ

∂ξi
(x) = −αN (N − 2)µ(N−2)/2 xi − ξi

(µ2 + |x − ξ |2)N/2
, x ∈ RN .

We denote by Pε Zi the projection onto H1
0(�\εω) of the function Zi , i.e. �Pε Zi =

�Zi in � \ εω, Pε Zi = 0 on ∂ (� \ εω) . We define Zεi (y) = ε
1

p−1 Pε Zi (
√

εy) for
y ∈ �ε.

In order to solve problem (3.7), it is necessary to understand first its linear part.
Fix ξ and µ as in (2.1). Given a function h, we consider the problem of finding φ

such that for certain real numbers ci the following is satisfied
L(φ) = h +

N∑
i=0

ci V p−1 Zεi in �ε,

φ = 0 on ∂�ε,∫
�ε

V p−1 Zεiφdx = 0 if i = 0, 1, . . . , N .

(3.8)
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In order to perform an invertibility theory for L subject to the above orthogonality
conditions, we introduce L∞∗ (�ε) and L∞∗∗(�ε) to be respectively the spaces of
functions defined on �ε with finite ‖ · ‖∗-norm (respectively ‖ · ‖∗∗-norm), where

‖ψ‖∗ = sup
x∈�ε

[
|w−β(x)ψ(x)| + |w−(β+ 1

N−2 )(x)Dψ(x)|
]
,

with

w(x) = (1 + |x − ξ ′|2)− N−2
2 , ξ ′ = ξ√

ε
,

β = 1 if N = 3 and β = 2
N−2 if N ≥ 4. Similarly we define, for any dimension

N ≥ 3,
‖ψ‖∗∗ = sup

x∈�ε

∣∣∣w− 4
N−2 (x)ψ(x)

∣∣∣ .
Indeed the operator L is uniformly invertible with respect to the above weighted
L∞-norm, for all ε small enough. This fact is established in next Proposition.

Proposition 3.1. Let δ > 0 be fixed. There are numbers ε0 > 0, C > 0, such
that, for points ξ and parameters µ satisfying (2.1) problem (3.8) admits a unique
solution φ ≡ T (h) for all 0 < ε < ε0 and all h ∈ Cα(�̄ε). Besides,

‖T (h)‖∗ ≤ C‖h‖∗∗, ‖∂ξ ′,d T (h)‖∗ ≤ C‖h‖∗∗ (3.9)

and
|ci | ≤ C‖h‖∗∗. (3.10)

Next step is the finite dimensional reduction: we consider the nonlinear problem of
finding a function φ such that for some constants ci the following equation holds

�(V + φ) + e− λ
p−1 (V + φ)

p+λ
+ = ∑

i ci V p−1 Zεi in �ε,

φ = 0 on ∂�ε,∫
�ε

φV p−1 Zεi = 0 for all i.
(3.11)

The solvability of problem (3.11) is established in next Proposition, whose
proof is postponed to Section 6.

Proposition 3.2. Assume the conditions of Proposition 3.1 are satisfied. Then there
is a C > 0, such that for all small ε there exists a unique solution φ = φ(ξ ′, d) to
problem (3.11), such that the map (ξ ′, d) → φ(ξ ′, d) is of class C1 for ‖ · ‖∗-norm
and

||φ||∗ ≤ C
(
|λ log ε| + ε

N−2
2

)
, (3.12)

||∇(ξ ′,d)φ||∗ ≤ C
(
|λ log ε| + ε

N−2
2

)
. (3.13)
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Now, we can reduce the problem to a finite dimensional one.
Let us consider now the functional Jε : RN × (0, +∞) → +∞ defined by

Jε(τ, d) = Iε(V + φ) (3.14)

where φ is the function given by Proposition 3.2 and Iε is given by

Iε(v) = 1

2

∫
�ε

|Dv|2 − ε
− λ

p−1

p + λ + 1

∫
�ε

v p+λ+1. (3.15)

Lemma 3.3. v = V + φ is a solution of problem (3.2), namely ci = 0 in (3.11) for
all i , if and only if (τ, d) is a critical point of Jε.

Proof. The definition of φ yields that I ′
ε(V + φ)[η] = 0 for all η which vanishes

on ∂�ε and such that
∫
�ε

ηV p−1 Zεi = 0 for all i. It is easy to check that ∂V
∂ξ ′

j
=

Zε j + o(1), ∂V
∂d = Zε0 + o(1), with o(1) small as ε → 0. This fact, together with

the last part of Proposition 3.2, proves our claim (see [12] for more details).

It is crucial to compute the expansion of Jε with respect to ε.

Proposition 3.4. Let δ >0 be fixed and assume (2.1) and (2.2) hold true. Then we
have the following expansion

Jε (τ, d)= a1 + �(τ, d)ε
N−2

2 + 1

2
b2�ε

N−2
2 log ε + o

(
ε

N−2
2

)
, (3.16)

where

�(τ, d) := a2|τ |2 − a3 H(0, 0)d N−2 − a4
1

d N−2
+ b1� + b2� log d, (3.17)

a1, ... , a4 and b1, b2 are positive constans and , as ε goes to zero, the term o
(
ε

N−2
2

)
is C1 uniform over all d’s and τ ’s satisfying (2.1).

Proof. Firstly, we observe that, under the change of variables (3.1), we have that

Iε(v) = Jε,λ(u), Jε,λ(u) = 1

2

∫
�\εω

|Dv|2 − ε
− λ

p−1

p + λ + 1

∫
�\εω

v p+λ+1. (3.18)

Hence the function PεUµ,ξ + ψ , with ψ(x) = ε
− 1

p−1 φ( x√
ε
), is a solution to (1.2) if

and only if (d, τ ) is a critical point of the function

Jε(τ, d) = Jε,λ

(
PεUµ,ξ + φ

)
. (3.19)

Therefore, the claim follows by Lemma 4.3, Lemma 2.2 and Lemma 4.2, taking in
account (2.1), (2.2) and the fact

Jε,λ(PεUµ,ξ ) = Jε,0(PεUµ,ξ )

−
(

1

p + 1 + λ

∫
�\εω

(
PεUµ,ξ

)p+1+λ − 1

p + 1

∫
�\εω

(
PεUµ,ξ

)p+1
)

.
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Proof of Theorem 1.1. In virtue of Lemma 3.3 and Lemma 3.4, we need to find a
critical point of the function �, defined in (3.17), which is stable under C1-per-
turbation. On the other hand, it is easy to check that, if � is any real number,
possibly depending on ε and bounded from above and from below, the function �

has a non degenerate critical point of “saddle” type, which is stable with respect to
C1-perturbation. Therefore, the claim is proved.

4. The expansion of the energy

Lemma 4.1. Let δ > 0 be fixed and assume (2.1). Then

Jε,0(PεUµ,ξ )=a1+a2|τ |2ε2σ−a3 H(0, 0)µN−2 (1 + o(1))−a4

(
ε

µ

)N−2

(1+o(1)),

(4.1)
uniformly in C1 sense for τ and d satisfying (2.1). The constants that appear in
(4.1) are given by

a1 := 1

N
α

p+1
N

∫
RN

1

(1 + |y|2)N
dy, (4.2)

a2 := α
p+1
N

∫
RN

[
2N (N + 1)

y2
1

(1 + |y|2)N+2
− 1

(1 + |y|2)N+1

]
dy, (4.3)

a3 := 1

2
α

p+1
N

∫
RN

1

(1 + |y|2) N+2
2

dy, (4.4)

a4 := 1

2
α

p+1
N cω

∫
RN

1

|y|N−2

1

(1 + |y|2) N+2
2

dy, . (4.5)

Proof. Via a Taylor expansion, we have (for some t ∈ (0, 1))

Jε,0
(
PεUµ,ξ

) = 1

2

∫
�\εω

∣∣∇ PεUµ,ξ

∣∣2 − 1

p + 1

∫
�\εω

(
PεUµ,ξ

)p+1

= 1

2

∫
�\εω

PεUµ,ξU p
µ,ξ − 1

p + 1

∫
�\εω

(
PεUµ,ξ

)p+1

= 1

N

∫
�\εω

U p+1
µ,ξ − 1

2

∫
�\εω

(
PεUµ,ξ − Uµ,ξ

)
U p

µ,ξ

− p

2

∫
�\εω

(
t PεUµ,ξ + (1 − t)Uµ,ξ

)p−1 (
PεUµ,ξ − Uµ,ξ

)2
.

(4.6)
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Now, it holds (setting x = µy )∫
�\εω

U p+1
µ,ξ = α

p+1
N

∫
�\εω

µN

(µ2 + |x − ξ |2)N
dx

= α
p+1
N

∫
�\εω

µ

1

(1 + |y − εσ τ |2)N
dy

= α
p+1
N

∫
RN

1

(1 + |y − εσ τ |2)N
dy + O

((
ε

µ

)N

+ µN

)
.

(4.7)

Moreover, via a Taylor expansion we get

1

(1+|y − εσ τ |2)N
= 1

(1+|y|2)N
+2N

(y, τ )

(1+|y|2)N+1
εσ

+
[

2N (N +1)
(y, τ )2

(1 + |y|2)N+2
− N

|τ |2
(1 + |y|2)N+1

]
ε2σ

+ R(ε, y)ε3σ ,

(4.8)

where

|R(ε, y)| ≤ c
|y|

(1 + |y|2)N+2
, y ∈ RN . (4.9)

By (4.8) and (4.9), we deduce that∫
RN

1

(1 + |y − εσ τ |2)N
dy =

∫
RN

1

(1 + |y|2)N
dy

+ 2Nεσ

∫
RN

(y, τ )

(1 + |y|2)N+1
dy

+ ε2σ

∫
RN

[
2N (N + 1)

(y, τ )2

(1 + |y|2)N+2
− N

|τ |2
(1 + |y|2)N+1

]
dy

+ O
(
ε3σ

)
=

∫
RN

1

(1 + |y|2)N
dy

+ ε2σ |τ |2
∫
RN

[
2N 2(N +1)

y2
1

(1 + |y|2)N+2
− N

1

(1 + |y|2)N+1

]
dy

+ O
(
ε3σ

)
.

(4.10)
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Thus we obtain the first two terms in (4.1) with constants a1 and a2 given respec-
tively by (4.2) and (4.3). An easy computation shows that a2 > 0.

We have, by Lemma 2.2∫
�\εω

(
PεUµ,ξ − Uµ,ξ

)
U p

µ,ξ dx

= − α
p+1
N

∫
�\εω

(
µ

N−2
2 H(x, ξ)+ 1

µ
N−2

2

ϕω

( x

ε

)) µ
N+2

2

(µ2+ |x − ξ |2) N+2
2

dx

+
∫

�\εω
Rε,µU p

µ,ξ dx .

(4.11)

Now, (setting x − ξ = µy) we have

∫
�\εω

µ
N−2

2 H(x, ξ)
µ

N+2
2

(µ2 + |x − ξ |2) N+2
2

dx

=
∫

�\εω−ξ
µ

µN−2 H(µy + ξ, ξ)
1

(1 + |y|2) N+2
2

dy

= µN−2 H(0, 0)

(∫
RN

1

(1 + |y|2) N+2
2

dy + o(1)

)
.

(4.12)

The previous formula computes the third term in the expansion given by (4.1).
Moreover, we get

1

µ
N−2

2

∫
�\εω

ϕω(
x

ε
)

µ
N+2

2

(µ2 + |x − ξ |2) N+2
2

dx

=
∫

�\εω−ξ
µ

ϕω

(µ

ε
(y + εσ τ)

) 1

(1 + |y|2) N+2
2

dy

=
(

ε

µ

)N−2 ∫
�\εω−ξ

µ

fε(y)
1

|y + εσ τ |N−2

1

(1 + |y|2) N+2
2

dy

=
(

ε

µ

)N−2
(

cω

∫
RN

1

|y|N−2

1

(1 + |y|2) N+2
2

dy + o(1)

)
.

(4.13)
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Here, we set fε(y) := (
µ
ε

)N−2 |y + εσ τ |N−2 ϕω

(
µ
ε
(y + εσ τ)

)
and we apply

Lebesgue’s dominated convergence theorem and Lemma 2.1. This fact gives the
fourth term in the expansion (4.1).

Collecting all the previous estimates and taking into account Lemma 2.3 and
Lemma 2.4, we get the claim.

Lemma 4.2. Let δ > 0 be fixed and assume (2.1), (2.2). Then

1

p + 1 + λ

∫
�\εω

(
PεUµ,ξ

)p+1+λ − 1

p + 1

∫
�\εω

(
PεUµ,ξ

)p+1

= − (b1 + b2 log µ + o(1)) λ, (4.14)

uniformly in C1 sense for τ and d satisfying (2.1). Here

b1 := 1

(p + 1)2
α

p+1
N

∫
RN

1

(1 + |y|2)N
dy

(4.15)

− 1

p + 1
α

p+1
N

∫
RN

1

(1 + |y|2)N
log

1

(1 + |y|2) N−2
2

dy,

b2 := N − 2

2(p + 1)
α

p+1
N

∫
RN

1

(1 + |y|2)N
dy. (4.16)

Proof. Via a Taylor expansion, we have (for some t ∈ (0, 1))

1

p + 1 + λ

∫
�\εω

(
PεUµ,ξ

)p+1+λ − 1

p + 1

∫
�\εω

(
PεUµ,ξ

)p+1

=λ

[
− 1

(p+1)2

∫
�\εω

(
PεUµ,ξ

)p+1+ 1

p+1

∫
�\εω

(
PεUµ,ξ

)p+1 log PεUµ,ξ

]
(4.17)

+1

2
λ2

∫
�\εω

(
2

(p+1+tλ)3
− 2 log PεUµ,ξ

(p+1+tλ)2
+ log2 PεUµ,ξ

p+1+tλ

)(
PεUµ,ξ

)p+1+tλ
.

Let R(λ) be the last integral in formula above. Using estimate (2.6), it is not difficult
to check that

|R(λ)| ≤ c| log µ|2 if λ ≤ 0, |R(λ)| ≤ cµ−λ| log µ|2 if λ > 0.



346 MONICA MUSSO AND ANGELA PISTOIA

Moreover, via a Taylor expansion, we have (for some t ∈ (0, 1))

− 1

(p+1)2

∫
�\εω

(
PεUµ,ξ

)p+1
dx+ 1

p+1

∫
�\εω

(
PεUµ,ξ

)p+1 log PεUµ,ξ dx

= − 1

(p + 1)2

∫
�\εω

U p+1
µ,ξ dx + 1

p + 1

∫
�\εω

U p+1
µ,ξ log Uµ,ξ dx

− 1

(p + 1)

∫
�\εω

(
Uµ,ξ + t PεUµ,ξ

)p (
PεUµ,ξ − Uµ,ξ

)
dx

+
∫

�\εω

[(
Uµ,ξ +t PεUµ,ξ

)p log
(
Uµ,ξ +t PεUµ,ξ

)+ 1

(p+1)

(
Uµ,ξ +t PεUµ,ξ

)p
]

× (
PεUµ,ξ − Uµ,ξ

)
dx

=− 1

(p+1)2

∫
RN

U p+1dy+ 1

p+1

∫
RN

U p+1
(
− log µ

N−2
2 +log U

)
dy+o(1),

(4.18)

where U (y) = αN /(1 + |y|2) N−2
2 . Here, we used Lemma 2.4, Lemma 2.3 and

estimate (2.6). Therefore, the claim follows.

The following estimate is crucial to find critical points of Jε.

Lemma 4.3. Let δ > 0 be fixed. Assume (2.1) and (2.2) hold true. Then we have

Jε,λ

(
PεUµ,ξ + φ

) = Jε,λ

(
PεUµ,ξ

) + o
(
ε

N−2
2

)
where as ε goes to zero the term o

(
ε

N−2
2

)
is C1 uniform over all d’s and τ ’s

satisfying (2.1).

Proof. We show that (using notation in (3.18) and in (3.18))

Jε(τ, d) − Iε(V ) = o
(
ε

N−2
2

)
(4.19)

and

∇τ,d [Jε(τ, d) − Iε(V )] = o
(
ε

N−2
2

)
. (4.20)

The conclusion follows from the fact that Iε(V ) = Jε,λ(PεUµ,ξ ).
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Taking into account that 0 = DIε(V + ψ̃ + φ̃)[φ̃], a Taylor expansion gives

Iε(V + ψ̃) − Jε(τ, d) =
∫ 1

0
tdt D2 Iε(V + ψ̃ + t φ̃)[φ̃, φ̃]

=
∫ 1

0
tdt

[∫
�ε

|∇φ̃|2 − (p + λ)(V + ψ̃ + t φ̃)p+λ−1φ̃2
]

(4.21)

=
∫ 1

0
tdt

(∫
�ε

N (φ̃+ψ̃)φ̃+
∫

�ε

(p+λ)
[
V p+λ−1− (V +ψ̃+t φ̃)p+λ−1

]
φ̃2

)
.

Since ‖φ̃‖∗ = O
(
|λ log ε| + ε

N−2
2

)
, we get

Jε(τ, d) − Iε(V + ψ̃) = O
(
(|λ log ε| + ε

N−2
2 )2

)
= o

(
ε

N−2
2

)
. (4.22)

Differentiating with respect to τ variables we get from (2.1) and form (4.21) that

Dτ [Iε(V + ψ̃) − Jε(τ, d)] = µεσ Dξ [Iε(V + ψ̃) − Jε(τ, d)]
= µεσ ε− 1

2

∫ 1

0
tdt

(∫
�ε

Dξ ′
[
(N (φ̃ + ψ̃))φ̃

]
(4.23)

+ (p + λ)

∫
�ε

Dξ ′
[
((V + ψ̃ + t φ̃)p+λ−1 − (V + ψ̃)p+λ−1)φ̃2

])
.

Using the computations in the proof of Proposition 3.2 we get that the first integral

in relation (4.23) can be estimated by O
(
(|λ log ε| + ε

N−2
2 )2

)
, so does the second;

hence
Dτ [Jε(τ, d) − Iε(V + ψ̃)] = o

(
ε

N−2
2

)
.

Now, since DIε(V )[ψ̃] = ∫
�ε

Rψ̃ , we have

Iε(V +ψ̃)− Iε(V )

=
{∫ 1

0
(1−t)dt[(p+λ)

∫
�ε

((V +tψ̃)p+λ−1−V p+λ−1)ψ̃2]− 2
∫

�ε

Rψ̃

}
.

(4.24)

Since ‖ψ̃‖∗+‖R‖∗∗ = O
(
|λ log ε|+ε

N−2
2

)
, the above term is O

(
(|λ log ε|+ε

N−2
2 )2

)
;

then, (4.19) follows from (4.22) and (4.24). Using again (4.24), we see that

Dτ [Iε(V + ψ̃) − Iε(V )] = µεσ Dξ [Iε(V + ψ̃) − Iε(V )]

= µεσ ε− 1
2 Dξ ′

{∫ 1

0
(1−t)dt

[
(p+λ)

∫
�ε

((V +tψ̃)p+λ−1−V p+λ−1)ψ̃2
]
−2

∫
�ε

Rψ̃

}
.



348 MONICA MUSSO AND ANGELA PISTOIA

Since from Proposition 3.2 it follows that ‖Dξ ′ψ̃‖∗ = O
((

|λ log ε|+ε
N−2

2

))
, we get

Dτ [Iε(V + ψ̃) − Iε(V )] = O(|λ|2µεσ− 1
2 ) = o

(
ε

N−2
2

)
.

This concludes the proof.

5. The linear problem: proof of Proposition 3.1

The proof of this Proposition consists of 2 steps.

Step 1. Assume there exists a sequence ε = εn → 0 such that there are functions
φε and hε with ‖hε‖∗∗ = o(1), such that

L(φε) = hε +
N∑

i=0
ci V p−1 Zεi in �ε,

φε = 0 on ∂�ε,∫
�ε

V p−1 Zεiφεdx = 0 if i = 0, 1, . . . , N ,

(5.1)

for certain constants ci , depending on ε. Then

‖φε‖∗ → 0.

We shall establish first the slightly weaker assertion that

‖φε‖ρ = sup
x∈�ε

[
|w−(β−ρ)φε(x)| + |w−(β−ρ+ 1

N−2 )Dφε(x)|
]

→ 0

with ρ > 0 a small fixed number. To do this, we assume the opposite, so that with
no loss of generality we may take ‖φε‖ρ = 1. Testing the above equation (5.1)
against Zεl , integrating by parts twice we get that∑

ci

∫
�ε

V p−1 Zεi Zεl =
∫

�ε

[�Zεl + (p + λ)V p−1+λZεl ]φε −
∫

�ε

hε Zεl . (5.2)

This defines a linear system in the ci ’s which is “almost diagonal” as ε approaches
zero, since we have for l = 1, . . . , N∫

�ε

V p−1 Zεi Zεl = δi,l

∫
RN

U p−1
�i ,0

(
∂U�i ,0

∂xl

)2

+ o(1) (5.3)

and for l = 0 ∫
�ε

V p−1 Zεi Zε0 = δi,0

∫
RN

U p−1
�i ,0

(
∂U�i ,0

∂�i

)2

+ o(1) (5.4)

for suitable �i > 0.
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On the other hand, it is easy to see that∫
�ε

[�Zεl + (p + λ)V p+λ−1 Zεl ]φε = o(1)‖φε‖ρ, (5.5)

and ∣∣∣∣∫
�ε

hε Zεl

∣∣∣∣ ≤ C‖hε‖∗∗.

Thus, we conclude that

|ci | ≤ C‖hε‖∗∗ + o(1)‖φε‖ρ (5.6)

so that ci = o(1). Now we can rewrite the equation in the following form

φε(x) − (p + λ)

∫
�ε

Gε(x, y)V p+λ−1φεdy

= −
∫

�ε

Gε(x, y)hε dy −
∑

i

ci

∫
�ε

V p−1 Zεi Gε(x, y) dy x ∈ �ε,

(5.7)

where Gε denotes the Green’s function of �ε. Furthermore, the function φε is of
class C1 and

∂x j φε(x) − (p + λ)

∫
�ε

∂x j Gε(x, y)V p+λ−1φεdy

= −
∫

�ε

∂x j Gε(x, y)hε dy −
∑

i

ci

∫
�ε

V p−1 Zεi∂x j Gε(x, y) dy x ∈ �ε.

(5.8)

We make now the following observation∫
�ε

|Gε(x, y)hε| dy ≤ ‖hε‖∗∗C
∫
RN

�(x − y)ω
4

N−2 (x) dy

≤ C‖hε‖∗∗

(∑
i

(1 + |x − ξ ′
i |2)−

N−2
2

)β

.

(5.9)

Analogously we get∫
�ε

|∂x j Gε(x, y)hε| dy ≤ ‖hε‖∗∗C
∑

j

∫
RN

1

|x − y|N−1
(1 + |y − ξ ′

j |2)−2 dy

≤ C‖hε‖∗∗wβ+ 1
N−2 (x).
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On the other hand, we have∣∣∣∣∑ ci

∫
�ε

V p−1 Zεi Gε(x, y) dy

∣∣∣∣
≤ C(‖φε‖ρ + ‖hε‖∗∗)

∑
i

∫
RN

�(x − y)
(
(1 + |y − ξ ′

i |2)−
N+3

2

)
≤ C(‖φε‖ρ + ‖hε‖∗∗)

(∑
i

(1 + |x − ξ ′
i |2)−

N−2
2

)

and

|
∑

ci

∫
�ε

V p−1 Zεi∂x j Gε(x, y) dy|

≤ C(‖φε‖ρ + ‖hε‖∗∗)
∑ ∫

RN

1

|x − y|N−1

(
(1 + |y − ξ ′

i |2)−
N+3

2

)
≤ C(‖φε‖ρ + ‖hε‖∗∗)wβ+ 1

N−2 (x).

Similarly, we obtain

∫
�ε

|Gε(x, y)V p+λ−1φε|dy ≤ C‖φε‖ρ

(∑
i

(1 + |x − ξ ′
i |2)−

N−2
2

)β

and ∫
�ε

|∂x j Gε(x, y)V p+λ−1φε|dy ≤ C‖φε‖ρwβ+ 1
N−2 (x).

Equation (5.7) and (5.8) and the above estimates imply that

|φε(x)| ≤ C(‖φε‖ρ + ‖hε‖∗∗)wβ(x) (5.10)

and
|∂x j φε(x)| ≤ C(‖φε‖ρ + ‖hε‖∗∗)wβ+ 1

N−2 (x). (5.11)

In particular, we have that

w−(β−ρ)(x)|φε(x)| ≤ Cwρ(x).

Since ρ is arbitrarily small and ‖φε‖ρ = 1, it follows the existence of a radius
R > 0 and a number γ > 0, both independent of ε such that ‖φε‖L∞(BR(ξ ′)) > γ .
Then local elliptic estimates and the bound (5.10) yield that, up to a subsequence,
φ̃ε(x) = φε(x − ξ ′) converges uniformly over compacts of RN to a nontrivial
solution φ̃ of

�φ̃ + pU p−1
�,0 φ̃ = 0, (5.12)
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for some � > 0, which besides satisfies

|φ̃(x)| ≤ C |x |(2−N )β . (5.13)

Hence, for N = 3 we have
|φ̃(x)| ≤ C |x |2−N .

Now, since φ̃ satisfies (5.12) and estimate (5.13) holds true, a bootstrap argument
leads to

|φ̃(x)| ≤ C |x |2−N for any N > 3.

It is well known that this implies that φ̃ is a linear combination of the functions
∂U�,0
∂x j

, ∂U�,0
∂�

. On the other hand, we recall that
∫
�ε

φεV p−1 Zεi = 0 for all i.

Hence passing to the limit for ε→0, we get
∫
RN φ̃U p−1

�,0
∂U�,0
∂x j

=∫
RN φ̃U p−1

�,0
∂U�,0
∂�

=
0, for all j . Hence the only possibility is that φ̃ ≡ 0, which is a contradiction which
yields the proof of ‖φε‖ρ → 0. Finally, from estimate (5.10), we observe that

‖φε‖∗ ≤ C(‖hε‖∗∗ + ‖φε‖ρ),

hence ‖φε‖∗ → 0, and the proof is thus complete.

Step 2. Now we are in a position to prove Proposition 3.1. To do this, let us consider
the space

H =
{
φ ∈ H1

0 (�ε) |
∫

�ε

V p−1 Zεiφ = 0 ∀ i

}
endowed with the usual inner product [φ, ψ] = ∫

�ε
∇φ∇ψ . Denote with 〈 f, g〉

the inner product in L2(�ε). Problem (3.8) expressed in weak form is equivalent
to that of finding a φ ∈ H such that

[φ, ψ] = 〈 (
(p + λ)V p+λ−1φ − h

)
, ψ 〉 ∀ψ ∈ H.

With the aid of Riesz’s representation theorem, this equation gets rewritten in H in
the operational form φ = K (φ)+ h̃ with certain h̃ ∈ H which depends linearly in h
and where K is a compact operator in H . Fredholm’s alternative guarantees unique
solvability of this problem for any h provided that the homogeneous equation φ =
K (φ) has only the zero solution in H . Let us observe that this last equation is
equivalent to (3.8). Assume it has a nontrivial solution φ = φε, which with no loss
of generality may be taken so that ‖φε‖∗ = 1. But this makes the previous step
applicable, so that necessarily ‖φε‖∗ → 0. This is certainly a contradiction that
proves that this equation only has the trivial solution in H . We conclude then that
for each h, problem (3.8) admits a unique solution. We check that

‖φ‖∗ ≤ C‖h‖∗∗.

We assume again the opposite. In doing so, we find a sequence hε with ‖hε‖∗∗ =
o(1) and solutions φε ∈ H of problem (3.8) with ‖φε‖∗ = 1. Again this makes the
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previous step applicable, and a contradiction has been found. This proves the first
estimate in (3.9). Estimate (3.10) follows from this and relation (5.6).

Let us now consider differentiation with respect to the variable ξ ′
l , l =1, ... , N .

For notational simplicity we write ∂
∂ξ ′

l
= ∂ξ ′ . Let us set, φ = T (h) and, still for-

mally, Z = ∂ξ ′φ. We seek for an expression for Z . Then Z satisfies the following
equation

�Z + (p + λ)V p+λ−1 Z = −(p + λ)∂ξ ′(V p−1+λ)φ

+
∑

i

di V p−1 Zεi + ci∂ξ ′(V p−1 Zεi ) in �ε.

Here di = ∂ξ ′ ci . Besides, from differentiating the orthogonality condition
〈φ, V p−1 Zεi 〉 = 0 we further obtain the relations

〈φ, ∂ξ ′(V p−1 Zεi )〉 + 〈Z , V p−1 Zεi 〉 = 0.

Let us consider constants b j such that〈
Z −

∑
l

bl Zεl , V p−1 Zεi

〉
= 0.

These relations amount to∑
l

bl〈Zεl , V p−1 Zεi 〉 = 〈φ, ∂ξ ′ V p−1 Zεi 〉 . (5.14)

Since this system is diagonal dominant with uniformly bounded coefficients, we see
that it is uniquely solvable and that

bl = O(‖φ‖∗).

Now, we easily see that

‖φ∂ξ ′(V p−1+λ)‖∗∗ ≤ C‖φ‖∗.

Recall now that ci = O(‖h‖∗∗). On the other hand

|∂ξ ′(V p−1 Zεi (x))| ≤ C |x − ξ ′
i |−N−4,

hence
‖ci∂ξ ′ V p−1 Zεi‖∗∗ ≤ C‖h‖∗∗.

Let us now set η = Z − ∑
j b j Zε j . Then, summing up the estimates above, and

using that ‖φ‖∗ ≤ C‖h‖∗∗, we get that η satisfies the relation

�η + (p + λ)V p−1+λη = f +
∑

i

di V p−1 Zεi in �ε, (5.15)
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where

f =
∑

i

bi (−(� + (p + ε)V p−1+λ)Zεi + ci∂ξ ′(V p−1 Zεi )

− (p + λ)∂ξ ′(V p−1+λ)φ,

(5.16)

so that
‖ f ‖∗∗ ≤ C‖h‖∗∗.

Since besides η ∈ H01(�ε) and

〈η, V p−1 Zεi 〉 = 0 for all i, (5.17)

we have that η = T ( f ). Reciprocally, if we now define

Z = T ( f ) +
∑

i

bi Zεi ,

with bi given by relations (5.14) and f by (5.16), then it is a matter of routine to
check that indeed Z = ∂ξ ′φ. In fact Z depends continuously on the parameters ξ ′,
� and h for the norm ‖ ‖∗, and ‖Z‖∗ ≤ C‖h‖∗∗ for points in the considered region.
The corresponding result for differentiation with respect to the variable d follow
similarly. This concludes the proof.

6. The nonlinear problem: proof of Proposition 3.2

Let us rewrite the first equation in (3.11) in the following form

�φ + (p + λ)V p+λ−1φ = −E − N (φ) +
∑

i

ci V p−1 Zεi in �ε,

where E and N (φ) are defined respectively by (3.6) and (3.5).
To estimate the ‖ ‖∗∗-norm of N (η), where η is a function with bounded ‖ · ‖∗-

norm and η = 0 on ∂�ε, it is convenient, and sufficient for our purposes, to assume
‖η‖∗ < 1. Note that

N (η) = N1(η) + N2(η) (6.1)

where
N1(η) = (p + λ)(1 − ε

− λ
p−1 )V p+λ−1η (6.2)

and

N2(η) = (p + λ)(p − 1 + λ)

2
(V1 + V2 + tη)p−2+λη2 (6.3)

with t ∈ (0, 1). First observe that

|w− 4
N−2 N1(η)| ≤ C(1 − ε

− λ
p−1 )w p−1+β‖η‖∗ ≤ C |λ log ε|‖η‖∗.
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In order to estimate ‖N2(η)‖∗∗ we need to distinguish two cases: N ≤ 6 and N > 6.
If N ≤ 6, then p ≥ 2 and we can estimate

|w− 4
N−2 N2(η)| ≤ Cw p−2+2β− 4

N−2 ‖η‖2∗,

hence
‖N2(η)‖∗∗ ≤ C‖η‖2∗.

Assume now that N > 6.
If |η| ≥ 1

2 V , we see directly from (6.3) that |N2(η)| ≤ C |η|p and hence

|w− 4
N−2 N2(η)| ≤ Cw p−2‖η‖p∗ ≤ Cε− N−6

2 ‖η‖p∗ .

Let us consider now the case |η| ≤ 1
2 V .

In the region where dist(y, ∂�ε) ≥ δε− 1
2 , for some δ > 0, then V (y) ≥

αδw(y) for some αδ > 0; hence in this region, we have

|w− 4
N−2 N2(η)| ≤ Cw2β−1‖η‖2∗ ≤ Cε(2β−1) N−2

2 ‖η‖2∗.

On the other hand, when dist(y, ∂�ε) ≤ δε− 1
2 , the following facts occur: w(y),

V (y) = O(ε
N−2

2 ) and, as y → ∂�ε, V (y) = Cε
N−1

2 dist(y, ∂�ε)(1 + o(1)). This
second assertion is a consequence of the fact that the Green function of the domain
� vanishes linearly with respect to dist(x, ∂�) as x → ∂�. These two facts imply

that, if dist(y, ∂�ε) ≤ δε− 1
2 and η(y) �= 0 (otherwise N2(η)(y) = 0), then

|w− 4
N−2 N2(η)| ≤ w− 4

N−2 V p−2|η|2

≤ Cw− 4
N−2

(
ε

N−1
2 dist(y, ∂�ε)

)p−2
dist(y, ∂�ε)

2|Dη(ȳ)|2

≤ Cw− 4
N−2 +2β+ 2

N−2 ε
N−1

2 (p−2)− p
2 ‖η‖2∗ ≤ Cε− N−6

2 ‖η‖2∗.

Combining these relations we get

‖N (η)‖∗∗ ≤
{

C‖η‖2∗ + |λ log ε|‖η‖∗ if N ≤ 6

C(ε− N−6
2 ‖η‖2∗ + ε p−2‖η‖p∗ + |λ log ε|‖η‖∗) if N > 6.

(6.4)

Next we estimate the term E . We have

|E | ≤ C
(
(ε

− λ
p−1 − 1)V p + (V λ − 1)V p + |V p − U p

d,ξ ′ | + o(ε
N−2

2 )
)

≤ C
(
|λ log ε|w p + |λ|w p| log w| + |V p − U p

d,ξ ′ | + o(ε
N+2

2 )
)

.

Taking into account that ‖V p − U p
d,ξ ′‖∗∗ ≤ Cε

N−2
2 , we get

‖E‖∗∗ ≤ C
(
|λ log ε| + ε

N−2
2

)
. (6.5)
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Now, we are in position to prove that problem (3.11) has a unique solution
φ = φ̃ + ψ̃ , with ψ̃ := −T (R), with the required properties.

In fact, problem (3.11) is equivalent to solving a fixed point problem. Indeed
φ = φ̃ + ψ̃ is a solution of (3.11) if and only if

φ̃ = −T (N (φ̃ + ψ̃)) ≡ A(φ̃)

taking into account that ψ̃ = −T (R).
Then we need to prove that the operator A defined above is a contraction inside

a properly chosen region.
First observe that, from the definition of ψ̃ , from (6.5) and from Proposition

3.1, we infer that

‖ψ̃‖∗∗ ≤ C
(
|λ log ε| + ε

N−2
2

)
and, by (6.4) and the choice (2.2), for ‖η‖∗ ≤ 1,

‖N (ψ̃ + η)‖∗∗ ≤


C

(‖η‖2∗ + |λ log ε|‖η‖∗ + |λ log ε|2 + εN−2
)

if N ≤ 6

C
(
ε− N−6

2 ‖η‖2∗ + ε p−2‖η‖p∗ + |λ log ε|‖η‖∗
+ε− N−4

2 |λ|2| log ε|2 + ε
N
2
)

if N > 6.

(6.6)

Let us set
F =

{
η ∈ H01 : ||η||∗ ≤

(
|λ log ε| + ε

N−2
2

)}
.

From Proposition 3.1, (6.6) and (2.2) we conclude that, for ε sufficiently small and
any η ∈ Fr we have

‖A(η)‖∗ ≤
(
|λ log ε| + ε

N−2
2

)
.

Now we will show that the map A is a contraction, for any ε small enough. That
will imply that A has a unique fixed point in F and hence problem (3.11) has a
unique solution.

For any η1, η2 in Fr we have

‖A(η1) − A(η2)‖∗ ≤ C‖N (ψ̃ + η1) − N (ψ̃ + η2)‖∗∗,

hence we just need to check that N is a contraction in its corresponding norms. By
definition of N

Dη̄ N (η̄) = (p + λ)
[
(V + η̄)

p+λ−1
+ − V p+λ−1

]
.

Hence we get

|N (ψ̃ + η1) − N (ψ̃ + η2)| ≤ CV̄ p−2|η̄||η1 − η2|.
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for some η̄ in the segment joining ψ̃ + η1 and ψ̃ + η2. Hence, we get for small
enough ‖η̄‖∗,

ω− 4
N−2 |N (ψ̃ + η1) − N (ψ̃ + η2)| ≤ Cε p−2+2β‖η̄‖∗‖η1 − η2‖∗.

We conclude that there exists c ∈ (0, 1) such that

‖N (ψ̃ + η1) − N (ψ̃ + η2)‖∗∗ ≤ c‖η1 − η2‖∗.

Arguing like in [12], we obtain the estimate (3.13).
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