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variational inequalities
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Abstract. We prove a theorem providing a geometric characterization of BV
continuous vector rate independent operators. We apply this theorem to rate inde-
pendent evolution variational inequalities and deduce new continuity properties
of their solution operator: the vectorial play operator.
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1. Introduction

In several mathematical models of elastoplasticity, the nonlinear dependence be-
tween deformation and stress tensors is described by means of the following evolu-
tion variational inequality. Let H be a real Hilbert space with inner product 〈·, ·〉 and
Z ⊆ H be a closed convex subset containing 0. Given T > 0 and u : [0, T ] −→ H,
find y : [0, T ] −→ H such that

〈u(t) − y(t) − z, y′(t)〉 ≥ 0 ∀z ∈ Z, t ∈ [0, T ] , (1.1)

where y′ denotes the time derivative of y. The references [14,15,20] contain surveys
of the physical models described by (1.1). The special one dimensional case H = R
has been deeply studied by several authors: we refer to the monographs [6, 12, 19,
27].

Inequality (1.1) can be solved by using classical tools from the theory of evo-
lution equations governed by maximal monotone operators. In particular it is well
known that if u ∈ W1,1(0, T ;H) then there exists a unique y ∈ W1,1(0, T ;H)

satisfying (1.1) and the initial condition

u(0) − y(0) = z0, (1.2)

where z0 ∈ Z is fixed. The resulting solution operator P : W1,1(0, T ;H) −→
W1,1(0, T ;H) is usually called (vector) play operator. The suggestive terms input
and output are used for u and v respectively. Regarding problem (1.1)-(1.2) there
are two important issues to be considered. First of all the continuity of the solution
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operator P : u 	−→ y with respect to different topologies. Secondly the extension
of such operator to classes of functions more general than W1,1(0, T ;H). Both
questions have an applicative relevance since the continuity of the extension ensures
robustness of the model and applicability of mathematical tools including numerical
simulation.

It is well-known that the operator P is continuous on W1,1(0, T ;H) endowed
with its natural topology: this was proved in [13, Proposition 3.1] in the finite di-
mensional case, whereas for general H it is proved in [14, Theorem 3.12, page 34].
The continuity with respect to the topology of uniform convergence is proved in [14,
Corollary 3.8, page 32]. As far as the extension of P is concerned, it seems that the
first answer to this question in the infinite dimensional case can be found in [14]. In
that book the play operator is extended to the space BV(0, T ;H) ∩ C(0, T ;H). In
order to do this, the variational inequality (1.1) is replaced by the integral inequality∫ T

0

〈
u(t) − y(t) − z(t), d y(t)

〉 ≥ 0 ∀z ∈ C([0, T ] ;Z). (1.3)

Here the integral is meant in the sense of Riemann-Stieltjes. In [14] the problem
(1.3)–(1.2) is first solved for step functions, then a solution for continuous BV
inputs is found by an a priori estimates-limit procedure. In [14] it is also proved the
continuity with respect to the topology of uniform convergence and it is shown that
this extension of P is continuous in BV(0, T ;H) ∩ C(0, T ;H) endowed with the
strict metric, provided Z is bounded and its boundary satisfies suitable smoothness
conditions, the general case being left as an open problem. Let us recall that the
strict metric is defined by

ds(u, v) := ‖u − v‖L1 + | V(u, [0, T ]) − V(v, [0, T ])|, (1.4)

where V(u, [0, T ]) is the variation of u on [0, T ]. This is a natural metric on BV be-
cause every function u of bounded variation admits a sequence of smooth functions
un such that ds(un, u) → 0 as n goes to infinity.

In the paper [16] the play operator is further extended to the space of possibly
discontinuous functions of bounded variation. In that paper the integral in (1.3) is
understood in the Young sense and the continuity with respect to the topology of
uniform convergence is proved. The continuity with respect to the strict conver-
gence of BV is left as an open question.

In the present paper we address the issue of BV-continuity by studying the
problem of the extension of a general rate independent operator: indeed the play
operator P is rate independent, i.e.

P(u ◦ φ) = P(u) ◦ φ (1.5)

whenever u ∈ W1,p(0, T ;H) and φ : [0, T ] −→ [0, T ] is an increasing surjective
Lipschitz reparametrization. Thus we study when a general rate independent oper-
ator R, acting on the space of Lipschitz mappings, can be continuously extended to
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all BV(0, T ;H). In our main theorem we prove that such extension exists if and
only if R is locally isotone, i.e.

V(u,[c, d])=‖u(d)−u(c)‖H =⇒ V(R(u),[c, d])=‖R(u)(d)−R(u)(c)‖H (1.6)

whenever u is Lipschitz and [c, d] is a subinterval of [0, T ]. Moreover this exten-
sion is unique if we identify functions which are equal almost everywhere. Con-
dition (1.6) has the advantage of a clear geometrical meaning that can be easily
applied to the play operator and translated in terms of the convex set Z . It turns
out that P can be continuously extended to BV(0, T ;H) if and only if either Z is a
vector subspace or

Z = {x ∈ H : −α ≤ 〈 f, x〉 ≤ β} (1.7)

for some f ∈ H� {0} and α, β ∈ [0, ∞]. Therefore in many simple cases (e.g.
Z is a cylinder or a ball for dim(H) > 1) the operator P cannot be continuously
extended to BV. However, as a by-product of the proof, we obtain that P can always
be continuously extended to BV(0, T ;H)∩ C(0, T ;H) for every Z . Therefore we
extend the result of [14] where the continuity is proved only for smooth Z .

The scalar case was dealt in the papers [21, 22] where we proved that a BV-
continuous scalar rate independent operator R : W1,∞(0,T ;R)−→W1,∞(0,T ;R)

can be continuously extended to BV(0, T ;R) (in a unique manner) if and only if it
is locally isotone. When H = R, local isotonicity is a very natural generalization of
local monotonicity, well-known in hysteresis: a scalar operator R is called locally
monotone if

u increasing (resp. decreasing) on [c,d]=⇒R(u)increasing (resp. decreasing) on [c,d]

whenever [c, d] is a subinterval of [0, T ]. In this special case every convex set Z
is an interval and P is locally monotone, therefore P can always be continuously
extended to BV(0, T ;R). In applications, locally monotonicity is verified in many
particular cases, therefore the result applies to a wide class of concrete rate inde-
pendent operators (cf. [21, Section 5]).

Let us also observe that our procedure will yield a representation formula for
the extension P of P (and in general for a rate independent operator R). Indeed we
prove that

P(u) = P(̃u) ◦ �u, (1.8)

where

�u(t) = T

V(u, [0, T ])
V(u, [0, t]) (1.9)

and ũ is a Lipshitz map such that

u = ũ ◦ �u . (1.10)

Even if P cannot be continuosly extended to all of BV(0, T ;H), we prove that P
has a good continuity property, namely P(un) → P(u) in L1(0, T ;H) whenever
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un converges strictly to u. This property suggests that P(u) can be defined to be a
generalized solution of (1.1)-(1.2) when u is of bounded variation. We show that
this notion of solution does not coincide with the one proposed in [16], indeed it
solves a variational inequality similar to (1.3), but containing an extra term due to
the jumps of u. A comparison between this two notions of solution is given.

Now we give a brief plan of the paper. In the next section we recall the main
definitions and notations about vector valued functions of bounded variation. In
Sections 3 and 4 we state precisely the main results and we present their proofs. In
Section 5 we apply the abstract results to rate independent variational inequalities.
Finally in the Appendix we prove some technical results about H-valued BV maps
and convex sets in a Hilbert space.

ACKNOWLEDGEMENTS. The author is grateful to P. Krejčı́ and G. Savaré for
stimulating discussions and useful suggestions.

2. Preliminaries

2.1. List of notation

In the paper we will use the following notation.

· B A, set of functions defined on a set A with values in a set B.
· P(S), power set of a set S.
· N, set of strictly positive integer numbers {1, 2, . . .}.
· χS , characteristic function of a set S: χS(t) = 1 if t ∈ S and χS(t) = 0 if t �∈ S.

· S, closure of a subset S ⊆ T , with T topological space.

· S̊, interior of a subset S ⊆ T , with T topological space.
· f (t−) := lims↗t f (s), f (t+) := lims↘t f (s), with f ∈ T S , T topological

space, S ⊆ R.
· Cont( f ), continuity set of f ∈ T S , with S, T topological spaces.
· Discont( f ) = S�Cont( f ), with f ∈ T S and S, T topological spaces.
· ‖ f ‖∞ := sup{‖ f (s)‖X : s ∈ S}, with f ∈ X S , S set, (X , ‖ · ‖X ) Banach

space.
· Lip(I ;X ), X -valued Lipschitz continuous functions defined on I , with I ⊆ R

interval, X Banach space.
· Lip( f ), Lipschitz constant of f ∈ X I , with I ⊆ R interval, X Banach space.
· X ′, topological dual space of a Banach space X .
· xn ⇀ x , weak convergence: f (xn) → f (x) for all f ∈ X ′, with xn, x ∈ X , X

Banach space.
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· fn
∗
⇀ f , weak* convergence: fn(x) → f (x) for all x ∈ X , with fn, f ∈ X ′,

X Banach space.
· seg[x, y] := {(1 − λ)x + λy : λ ∈ [0, 1]}, segment joining x and y in a Hilbert

space.
· ProjZ , projection operator on a closed convex set Z in a Hilbert space.
· B(T ), family of Borel sets of T , T topological space.

· L1(µ, T ;X ) = L1(µ;X ), space of µ-integrable X -valued maps, with µ posi-
tive measure on T .

· L1, one dimensional Lebesgue measure, L1(I ;X ) := L1(L1, I ;X ), I ⊆ R
interval.

Let us emphasize that we do not identify two functions defined on the real line
which are equal L1-almost everywhere (L1-a.e.). Moreover throughout the paper
we assume that

I := ]a, b[ , −∞ ≤ a < b ≤ ∞, (2.1)

the open interval in R with endpoints a, b, and{
H is a real Hilbert space with inner product (x, y) 	−→ 〈x, y〉
‖x‖H := 〈x, x〉1/2.

(2.2)

2.2. Pointwise and essential variations

In this subsection X denotes a Banach space with norm ‖ · ‖X . We collect the main
definitions and results concerning Banach valued functions with bounded pointwise
variation. All the results are standard in the real case, however we give proofs
whenever we are not able to provide a reference for the vector case.

Definition 2.1. If J is a subinterval of I , the symbol St(J ;X ) denotes the set of
X -valued step maps on J , i.e. maps f : J −→ X such that J can be partitioned
into a finite number of (possibly degenerate) intervals J1, . . . , Jm and f is constant
on each J j for j = 1, . . . , m. A function f : J −→ X is called regulated on J
if at each point t ∈ J there exist f (t−) and f (t+) in X , with the convention that
f (t−) := f (t) (respectively f (t+) := f (t)) if t ∈ J and t is the right (resectively
the left) endpoint of J . We denote by Reg(J ;X ) the set of regulated maps on J .

Every f ∈ Reg(J ;X ) is locally the uniform limit of a sequence fn ∈ St(J ;X )

(cf., e.g., [3, Theorem 3, Section 2.1]), hence f is L1-measurable, the set {t ∈ J :
f (t−) �= f (t+)} is at most countable, and if J is compact then f is bounded.
Of course every monotone real function is regulated. In this regard we warn the
reader about the terminology: by an increasing function on J , we mean a function
f : J −→ R such that ( f (t1) − f (t2))(t1 − t2) ≥ 0 for every t1, t2 ∈ J . Same con-
vention is adopted for the term decreasing. Finally f is monotone if it is increasing
or if it is decreasing.
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Definition 2.2. We recall that a subdivision of a nondegenerate subinterval J ⊆ I
is a family (s j )

m
j=0, m ∈ N, with the property that s0 < · · · < sm and s j ∈ J for

j = 0, . . . , m. The set of all subdivisions of J is indicated by S(J ). If f ∈ X I

and s = (s j )
m
j=0 ∈ S(J ), the variation of f with respect to s is defined by

V( f, s) :=
m∑

j=1

‖ f (s j ) − f (s j−1)‖X .

If J is nondegenerate the pointwise variation of u on J is defined by

Vp( f, J ) := sup
{

V( f, s) : s ∈ S(J )
}
,

otherwise we set Vp( f,J )=0. We define BVp (I ;X ) :={ f ∈X I : Vp( f,I )<∞}.
If f ∈ X I , Vp( f, I ) < ∞, and t0 ∈ I , the inequality ‖ f (t)‖X ≤ Vp( f, I ) +

‖ f (t0)‖X yields the boundedness of f . Moreover it is well known there exist (in X )
limt→inf I+ f (t), limt→sup I− f (t), f (t+), and f (t−) for every t ∈ I . In particular
f is regulated, L1-measurable, and Discont( f ) is at most countable. We can define
the maps f−, f+ ∈ X I by setting

f−(t) := f (t−), f+(t) := f (t+), t ∈ I. (2.3)

It is easy to check that Vp( f+, I ) = Vp( f−, I ). Let us observe that if g1, g2 ∈ X I

are two functions in the same L1-equivalence class and Vp(g j , I ) < ∞, j = 1, 2,
then every t ∈ I is a left Lebesgue point of g j , hence

(g1)−(t) = lim
h↗0

1

h

∫ t

t−h
g1(s) ds = lim

h↗0

1

h

∫ t

t−h
g2(s) ds = (g2)−(t).

In the same manner we see that (g1)+ = (g2)+. This remark allows us to formulate
the following:

Definition 2.3. Let f ∈ X I be given. If there is no L1-representative g of f such
that Vp(g, I ) < ∞, we set Ve( f, I ) := ∞. Otherwise if g ∈ X I is such that f = g
L1-a.e. in I and Vp(g, I ) < ∞, we set

Ve( f, I ) := Vp(g−, I ) (= Vp(g+, I )), (2.4)

where g− is defined in (2.3). The real extended number Ve( f, I ) is called essential
variation of f .

Now let f ∈ X I be left-continuous, then Discont( f ) is at most countable
(proof: to every t ∈ Discont( f ) associate a triple (p, q, r) ∈ Q3 such that 0 <

p < lim supτ→t ‖ f (τ ) − f (t)‖X , ‖ f (s) − f (t)‖X < p whenever q < s < t , and
lim supτ→s ‖ f (τ ) − f (s)‖X > p whenever t < s < r ; from the left continuity
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it follows that the correspondence t 	−→ (p, q, r) is one-to-one). Therefore if
s = (s j )

m
j=1 is a subdivision of I and f is left-continuous, then for every ε > 0

we can find another subdivision t = (t j )
m
j=1 such that t j ∈ Cont( f ), t j < s j , and

‖ f (t j )− f (s j )‖X < ε/(4m) for j = 1, . . . , m. Hence V( f, s)+ε/2 ≤ V( f, t)+ε,
thus we have proved the following:

Lemma 2.4. If f : I −→ X is left-continuous, then

Vp( f, I ) = sup
{

V( f, s) : s = (s j ) ∈ S(I ), s j ∈ Cont( f )
}
.

Let us notice that if f, fn ∈ X I and fn(t) → f (t) for every t ∈ Cont( f ), then
V( fn, s) → V( f, s) for every s ∈ S(I ). Hence thanks to Lemma 2.4 we have the
following:

Corollary 2.5. Assume that f, fn ∈ X I and fn(t) → f (t) for every t ∈ Cont( f ).
Then Ve( f, I ) ≤ lim infn→∞ Ve( fn, I ).

2.3. Vector Stieltjes measures

Now we recall the connection between functions with bounded variation and Borel
vector measures on the real line, i.e. maps µ : B(I )−→X such that µ(

⋃∞
n=1 Bn)=∑∞

n=1 µ(Bn) whenever (Bn) is a sequence of mutually disjoint Borel subsets of I .
Let us also recall that if µ : B(I )−→X is a vector measure, then

µ
 : B(I )−→

[0, ∞] is defined by

µ
(B) :=sup

{ ∞∑
n=1

‖µ(Bn)‖X : B =
∞⋃

n=1

Bn, Bn ∈B(I ), Bh ∩ Bk =∅ if h �= k

}
.

The map
µ

is a positive measure which is called total variation of µ and we set

A(µ) := {t ∈ I : µ
({t}) �= 0}, (2.5)

the set of atoms of µ. The vector measure µ is called with bounded variation ifµ
(I ) < ∞ (see, e.g., [8, Chapter I, Section 3.]). In this case the equality ‖µ‖ :=µ
(I ) defines a norm on the space of measures with bounded variation. Let us

recall the following proposition whose proof can be found in [8, Theorem 1, section
III.17.2, page 358]:

Theorem 2.6. If f ∈ X I and Vp( f, I ) < ∞ then there exists a unique vector
measure µ f : B(I ) −→ X such that for every c, d ∈ I with c < d we have

µ f (]c, d[) = f (d−) − f (c+), µ f ([c, d]) = f (d+) − f (c−), (2.6)

µ f ([c, d[) = f (d−) − f (c−), µ f (]c, d]) = f (d+) − f (c+). (2.7)

Moreover µ f is with bounded variation and if f− : I −→ X is defined by (2.3),
then µ f = µ f− . Vice versa if µ : B(I ) −→ X is a vector measure with bounded
variation, then the map fµ : I −→ X defined by fµ(t) := µ(]a, t[) is such that
Vp( fµ, I ) < ∞ and µ fµ = µ.
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Usually µ f is called the Lebesgue-Stieltjes measure associated with f .
Observe that from Theorem 2.6 it follows that µ f (I ) = limt→sup I− f (t) −
limt→inf I+ f (t) and that µ f ({t}) = f (t+) − f (t−) for every t ∈ I . Now we
recall the characterization of the total variation of µ f (see [8, Remark 5, Section
III.17.2, page 362]):

Proposition 2.7. Let f : I −→ X be such that Vp( f, I ) < ∞ and let f− : I −→
X be defined by (2.3). Define V f : I −→ ]0, ∞] by V f (t) := Vp( f−, ]a, t[), that
is the pointwise variation of f− on ]a, t[. Then

µ f
= µV f

It follows that if f ∈ X I , Vp( f, I ) and J is an open subinterval of I , thenµ f
(J ) = Vp( f−, J ) = Ve( f, J ). (2.8)

2.4. Integrals with respect to vector measures

Let X j , j = 1, 2, 3, be Banach spaces with norms ‖ · ‖X j and let X1 × X2 −→
X3 : (x1, x2) 	−→ x1 • x2 be a bilinear form such that ‖x1 • x2‖X3 ≤ ‖x1‖X1‖x2‖X2

for every x j ∈ X j , j = 1, 2. Assume that µ : B(I ) −→ X2 is a vector measure
with bounded variation. Let f : X I

1 be a step map with respect to µ, i.e. there exist
f1, . . . , fm ∈ X1 and A1, . . . , Am ∈ B(I ) mutually disjoint such that

µ
(A j ) <

∞ for every j and

f =
m∑

j=1

χA j f j .

The set of step maps with respect to µ is denoted by St(
µ

;X1) and the integral
of f is the vector defined by∫

I
f • dµ :=

m∑
j=1

f j • µ(A j ) ∈ X3.

It can be proved that the map St(
µ

;X1) −→ X3 associating to every f the
integral

∫
I f • dµ is linear and continuous when St(

µ
;X1) is endowed with the

L1-semimetric ‖ f − g‖L1(
µ

;X1)
:= ∫

I ‖ f − g‖X1 d
µ

. Therefore it admits a

unique continuous extension Iµ : L1(
µ

;X1) −→ X3 and we set∫
I

f • dµ := Iµ( f ), f ∈ L1(
µ

;X1).

The following fundamental inequality holds:∥∥∥∥∫
I

f • dµ

∥∥∥∥
X3

≤
∫

I
‖ f ‖X1 d

µ
. (2.9)
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We will use the previous integral in two particular cases, namely when

a) X1 = R, X2 = X3 = H, λ • x := λx (
∫

I f • dµ = ∫
I f dµ, integral of a real

function with respect to a vector measure);
b) X1 = X2 = H, X3 = R, x1 • x2 := 〈x1, x2〉 (

∫
I f • dµ = ∫

I 〈 f, dµ〉, integral
of a vector function with respect to a vector measure).

2.5. Maps whose derivative is a measure

Now we are going to present a brief summary of facts about functions of bounded
variation with values in H. We adopt the notations of [2], which is our main refer-
ence for the finite dimensional case.

Definition 2.8. A map u ∈ L1(I ;H) is called of bounded variation (on I ) if its
distributional derivative is a measure with bounded variation, i.e. if there exists a
measure D u : B(I ) −→ H such that

D u
(I ) < ∞ and

−
∫

I
ϕ′(t)u(t) d t =

∫
I
ϕ dD u ∀ϕ ∈ C1

c(I ;R).

We set A(u) := A(D u) and the space of maps of bounded variation on I is denoted
by BV(I ;H).

Proposition 2.9. Assume that u ∈ BV(I ;H) and define v ∈ HI by v(t) :=
D u(]a, t[). Then v is left-continuous, Vp(v, I ) < ∞, and D u = µv = D v.
Moreover there exists a unique ua ∈ H such that

u(t) = ua + D u(]a, t[) for L1-a.e. t ∈ I . (2.10)

We have
Ve(u, I ) = Vp(v, I ) < ∞.

Proof. The left continuity of v is a straightforward consequence of the continuity
of measures. It is easy to check that Vp(v, I ) ≤ D u

(I ) < ∞. The last part of
Theorem 2.6 yields µv = D u. Now take ϕ ∈ C1

c(I ;R). Thanks to Lemma A.1 of
Section A.1 in the Appendix we have

−
∫

I
ϕ′(t)v(t) d t = −

∫
I
ϕ′(t)

∫
]a,t[

dD u d t = −
∫

I
ϕ′(t)

∫
I
χ]a,t[ (s) dD u(s) d t

= −
∫

I
ϕ′(t)

∫
I
χ]a,t[ (s) d t dD u(s) = −

∫
I

∫ b

s
ϕ′(t) d t dD u(s)

=
∫

I
ϕ(s) dD u(s).

Hence we have proved that D v = D u. Therefore u−v is L1-a.e. equal to a constant
ua ∈ H thus Ve(u, I ) = Vp(ua + v, I ) = Vp(v, I ) < ∞.
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In the same way we can prove that setting w(t) := D u(]a, t]), t ∈ I , then w is
right-continuous and u(t) = ua + D u(]a, t]) for L1-a.e. t ∈ I . Therefore we infer
the following:

Corollary 2.10. Assume that u ∈ L1(I ;H). Then u ∈ BV(I ;H) if and only if
Ve(u, I ) < ∞. In this case, if ua ∈ H is the unique vector such that (2.10) holds,
the functions ul , ur ∈ HI defined by

ul(t) := ua + D u(]a, t[), ur (t) := ua + D u(]a, t]), t ∈ I,

are respectively the left-continuous and the right-continuous representatives of u
(with respect to L1). We have ua = ul(a+) = ur (a+) and we have Vp(ul , I ) =
Vp(ur , I ) = Ve(u, I ) = ‖ D u‖.

If not otherwise specified, we understand that a mapping f ∈ BV(I ;H) is
extended to I by setting f (a) := f r (a+) and f (b) := f r (b−) (if a and/or b are
finite).

Corollary 2.11. If u, un ∈ BV(I ;H) are such that un → u in L1(I ;H), then
‖ D u‖ ≤ lim infn→∞ ‖ D un‖.

Proof. Since ‖ D v‖ = Ve(v, I ) = Ve(v
l , I ) it is not restrictive to assume that u

and un are the left-continuous representatives. Let us consider a subsequence of
‖ D un‖ which is convergent to λ ∈ R and that we do not relabel. There exists a
further subsequence nk such that unk → u L1-a.e. in I . Redefining every unk on a
suitable L1-null set of Cont(u) we obtain that unk (t) → u(t) for every t ∈ Cont(u),
therefore by Corollary 2.5 Ve(u, I ) ≤ λ. The thesis follows.

The strict semimetric on BV(I ;H) is defined as follows:

ds(u, v) := ‖u − v‖L1(I ;H) − |‖ D u‖ − ‖ D v‖|, u, v ∈ BV(I ;H). (2.11)

If ds(un, u) → 0 we also say that un → u strictly on I . The strict metric induces a
natural topology on BV(I ;H), indeed we have the following:

Proposition 2.12. If u ∈ BV(I ;H) then there exists a sequence (un) in C∞(I ;H)

such that un → u strictly on I .

The previous proposition is classical if H is finite dimensional. In the Ap-
pendix we provide a proof for the general case (see Proposition A.2).

Let us also mention the fact that ds is not complete, this is important if we
consider the problem of extending a BV(I ;H)-valued operator in a continuous
manner.

Let us recall that if D u = vL1 and v ∈ L p(I ;H), p ∈ [1, ∞], then the dis-
tributional derivative u′ equals L1-a.e. the pointwise derivative and u′ = v L1-a.e.
in I . For k ∈ N we define Wk,p(I ;H) := {u ∈ L p(I ;H) : u(k) ∈ L p(I ;H)}. It
is well known that Vp(u, I ) = ∫

I ‖u′(t)‖H d t whenever u ∈ W1,1(I ;H), therefore
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W1,1(I ;H) ⊆ BV(I ;H). Moreover f ∈ W1,∞(I ;H) if and only if its continu-
ous representative belong to Lip(I ;H) ∩ L1(I ;H). The standard semimetric on
W1,p(I ;H) is

‖u‖W1,p(I ;H) := ‖u‖L p(I ;H) + ‖u′‖L p(I ;H), u ∈ W1,p(I ;H)

(see the appendix of [4] for details).

2.6. Rate independent operators

Now we recall the notion of (vector) rate independent operator. In the last decades,
operators of this kind have been extensively studied in the scalar case in several
research articles and in the monographs [6, 12, 14, 19, 27]. The vector case has
been object of fewer investigations than the scalar case: see e.g. [12] for the finite
dimensional case and [14] for the Hilbert case.

Definition 2.13. Assume that F ⊆ BV(I ;H). We say that R : F −→ BV(I ;H)

is a rate independent operator if

R(u ◦ φ) = R(u) ◦ φ (2.12)

for every u ∈ F and every φ : I −→ I increasing and surjective such that u◦φ ∈ F.

Notice that in defining φ from I into itself, we allow, e.g., time rescalings
that are equal to b ∈ R on an interval ]t0, b[ for a certain time t0 ∈ ]a, b[. Of
course the definition makes sense if we extend any u ∈ BV(I ;H) to I , by setting
f (a) := f r (a+), f (b) := f r (b−), for a and/or b finite.

Definition 2.14. Assume that F ⊆ BV(I ;H), F �= ∅. We say that R : F −→
BV(I ;H) is locally isotone if for every c, d ∈ I , c < d,

Ve(u, ]c, d[) = ‖u(d) − u(c)‖H =⇒ Ve(R(u), ]c, d[)

= ‖R(u)(d) − R(u)(c)‖H.
(2.13)

The notion of locally isotone rate independent operator was introduced in [21, Re-
mark 4.6] and it is a natural generalization of the notion of local monotonicity, well
known in hysteresis. In the scalar case the local monotonicity of R means that if
R(u) is monotone increasing (respectively decreasing) on [c, d] than u is monotone
increasing (respectively decreasing) on the same interval. Instead condition (2.13)
simply means that R(u) is monotone on ]c, d[ whenever u is monotone on [c, d],
hence the term ‘isotone’. Since we will use Definition 2.14 only for F ⊆ C(J ;H),
the essential variation can be replaced by the pointwise variation on [c, d]. In this
case and when the dimension of H is greater than one, condition (2.13) means that
if u is an injective parametrization of a segment on [c, d], then R(u) is also an
injective parametrization of another segment on [c, d].
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3. Main results

In this section we state the main results of this paper. To this aim we first need some
properties on reparametrizations. We set I = ]a, b[ with a, b ∈ R, a < b.

3.1. Reparametrizations

We follow [11, Section 2.5.16], with some slight differences, due to the fact that
we assign the same arc length to two functions which are equal L1-a.e. Moreover
we need a normalization factor. Set I := ]a, b[ with a, b ∈ R, a < b. If u ∈
BV(I ;H), define �u : [a, b] −→ [a, b] by

�u(t) :=
{

a + b−a
‖ D u‖

D u
(]a, t[) if ‖ D u‖ �= 0

a if ‖ D u‖ = 0
, t ∈ I . (3.1)

The function �u is increasing and left-continuous. Moreover Discont(�u) = A(u)

and
�u(I ) = I�

⋃
t∈A(u)

]�u(t), �u(t+)] .

If t1 < t2 we have ‖ul(t1) − ul(t2)‖H ≤ D u
([t1, t2[) = D u

(]a, t2[) −D u
(]a, t1[) therefore

‖ul(t1) − ul(t2)‖H ≤ ‖ D u‖
b − a

|�u(t1) − �u(t2)| ∀t1, t2 ∈ I. (3.2)

This inequality yields that ul(�−1
u (σ )) is a singleton for every σ ∈ �u(I ), therefore

there is a unique function U : �u(I ) −→ H such that U ◦ � = ul . From (3.2) it also
follows that U is the unique Lipschitz function such that U ◦ �u = u L1-a.e. and its
Lipschitz constant satisfies Lip(U ) ≤ ‖ D u‖/(b − a). In order to extend U to all
of I we define ũ : I −→ H by setting

ũ(σ ) := (1 − λ)ul(t) + λul(t+) if σ =(1 − λ)�u(t) + λ�u(t+), t ∈ I , λ ∈ [0, 1].
It is clear that ũ extends U and that Lip(̃u) = Lip(U ). The function ũ may be
regarded as a kind of reparametrization of u by the normalized arc length. We
summarize the previous discussions in the following proposition.

Proposition 3.1. Assume a, b are finite and let u ∈ BV(I ;H). Let �u : I −→ I
be its “normalized” arc length defined by (3.1). Then there exists a unique function
ũ ∈ Lip(I ;H) such that

u = ũ ◦ �u L1-a.e. in I , (3.3)

ũ is affine on [�u(t), �u(t+)] ∀t ∈ A(u). (3.4)
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3.2. Main abstract results

Here is our main result.

Theorem 3.2. Let I be bounded. Assume that R : Lip(I ;H) −→ BV(I ;H) ∩
C(I ;H) is a rate independent operator which is continuous when Lip(I ;H) and
BV(I ;H)∩C(I ;H) are endowed with the strict topology. Then R admits a unique
continuous extension to BV(I ;H) ∩ C(I ;H). Moreover R can be continuosly
extended to all of BV(I ;H) if and only if R is locally isotone. This extension
is unique if we identify functions which are L1-a.e. equal in I and it is given by
R : BV(I ;H) −→ BV(I ;H)

R(u) := R(̃u) ◦ �u, u ∈ BV(I ;H), (3.5)

where ũ and �u are defined by Proposition 3.1. The operator R is rate independent.

Even if R is not locally isotone we have the following continuity property

Proposition 3.3. Let I be bounded. Assume that R : Lip(I ;H) −→ BV(I ;H) ∩
C(I ;H) is a rate independent operator which is continuous when Lip(I ;H) and
BV(I ;H) ∩ C(I ;H) are endowed with the strict topology. Let R : BV(I ;H) −→
BV(I ;H) be defined by formula (3.5). Then ‖R(un)−R(u)‖L1(I ;H) → 0 whenever
un → u strictly on I , u, un ∈ BV(I ;H).

Finally we present the following theorem that will allows us to infer new con-
tinuity properties of the vector play operator (defined in Section 3.3) also in the
classical framework of absolutely continuous inputs.

Theorem 3.4. Let I be bounded. Let F be such that Lip(I ;H) ⊆ F ⊆ BV(I ;H)∩
C(I ;H). Assume that R : F −→ BV(I ;H) ∩ C(I ;H) is rate independent and
has the following continuity property:

v,vn ∈Lip(I ;H), ‖vn −v‖W1,1(I ;H) → 0 =⇒ R(vn) → R(v) strictly on I (3.6)

as n → ∞. Then R is continuous with respect to the strict topology, i.e.

un → u strictly on I =⇒ R(un) → R(u) strictly on I (3.7)

as n → ∞.

The previous theorem implies in particular that Theorem 3.2 holds if we re-
place the strict continuity by the condition (3.6), which is well-known in many
particular concrete cases.

Remark 3.5. We point out that we proved a particular case of Theorem 3.2 in [21,
22]: namely the case H = R, even if in those papers we did not observe that the
existence of the continuous extension to BV(I ;R) ∩ C(I ;R) is granted even if R
is not locally isotone. The scalar version of Theorem 3.4 is proved in [24].
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The vectorial case is not a rephrasing of the scalar case, but different proofs
are needed. Moreover in the vector case the condition of local isotonicity has a
clear geometrical meaning. This kind of geodesic condition allows to infer new
continuity properties of the vector play operator that are very different form the
scalar case. This analysis is performed in Section 5.

3.3. Main applications

In this section we state the main applications of the abstract theorems to rate inde-
pendent variational inequalities. We assume that

Z is a closed convex subset of H, 0 ∈ Z, (3.8)

z0 ∈ Z, (3.9)

0 < T < ∞. (3.10)

In order to define the play operator we need to recall the following result.

Proposition 3.6. For every u ∈W1,∞(]0, T [ ;H) there exists y ∈W1,∞(]0,T [ ;H)

such that

u(t) − y(t) ∈ Z for L1-a.e. t ∈ ]0, T [, (3.11)

〈u(t) − y(t) − z, y′(t)〉 ≥ 0 ∀z ∈ Z, for L1-a.e. t ∈ ]0, T [, (3.12)

u(0) − y(0) = z0. (3.13)

There is a unique y ∈ C([0, T ] ;H) which satisfies (3.11)-(3.13) (equivalently
such solution is unique if we identify functions agreeing outside a set having zero
Lebesgue measure).

The previous result is well-known, anyway we will need to outline its proof
in Section 5.1. If u ∈ W1,1(]0, T [ ;H) and P(u) := y, where y is the unique
continuous solution of (3.11) − (3.13), we define an operator

P : W1,1(]0, T [ ;H) −→ W1,1(]0, T [ ;H)

which is usually called (vector) play operator. It is well known that P is rate inde-
pendent. The main application of the abstract results is the following

Theorem 3.7. The play operator is continuous with respect to the strict topology
and it admits a unique continuous extension to BV(]0, T [ ;H) ∩ C([0, T ] ;H).
Moreover it can be continuously extended to BV(]0, T [ ;H) if and only if Z is a
vector subspace or if

Z = {x ∈ H : −α ≤ 〈 f, x〉 ≤ β}
for some f ∈ H�{0} and α, β ∈ [0, ∞]. In both cases such extension is given by

P(u) = P(̃u) ◦ �u,

where ũ ∈ Lip([0, T ] ;H) and �u are defined by Proposition 3.1 with a = 0,
b = T .



VARIATIONAL INEQUALITIES 283

Let us observe that the Theorem 3.7 improves a previous result in [14, Proposi-
tion 4.11], where the continuity of P in BV(]0, T [ ;H)∩C([0, T ] ;H) was proved
for separable H and for Z having suitable regularity properties, i.e. such that at
every point x ∈ ∂Z there exists a unique outward normal n(x) and the resulting
mapping n is continuous (see the Appendix A.5 for the notion of normal vectors).

Moreover we answer in a complete manner to the open question about the
continuous extendibility of the play operator to BV(]0, T [ ;H).

Remark 3.8. Let us remark that in [14] the strict metric is defined by d̃s(u, v) :=
‖u−v‖∞+| Vp(u,[0, T ])−Vp(u,[0, T ])| for u, v ∈ BV(]0, T [ ;H)∩C([0, T ] ;H)

continuous of bounded variation. But in the continuous case this turns out to be
topologically equivalent to the definition adopted in our paper, by virtue of Corol-
lary 4.8 of Section 4.2 below.

4. Proof of abstract results

Let us recall that I := ]a, b[, with a, b ∈ [−∞, ∞], a < b.

4.1. Properties of reparametrizions

Lemma 4.1. Let v : I −→ H be such that Vp(v, I ) < ∞ and let β : I −→ I be an
increasing function satisfying β(a) = a, β(b) = b, and Discont(v)∩ Discont(β) =
∅. Moreover assume that

Vp(v, [β(t−), β(t+)]) = ‖v(β(t+)) − v(β(t−))‖H ∀t ∈ Discont(β). (4.1)

Then Vp(v ◦ β, I ) = Vp(v, I ).

Proof. We prove the lemma when β is left-continuous and β(a) = β(a+) (for a
finite), the other cases being similar (however we need only this case). The in-
equality Vp(v ◦ β, I ) ≤ Vp(v, I ) is obvious, hence Vp(v, I ) is an upper bound for
{∑n

j=1 ‖v(β(t j )) − v(β(t j−1))‖H : n ∈ N, a < t0 ≤ · · · ≤ tn < b}. Let ε > 0 be
arbitrarily fixed. There exists a subdivision (t j )

n
j=0 of I such that

Vp(v, I ) <

n∑
j=1

‖v(t j ) − v(t j−1)‖H + ε/2. (4.2)

For every σ ∈ Discont(β) there is a possibly empty subset Eσ ⊆ {t j } contained
in [β(σ−), β(σ+)[. Adding the points β(σ−) = β(σ), β(σ+) to Eσ , the sum
in (4.2) can only increase. Moreover, thanks to the assumption (4.1) we can also
replace Eσ by {β(σ), β(σ+)} without affecting such a sum. Therefore we can
assume that (4.2) holds for a subdivision (t j ) such that

{t j }n
j=0 ={s1

0 , . . . , s1
k1−1} ∪ {β(σ1),β(σ1+)} ∪ {s2

0 , . . . , s2
k2−1} ∪ {β(σ2),β(σ2+)}∪

· · · · · · ∪ {sm
0 , . . . , sm

km−1} ∪ {β(σm), β(σm+)} ∪ {sm+1
0 , . . . , sm+1

km+1
}
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where

σi ∈ Discont(β), si
km

:= β(σi ) ∀i = 1, . . . , m;
{si

0, . . . , si
ki

} ⊆ β(I ) ∀i = 1, . . . , m + 1.

Hence, setting

τ i
h := β−1(si

h) i = 1, . . . , m + 1, j = 0, . . . , km+1,

we can write (β is left-continuous)

n∑
j=1

‖v(t j ) − v(t j−1)‖H

=
m∑

i=1

( ki∑
h=1

‖v(β(τ i
h)) − v(β(τ i

h−1))‖H + ‖v(β(σi+)) − v(β(σi ))‖H

+ ‖v(β(τ i+1
0 )) − v(β(σi+))‖H

)
+

km+1∑
h=1

‖v(β(τm+1
h )) − v(β(τm+1

h−1 ))‖H

The fact that Discont(v)∩ Discont(β) = ∅ yields that for every i = 1, . . . , m there
exists σ̃i very near σi , such that σi < σ̃i and ‖v(β(σi+)) − v(β(σ̃i ))‖H < ε/(2m),
so that

n∑
j=1

‖v(t j ) − v(t j−1)‖H

≤
m∑

i=1

( ki∑
h=1

‖v(β(τ i
h))) − v(β(τ i

h−1)‖H + ‖v(β(σ̃i )) − v(β(σi ))‖H

+ ‖v(β(τ i+1
0 )) − v(β(σ̃i ))‖H + ε/m

)

+
km+1∑
h=1

‖v(β(τm+1
h )) − v(β(τm+1

h−1 ))‖H.

That is, we have found a subdivision (θ j )
r
j=0 such that Vp(v,I )<

∑n
j=1 ‖v(β(θ j ))−

v(β(θ j−1))‖H + ε, and the lemma is proved.

Lemma 4.2. Assume that I is bounded and that u ∈ BV(I ;H). Let ũ and �u be
the maps provided by Proposition 3.1. Let φ : I −→ I be increasing and surjective,
and set v := u ◦ φ. Then �v = �u ◦ φ and ṽ = ũ ◦ �v , or in other terms ũ ◦ φ = ũ.
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Proof. The assumptions on φ implies that Ve(v, ]0, t[) = Vp(ul ◦ φ, ]0, t[) =
Vp(ul , ]0, φ(t)[) = Ve(u, ]0, φ(t)[) for every t ∈ I , therefore

�v(t) = b − a

‖ D v‖ Ve(v, ]0, t[) = b − a

‖ D v‖ Ve(u, ]0, φ(t)[) = (�u ◦ φ)(t) ∀t ∈ I.

Thus we have ṽ ◦ �v = v = u ◦ φ = ũ ◦ �u ◦ φ = ũ ◦ �v and the thesis follows from
the uniqueness of ṽ.

Lemma 4.3. Assume that u ∈ BV(I ;H) and let ũ be its reparametrization defined
by Proposition 3.1. Then we have that

‖ũ′(σ )‖H = ‖ D u‖
b − a

for L1-a.e. σ ∈ I . (4.3)

In particular ‖ D u‖ = ‖ D ũ‖.

Proof. Observe that by (3.4) and Lemma 4.1 we have that

Vp (̃u, ]a, �u(t)[) = Vp (̃u ◦ �u, ]a, t[) = Ve (̃u ◦ �u, ]a, t[) ∀t ∈ I ,

last equality holding because ũ ◦ �u is left-continuous. But u = ũ ◦ �u L1-a.e.,
therefore, by (3.1),

Vp (̃u, ]a, �u(t)[) = Ve(u, ]a, t[) = ‖ D u‖
b − a

(�u(t) − a) ∀t ∈ I .

In particular, for t = b, this yields the equality ‖ D u‖ = ‖ D ũ‖. More generally if
σ ∈ �u(I ), i.e. σ = �u(t) for some t ∈ I , then Vp (̃u, ]a, σ [) = ‖ D u‖

b−a (σ − a). But
σ 	−→ Vp (̃u, ]a, σ [) is continuous on I and affine on I��u(I ), hence we get that

Vp (̃u, ]a, σ [) = ‖ D u‖
b − a

(σ − a) ∀σ ∈ I.

Therefore, as ũ is Lipschitz continuous, we have

‖ D u‖
b − a

(σ − a) = Vp (̃u, ]a, σ [) =
∫ σ

a
‖ũ′(τ )‖H dτ ∀σ ∈ I ,

thus differentiating we infer that ‖ũ′(σ )‖H = ‖ D u‖/(b−a) for L1-a.e. σ ∈ I .

4.2. Properties of strict convergence

Let us start by recalling the following:

Lemma 4.4. Let vn : I −→R be a sequence of increasing functions which is point-
wise converging to a continuous function v : I −→ R. Assume that the sequences
vn(a+) and vn(b−) have a finite limit. Then vn converges uniformly to v.
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Proof. If I is bounded, a proof can be found in [9, Theorem 10, page 166]. If I is
unbounded, the lemma can be easily inferred by the bounded case, e.g., letting ψ

be a homeomorphism from [a, b] to [0, 1] and defining w := v ◦ ψ−1, wn(s) :=
vn ◦ψ−1, s ∈ [0, 1], for every n ∈ N. Then the assumptions on vn(a+) and vn(b−)

allow to apply [9, Theorem 10, page 166] to wn , and this yields the result for vn .

Lemma 4.5. If u, un ∈ BV(I ;H) and un → u strictly on I , then
D un

(]c, d[)
→D u

(]c, d[) for every c, d ∈ I�A(u), c < d.

Proof. As c, d �∈ A(u) we have, thanks to Corollary 2.11 and formula (2.8)

lim sup
n→∞

D un
(]c, d[)

≤ lim sup
n→∞

(
D un

(I ) −D un
(]a, c[) −D un

(]c, d[))

≤D u
(]a, b[) − lim inf

n→∞
D un

(]a, c[) − lim inf
n→∞

D un
(]c, d[)

≤D u
(]a, b[) −D u

(]a, c[) −D u
(]c, d[) =D u

(]c, d[).

On the other hand by Corollary 2.11 we know thatD u
(]c,d[)≤ lim inf

n→∞
D un

(]c, d[)

and we are done.

Lemma 4.6. Assume u, un ∈ BV(I ;H) are left-continuous and un → u strictly as
n → ∞. Then un(t) → u(t) for every t ∈ I �A(u). Moreover un(a+) → u(a+)

and un(b−) → u(b−).

Proof. Take t ∈ I � A(u) = Cont(u) and ε > 0. By elementary properties of
the pointwise variation we have that lims↗t Vp(u, [s, t]) = ‖u(t) − u(t−)‖H =
0. Moreover the set Cont(u) is at most countable and ‖u − un‖L1(I ;H) → 0,
hence, possibly extracting a subsequence which we do not relabel, there exists t0 ∈
Cont(u) such that t0 < t , un(t0) → u(t0), and

D u
(]t0, t[) = Vp(u, [t0, t]) <

ε/2. Then

‖un(t) − u(t)‖H ≤ ‖un(t) − un(t0)‖H + ‖un(t0) − u(t0)‖H + ‖u(t0) − u(t)‖H
≤D un

(]t0, t[) + ‖un(t0) − u(t0)‖H +D u
(]t0, t[).

Therefore taking the upper limit for n → ∞ and using Lemma 4.5 we get lim sup
n→∞‖un(t) − u(t)‖H ≤ ε, which proves the first part of the Lemma because of the

arbitrariness of ε and the uniqueness of the limit. A similar argument proves the
convergence of un(a+) and un(b−).

A straightforward consequence of the previous lemma is the following:

Corollary 4.7. Assume u, un ∈ BV(I ;H) and un → u strictly as n → ∞. Then
un(t) → u(t) for L1-a.e. t ∈ I .
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Corollary 4.8. Assume u, un ∈ BV(I ;H) ∩ C(I ;H) and un → u strictly as
n → ∞. Then un → u uniformly on compact subsets of I .

Proof. Thank to Lemma 4.6 we have that un(t) → u(t) for every t ∈ I . Therefore
in order to prove the uniform convergence it is enough to prove equicontinuity.
First of all let us observe that Lemma 4.5 yields the pointwise convergence of the
sequence Vn(t) :=D un

(]a, t[) to the function V (t) :=D u
(]a, t[). For every

n ∈ N the function Vn is increasing and V is continuous, due to the continuity of
u. Therefore we can apply Lemma 4.4 and deduce that Vn is uniformly convergent
to V . Hence the sequence (Vn) is equicontinuous, and this implies that for ε > 0
arbitrarily given, there exists δ > 0 such that for every c, d ∈ I the following
implication holds:

0 ≤ d − c < δ =⇒ sup
n∈N

D un
(]c, d[) < ε.

Now we can infer the equicontinuity of (un), indeed if 0 ≤ t − s < δ we get

‖un(t) − un(s)‖H = ‖ D un(]s, t[)‖H ≤D un
(]s, t[) < ε ∀n ∈ N.

Lemma 4.9. Let c, d ∈ R be such that c < d and assume x, y ∈ H. Then the
affine map w : [c, d] −→ H defined by w(t) := x + t (y − x)/(d − c) is the only
minimizer of the functional v 	−→ ‖v′‖2

L2(]c,d[;H)
in the set {v ∈ Lip([c, d] ;H) :

v(c) = x, v(d) = y} .

Proof. Let us consider z ∈ Lip([c, d] ;H) such that z(c) = x and z(d) = y. We
first consider the case when z([c, d]) �= w([c, d]). Hence there exists t0 ∈ I such
that z(t0) does not belong to the segment with endpoints x and y. We have that
‖z(t0) − x‖H + ‖y − z(t0)‖H > ‖y − x‖H, therefore Vp(z, [c, d]) > ‖y − x‖H =
Vp(w, [c, d]). Hence using Schwarz inequality we have

‖z′‖L2(]c,d[;H) =
(∫ d

c
‖z′(t)‖2

H d t

)1/2

≥ 1

(d − c)1/2

∫ d

c
‖z′(t)‖H d t

>
1

(d − c)1/2
‖y − x‖H =

(∫ d

c

‖y − x‖2
H

(d − c)2
d t

)1/2

= ‖w′‖L2(]c,d[;H).

If instead z([c, d]) is the segment w([c, d]), then it easily seen that we can reduce
to a one dimensional problem, and the affine functions are the only minimizers of
the given functional with Dirichlet boundary conditions.

Proposition 4.10. Assume I is bounded, u, un ∈ BV(I ;H) for every n ∈ N and
un → u strictly on I . Let � and �n be the “normalized” arc length functions of



288 VINCENZO RECUPERO

u and un defined as in (3.1), and let ũ and ũn be the unique Lipschitz functions
satisfying (3.3)-(3.4) with u, ũ, �u replaced respectively by u, ũ, � and un, ũn, �n,
as given by Proposition 3.1. Then

�n(t) → �(t) ∀t ∈ I�A(u), (4.4)

ũn → ũ in W1,p(I ;H) ∀p ∈ [1, +∞[ . (4.5)

Proof. Formula (4.4) is a consequence of (3.1) and Lemma 4.5. Now we prove
(4.5). From the strict convergence of un and Lemma 4.3 we obtain the convergence

‖ D ũn‖ → ‖ D ũ‖ as n → ∞. (4.6)

Now observe that ũ(a+) = u(a+) and ũn(a+) = un(a+), therefore by Lemma
4.6 we get

ũn(a+) → ũ(a+) in H (4.7)

as n → ∞. We also have

‖ũn(σ )‖H ≤ ‖ũn(a+)‖H + ‖ D ũn‖ ∀σ ∈ I (4.8)

and, by (4.3)

‖ũ′
n‖L∞(I ;H) = ‖ D un‖

b − a
. (4.9)

Hence (4.6)-(4.9) let us infer that (̃un) is bounded in W1,p(I ;H) for every p ∈
[1, ∞]. Hence there exists û ∈ Lip(I ;H) such that, at least for a subsequence
which we do not relabel,

ũn
∗
⇀ û in W1,p(I ;H), p ∈ [1, ∞]. (4.10)

This convergence, together with (4.7) implies that ũn(a+) → û(a+) = ũ(a+) in
H, from which we infer that

ũn(σ ) ⇀ û(σ ) ∀σ ∈ I, (4.11)

indeed for every x ∈ H

〈̃un(σ ) − û(σ ), x〉 = 〈̃un(a+) − û(a+), x〉 +
∫ σ

0
〈̃u′

n(τ ) − û′(τ ), x〉 dτ → 0.

Now for every x ∈ H and for every n ∈ N define f x
n : I −→ R by f x

n (σ ) :=
〈̃un(σ ), x〉 and f x : I −→ R by f x (σ ) := 〈̂u(σ ), x〉. We have seen that f x

n → f x

pointwise in I . Estimate (4.8) and (4.6) imply that ‖ f x
n ‖∞ is bounded, and for

every pair σ, τ ∈ I we have, thanks to (4.9), that

| f x
n (σ ) − f x

n (τ )| ≤ ‖x‖H‖ũn(σ ) − ũn(τ )‖H ≤ ‖x‖H Lip(̃un)|τ − σ |
≤ ‖x‖H ‖ D un‖

b − a
|σ − τ |,
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thus ( f x
n )n is equicontinuous and f x

n → f x uniformly on I for every x ∈ H. But
�n(t) → �(t) for L1-a.e. t ∈ I , hence for every x ∈ H we have that f x

n (�n(t)) →
f x (�(t)) for L1-a.e. t ∈ I , i.e.

ũn(�n(t)) ⇀ û(�(t)) in H, for L1-a.e. t ∈ I . (4.12)

On the other hand by Corollary 4.7 we know that ũn(�n(t)) = un(t) → u(t) for
L1-a.e. t ∈ I , hence, by construction of ũ and by the continuity of ũ and û, we get
that û = ũ on �(I ). Observe now that ũ′

n ⇀ û′ in L2(I ;H), therefore

‖û′‖2
L2(I ;H)

≤ lim inf
n→∞ ‖ũ′

n‖2
L2(I ;H)

= lim inf
n→∞

∫ b

a

(‖ D un‖
b − a

)2

dσ

=
∫ b

a

(‖ D u‖
b − a

)2

dσ =
∫ b

a
‖ũ′(σ )‖2

H dσ = ‖ũ′‖2
L2(I ;H)

.

Thus by Lemma 4.9 and by (3.4), we infer that ũ = û on I , so that

ũn ⇀ ũ in W1,p(I ;H). (4.13)

Now we prove that ũ′
n → ũ′ in W1,p(I ;H) for every p ∈ [1, +∞[. For every

n ∈ N we have that

‖ũ′
n‖p

L p(I ;H)
=

∫ b

a
‖ũ′

n(σ )‖p
H dσ =

∫ b

a

(‖ D un‖
b − a

)p

dσ.

Hence, since ‖ D un‖ → ‖ D u‖ as n → ∞, we get that

lim
n→∞ ‖ũ′

n‖p
L p(I ;H)

=
∫ b

a

(‖ D u‖
b − a

)p

dσ =
∫ b

a
‖ũ′(σ )‖p

H dσ.

Therefore we have shown that

‖ũ′
n‖L p(I ;H) → ‖ũ′‖L p(I ;H) as n → ∞, (4.14)

But we also have
ũ′

n ⇀ ũ′ in L p(I ;H) (4.15)

as n → ∞. Hence, as L p(I ;H) is uniformly convex for p ∈ ]1, +∞[, we have
that (4.14)–(4.15) imply that

ũ′
n → ũ′ in L p(I ;H) (4.16)

for every p ∈ ]1, +∞[ as n → ∞ (cf. e.g. [5, Proposition III.30]). Since I is
bounded we get that (4.16) holds also for p = 1 and we are done. From (4.16)
follows that ũn → ũ in L p(I ;H) for every p ∈ [1, ∞[, and we are done.
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Remark 4.11. If un is a strictly convergent sequence, then in general ũn does not
converge in W1,∞(I ;H). A counterexample in the scalar case is given in [24,
Remark 4.1].

We conclude this section with a lemma which is useful to study rate indepen-
dent operators that are not locally isotone. If x, y ∈ H, we use the notation seg[x, y]
to denote the segment {(1 − λ)x + λy : λ ∈ [0, 1]}.
Lemma 4.12. Assume that I is bounded and that u ∈ BV(I ;H) is left-continuous
and that there exist c, d ∈ I such that c < d and Vp(u, [c, d]) = ‖u(d) − u(c)‖H.
Then u([c, d]) ⊆ seg[u(c), u(d)] and ũ is affine on [�u(c), �u(d)]. Moreover if u is
continuous then u([c, d]) = seg[u(c), u(d)].
Proof. The inclusion u([c, d]) ⊆ seg[u(c), u(d)] is an easy consequence of the
euclidean structure of H even if u is not left-continuous. If u is continuous it is clear
that equality holds. Concerning the last property, observe that ũ(�u(c)) = u(c) and
ũ(�u(d)) = u(d), hence using (4.3), (3.1) and the left continuity of u

Vp (̃u, [�u(c), �u(d)]) =
∫ �u(d)

�u(c)

‖ D u‖
b − a

dσ = ‖ D u‖
b − a

(�u(d) − �u(c))

=D u
([c, d[) = Vp(u, ]c, d[) = Vp(u, [c, d]).

Hence by the first part of the lemma we infer that ũ([�u(c),�u(d)])=seg[u(c),u(d)]
and it is not difficult to see that

ũ(σ ) = u(c) + Vp (̃u, [�u(c), σ ])

‖u(d) − u(c)‖H [u(d) − u(c)] ∀σ ∈ [�u(c), �u(d)] . (4.17)

But Vp (̃u, [�u(c), σ ]) = ∫ σ

�u(c) ‖ D u‖/(b − a) dσ = (σ − �u(c))‖ D u‖/(b − a)

which together with (4.17) yields that ũ is affine.

4.3. Proof of main theorems

We start with the

Proof of Proposition 3.3. Let us recall that R : BV(I ;H) −→ HI is defined by

R(u) := R(̃u) ◦ �u, u ∈ BV(I ;H),

where ũ and �u are defined by Proposition 3.1. The rate independence of R implies
that R extends R, indeed if u ∈ Lip(I ;H), then �u ∈ Lip(I ) and R(u) = R(̃u ◦
�u) = R(̃u)◦�u = R(u). It is clear that R(u) ∈ BV(I ;H) for every u ∈ BV(I ;H).
In order to prove the proposition let us take a sequence (un) which strictly converges
to u and let us denote the normalized arc length function �un simply by �n . We have
to show that

R(un) → R(u) in L1(I ;H) (4.18)
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as n → ∞. From Proposition 4.10 we infer that ũn → ũ strictly on I , hence, as
R is continuous, we have that R(̃un) → R(̃u) strictly on I . Moreover R(̃un) and
R(̃u) are continuous maps, hence by Corollary 4.8 R(̃un) → R(̃u) uniformly on I .
Therefore by (4.4) we have that �n → �u L1-a.e. in I and

R(un)(t) = R(̃un)(�n(t)) → R(̃u)(�u(t)) = R(u)(t) ∀t ∈ I�A(u).

Observe also that by the uniform convergence we get

sup
n∈N

‖R(un)‖∞ = sup
n∈N

‖R(̃un) ◦ �n‖∞ ≤ sup
n∈N

‖R(̃un)‖∞ < ∞,

thus in order to obtain (4.18) it suffices to apply the dominated convergence theo-
rem.

For the sake of clarity let us explicitly state the following elementary fact:

Lemma 4.13. If c, d ∈ I , c < d, u, v ∈ BV(I ;H), and if φ : [c, d] −→ I is a
continuous increasing nonconstant function such that u = v ◦ φ, then

Vp(u, [c, d])=‖u(d)−u(c)‖H ⇐⇒ Vp(v, [φ(c), φ(d)])=‖v(φ(d))−v(φ(c))‖H.

Lemma 4.14. Let F ⊆ HI be such that Lip(I ;H) ⊆ F ⊆ BV(I ;H) ∩ C(I ;H).
Assume that R : F −→ BV(I ;H) ∩ C(I ;H) is rate independent. If c, d ∈ I ,
c < d, and if u ∈ BV(I ;H) ∩ C(I ;H) is constant on [c, d], then R(u) is constant
on [c, d].

Proof. Since u is equal to a constant on [c, d], we have that �u(t) = �u(c) for every
t ∈ [c, d]. Moreover, since u is continuous, then �u is also continuous, therefore
by rate independence we have R(u)(t) = R(̃u)(�u(t)) = R(̃u)(�u(c)) for every
t ∈ [c, d], and the lemma is proved.

Lemma 4.15. Let F ⊆ HI be such that Lip(I ;H) ⊆ F ⊆ BV(I ;H) ∩ C(I ;H).
Assume that R : F −→ BV(I ;H)∩C(I ;H) is rate independent. If R is not locally
isotone then there exist u ∈ Lip(I ;H) and c, d ∈ I such that c < d, u is affine
nonconstant on [c, d] and Ve(R(u), [c, d]) > ‖R(u)(d) − R(u)(c)‖H.

Proof. By assumption there exists v∈F and s, t ∈ I , s < t , such that Vp(v, [s, t]) =
‖v(s) − v(t)‖H and Vp(R(v), [s, t]) > ‖R(v)(t) − R(v)(s)‖H. Now let us con-
sider the reparametrized map ṽ ∈ Lip(I ;H). By Lemma 4.12 we have that ṽ is
affine on [�v(t), �v(s)]. Moreover as �v is continuous and R(v) = R(̃v) ◦ �v we
infer that Vp(R(̃v), [�v(s), �v(t)]) = Vp(R(v), [s, t]) > ‖R(v)(t) − R(v)(s)‖H =
‖R(̃u)(�u(t)) − R(̃u)(�u(s))‖H. Hence the lemma follows with u = ṽ, c = �v(s),
d = �v(t), and observing that ṽ is non constant on [c, d] by Lemma 4.14.

The following proposition proves part of Theorem 3.2.
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Proposition 4.16. Let F ⊆ HI be such that Lip(I ;H) ⊆ F ⊆ BV(I ;H) ∩
C(I ;H). Assume that R : F −→ BV(I ;H) is rate independent and continu-
ous when F and BV(I ;H) are endowed with the strict metric. If R is not locally
isotone then R cannot be continuosly extended to BV(I ;H).

Proof. By previous Lemma there exists u ∈Lip(I ;H) and c, d ∈ I , c<d, such that
u is non constant on [c, d], Vp(u, [c, d]) = ‖u(d)−u(c)‖H, and Vp(R(u), [c, d]) >

‖R(u)(d)− R(u)(c)‖H. Observe that as u = ũ ◦ �u we have that R(u) = R(̃u) ◦ �u
so that

Vp(R(̃u), [�u(c), �u(d)]) > ‖R(̃u)(�u(d)) − R(̃u)(�u(c))‖H. (4.19)

Now let us define z ∈ HI by

z(t) :=
{

u(t) if t �∈ ]c, d[
u(c) if t ∈ ]c, d[

Since u is non constant we have that Discont(z) = Discont(�u) = {d}, thus z ∈
BV(I ;H)�C(I ;H), A(z) = {d}, and

�z(t) = �u(t) if t �∈ ]c, d[, �z(t) = �u(c) if t ∈ ]c, d[, (4.20)

since u is affine on [c, d]. From the equalities u = ũ ◦ �u , z = z̃ ◦ �z , from (4.20),
and from the uniqueness properties of reparametrizations stated in Proposition 3.1
it follows that

z̃(σ ) = ũ(σ ) if σ �∈ ]�u(d), �u(d+)[, z̃ is affine on ]�u(d), �u(d+)[.

But ũ is affine on ]�u(d), �u(d+)[, thus z̃ = ũ and

Vp(R(̃z), [�u(c), �u(d)]) > ‖R(̃z)(�u(d)) − R(̃z)(�u(c))‖H. (4.21)

Now let zn ∈ Lip(I ;H) be such that zn → z strictly in BV(I ;H). Let us denote
the functions �zn simply by �n . By Proposition 3.3 we have that

R(zn) → R(̃z) ◦ �z in L1(I ;H) (4.22)

as n → ∞. Now let us compute the limit of ‖ D R(zn)‖. Thanks to the continuity
of R(̃zn) and �n we have

‖ D (R(zn))‖=‖ D (R(̃zn◦�n))‖=Vp(R(̃zn)◦�n,I )=Vp(R(̃zn),I )=‖ D (R(̃zn))‖.

Now, R is continuous on Lip(I ;H), hence ‖ D (R(̃zn))‖ → ‖ D (R(̃z))‖, therefore

‖ D (R(zn))‖ → ‖ D (R(̃z))‖. (4.23)
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Let us compute ‖ D (R(̃z)◦�z)‖. Since R(̃z) is continuous, we have that R(̃z)◦�z is
left-continuous, therefore, using elementary properties of the pointwise variation,

‖ D (R(̃z) ◦ �z)‖ = Vp(R(̃z) ◦ �z, I )

= Vp(R(̃z) ◦ �z, ]a, d]) + Vp(R(̃z) ◦ �z, [d, b[)

= Vp(R(̃z), ]a, �z(d)[) + ‖R(̃z)(�z(d+)) − R(̃z)(�z(d−))‖H
+ Vp(R(̃z), ]�z(d+), b[).

Thus by (4.21) we infer that

‖ D (R(̃z) ◦ �z)‖ < Vp(R(̃z), ]a, �z(d)]) + Vp(R(̃z), [�z(d+), �z(d)])

+ Vp(R(̃z), [�z(d+), b[)

= Vp(R(̃z), I ) = ‖ D (R(̃z))‖
hence we deduce that ‖ D (R(̃z))‖ �= ‖ D (R(̃z) ◦ �z)‖, that together with (4.22) and
(4.23) implies that R(zn) does not have a limit in BV(I ;H) with the strict topology
and this concludes the proof.

Now we can address the proof of the main theorem.

Proof of Theorem 3.2. We have already shown in the proof of Proposition 3.3 that
R extend R and maps BV(I ;H) into itself. Moreover if u is continuous then R(u)

is also continuous. In order to prove continuity let us take a sequence (un) which
strictly converges to u and let us denote the normalized arc length functions �u and
�un simply by � and �n respectively. Since R(un) → R(u) by Proposition 3.3,
it remains to study the convergence of the variations. Since R(̃u) is continuous,
R(̃u) ◦ �u is left-continuous, therefore

‖ D (R(u))‖ = ‖ D (R(̃u) ◦ �))‖ = Vp(R(̃u) ◦ �, I ).

For the same reason

‖ D (R(un))‖ = ‖ D (R(̃u) ◦ �n)‖ = Vp(R(̃u) ◦ �n, I ) ∀n ∈ N.

If un, u ∈ BV(I ;H) ∩ C(I ;H) for every n ∈ N, then �n and � are continuous,
therefore

Vp(R(̃u)◦ �,I )=Vp(R(̃u),I ), Vp(R(̃un)◦ �n,I )=Vp(R(̃un),I ) ∀n ∈N. (4.24)

Hence we obtain that

lim
n→∞ ‖ D R(un)‖ = lim

n→∞ ‖ D R(̃un)‖ = ‖ D R(̃u)‖ = ‖ D R(u)‖

so that R is continuous from BV(I ;H)∩C(I ;H) into itself endowed with the strict
semimetric. Now let us assume that R is locally isotone and that u and un are not
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necessarily continuous. By construction ũ is affine on the interval [�(t−), �(t+)]
for every t ∈ Discont(�), therefore R(̃u) is also affine on these intervals, because R
is locally isotone. Therefore Lemma 4.1 implies that Vp(R(̃u)◦�, I ) = Vp(R(̃u), I )
and we can deduce the equality

‖ D (R(u))‖ = ‖ D (R(̃u))‖.

The same argument shows that

‖ D (R(un))‖ = ‖ D (R(̃un))‖.

Therefore also in this case we obtain that ‖ D R(un)‖ → ‖ D R(u)‖ and we have
that R is continuous form BV(I ;H) into itself proveided that R is locally isotone.
If we consider BV(I ;H) as a space of L1-classes of equivalence, then the strict
metric induces a Hausdorff topology, therefore the uniqueness of the extension is
a consequence of the density of Lip(I ;H) in BV(I ;H). Now let φ : I −→ I be
increasing and surjective and set v := u ◦ φ, where u ∈ BV(I ;H). From Lemma
4.2 we infer that

R(u ◦ φ) = R(ũ ◦ φ) ◦ �v = R(̃u) ◦ �u ◦ φ = R(u) ◦ φ,

hence R is rate independent.

We conclude with the

Proof of Theorem 3.4. Assume that un, u ∈ F and un → u strictly on I . For sim-
plicity we set � := �u and �n := �un for every n ∈ N, where �u and �un are the
“normalized” arc length functions of u and un defined as in (3.1), and ũ and ũn are
the reparametrizations satisfying (3.3)-(3.4) with u, ũ, �u replaced respectively by
u, ũ, � and un, ũn, �n , as given by Proposition 3.1. Rate independence implies that

R(un) = R(̃un ◦ �n) = R(̃un) ◦ �n ∀ n ∈ N. (4.25)

The continuity of u and Proposition 4.10 let us infer that

�n(t) → �(t) ∀ t ∈ I , (4.26)

ũn → ũ in W1,1(I ;H) (4.27)

as n → ∞. Hence by the assumption (3.6) we have that

R(̃un) → R(̃u) strictly on I (4.28)

for n → ∞. From this convergence, the continuity of R(̃un) and R(̃u), and Corol-
lary 4.8 we get that R(un) → R(u) uniformly on I , therefore R(̃un) ◦ �n →
R(̃u) ◦ � pointwise in I . Finally, since ‖R(̃un) ◦ �n‖∞ ≤ ‖R(̃un)‖∞ < +∞, by
(4.25) and the dominated convergence theorem we infer that R(un) → R(̃u) ◦ �
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in L1(I ;H). Now, by the continuity of u and by rate independence, we have
R(̃u) ◦ � = R(̃u ◦ �) = R(u), therefore we have proved that

R(un) → R(u) in L1(I ;H) (4.29)

as n → ∞. It is left to prove the convergence of the variations. By (4.25), the
continuity of �u , and by Lemma 4.1 we have that

‖ D(R(u))‖ = ‖ D(R(̃u))‖, ‖ D(R(un))‖ = ‖ D(R(̃un))‖
for every n ∈ N. Since by convergence (4.27) we have that ‖ D(R(̃un))‖ →
‖ D(R(̃u))‖, we infer that ‖ D(R(un))‖ → ‖ D(R(u))‖ and we are done.

4.4. Reduction to the case of open intervals

We have proved so far theorems for operators acting on spaces of functions defined
on an open interval ]a, b[. However one may be interested to the case of a compact
interval, say [0, T ], T > 0, and a source like µ = D u = δ0x , where x ∈ H
and δ0 is the unit mass concentrated in t = 0. In this section we show that rate
independence allows to reduce the case of compact intervals to the case of open
ones by means of the following procedure.

Assume that a, b ∈ R with a < b. As in [16] we consider the following set

D := {u ∈ H[a,b] : u|]a,b[ ∈ BV(]a, b[ ;H)}. (4.30)

The essential variation is modified accordingly :

VD
e (u,[a,b]) :=Ve(u,]a,b[)+‖ul(a+)−u(a)‖H+‖u(b)−ul(b−)‖H, u ∈D, (4.31)

and the strict semimetric on D is defined by dD
s (u, v) := ‖u − v‖L1(]a,b[;H) +

| VD
e (u, [a, b]) − VD

e (v, [a, b])|, u, v ∈ D. The notion of rate independence does
not change: Q : D −→ D is called rate independent, if Q(u ◦ φ) = Q(u) ◦ φ for
every φ : [a, b] −→ [a, b] increasing and surjective.

Fix δ ∈ ]0, (b − a)/2[ and let γ : [a + δ, b − δ] −→ [a, b] be the affine
function such that γ (a + δ) = a, γ (b − δ) = b. Define α : [a, b] −→ [a, b] and
β : [a, b] −→ [a, b] by

α(t) :=


a if t = a
γ (t) if t ∈ ]a + δ, b − δ[
b if t = b

, β(t) :=


a if t = a
γ −1(t) if t ∈ ]a, b[
b if t = b

(α is increasing and β is the right inverse of α). If un, u ∈ D for every n ∈ N, then
un → u strictly in D if and only if un ◦ α → u ◦ α strictly in BV(]a, b[ ;H).

Let R : Lip([a, b] ;H) −→ D ∩ C([a, b] ;H) be a rate independent operator
which is continuous with respect to the strict metric. Let R : BV(]a, b[ ;H) −→
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BV(]a, b[ ;H) be the extension of R defined by Theorem 3.2. Now we define
Q : D −→ D by setting Q(u) := R(u ◦ α) ◦ β for every u ∈ D. Using rate
independence it is easily seen that Q(un) → Q(u) in L1(]a, b[ ;H) whenever
un → u strictly in D. Moreover by Theorem 3.2 we infer that Q is continuous with
respect to dD

s if and only if R is locally isotone.
Another way to reduce to open intervals consists in artificially extending any

u ∈ D to the interval ]a − 1, b + 1[ by setting u(t) = u(a) and u(t) = u(b) for
t < a and t > b respectively. This procedure is used in [25] for the scalar play
operator.

5. Application to variational inequalities

In this section we assume that (3.8)–(3.10) hold.

5.1. Review of classical stop and play operators

Problem 5.1 (P). Assume p ∈ [1, ∞] and (3.8)–(3.10) hold.
Given u ∈ W1,p(]0, T [ ;H) find y ∈ W1,p(]0, T [ ;H) such that

u(t) − y(t) ∈ Z for L1-a.e. t ∈ ]0, T [, (5.1)〈
u(t) − y(t) − z, y′(t)

〉 ≥ 0 ∀z ∈ Z, for L1-a.e. t ∈ ]0, T [, (5.2)

u(0) − y(0) = z0. (5.3)

Strictly related to the previous problem is the following:

Problem 5.2 (S). Assume p ∈ [1, ∞] and (3.8)–(3.10) hold.
Given u ∈ W1,p(]0, T [ ;H) find x ∈ W1,p(]0, T [ ;H) such that

x(t) ∈ Z for L1-a.e. t ∈ ]0, T [, (5.4)〈
x(t) − z, u′(t) − x ′(t)

〉 ≥ 0 ∀z ∈ Z, for L1-a.e. t ∈ ]0, T [, (5.5)

x(0) = z0. (5.6)

Let us remark that in (5.3) and (5.6), y(0) and x(0) denote the traces of y and x ,
i.e. the values in t = 0 of the continuous representatives of y and x . Observe that
the two problems are related by the formula u = x + y, indeed if y is a solution
of problem (P), then x := u − y is a solution of problem (S). Vice versa given a
solution x of problem (S), then a solution of the problem (P) is given by y := u − x .

Let IZ : H −→ [0, ∞] be the indicator function of Z , defined by

IZ(x) :=
{

0 if x ∈ Z
∞ if x �∈ Z .

(5.7)

Since IZ is convex and lower semicontinuous and IZ ≡/ ∞, it makes sense to
consider its subdifferential ∂ IZ : H −→ P(H) which is defined by ∂ IZ(x) :=
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{y ∈ H : 〈y, z − x〉 ≤ 0 ∀z ∈ Z} if x ∈ Z and by ∂ IZ(x) := ∅ if x �∈ Z . It
is well known that ∂ IZ is a (multivalued) monotone operator, i.e. 〈y1 − y2, x1 −
x2〉 ≥ 0 for every x j ∈ Z , y j ∈ ∂ IZ(x j ), j = 1, 2. Moreover ∂ IZ is maximal
monotone, i.e. it is monotone and its graph {(x, y) ∈ H × H : y ∈ ∂ IZ(x)}
is not contained in the graph of another monotone operator. Let us also note that
Z = D(∂ IZ) := {x ∈ H : ∂ IZ(x) �= ∅}, the domain of ∂ IZ . For the theory of
maximal monotone operators we refer to [4, Chapter II]. Let us remark that in our
case ∂ IZ(x) = NZ(x), the normal cone to Z at x (cf. Section A.5 of the Appendix
for the definition of normal cone; see also [4, Example 2.8.2, Chapter 2, page 46]).

Problem (S) can be solved using the classical theory of evolution equations
governed by maximal monotone operators, indeed by [4, Proposition 3.4, Remark
3.7] we infer that for every u ∈ W1,p(]0, T [ ;H) and z0 ∈ Z , there exists x ∈
W1,p(]0, T [ ;H) such that x(t) ∈ Z for L1-a.e. t ∈ ]0, T [ and

x ′(t) + ∂ IZ(x(t)) � u′(t) for L1-a.e. t ∈ ]0, T [ (5.8)

x(0) = z0. (5.9)

Moreover for any right Lebesgue point t ∈ [0, T [ of u′ there exists the right deriva-
tive x ′+(t) of x and

x ′+(t)+ProjNZ (x(t))(u
′(t+))=u′(t+) ∀t ∈ [0, T [ right Lebesgue point of u′, (5.10)

where in this case we set u′(t+) := limh↘0 h−1
∫ t+h

t u′(s) ds.
Observe that this solution is unique if consider L1-classes of equivalence (or

if we require x to be continuous). Hence from the definition of subdifferential we
immediately obtain the following:

Proposition 5.3. Both problems (P) and (S) admit a solution for every p ∈ [1, ∞].
These solutions are unique if we consider L1-classes of equivalence (or if we require
x to be continuous).

Identifying mappings that differ on a set of zero Lebesgue measure, the previ-
ous theorem allows us to define two solution operators

P : W1,p(]0, T [ ;H) −→ W1,p(]0, T [ ;H),

S : W1,p(]0, T [ ;H) −→ W1,p(]0, T [ ;H)

associating with every u ∈ W1,p(]0, T [ ;H) the solutions y and x of Problems (P)
and (S) respectively. The operators P and S are usually called play operator and
stop operator and have an important role in many physical applications. We have
seen that the play and stop operators are related by the formula

P(u) + S(u) = u ∀u ∈ W1,p(]0, T [ ;H),

which is generally known as ‘stop-play duality’. Let us also stress that if x := S(u)

then x ′(t) ∈ TZ(x(t)) for L1-a.e. t , where TZ(x) is the tangent cone to Z at x (see
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Section A.5). Moreover u′ = x ′ + y′ is the unique orthogonal decomposition of u′
into the tangential and normal component.

It is well known (and easy to check) that P and S are rate independent opera-
tors. The convex set Z is often called characteristic of P.

It is worth noting that the play operator has a simple geometric interpretation
(cf. [12, section 16.1, page 151]). In fact the inclusion (5.8), y′(t) ∈ ∂ IZ (x(t)),
means that 〈y′(t), z + y(t) − u(t)〉 ≤ 0 for every z ∈ Z , i.e. 〈y′(t), z − u(t)〉 ≤ 0
for every z ∈ Z + y(t); hence if y(t) = P(u)(t), then

y′(t) ∈ Ny(t)+Z(u(t)) for L1-a.e. t ∈ ]0, T [, (5.11)

y(0) = y0 := u(0) − z0. (5.12)

Let us interpret the point u(t) as the motion of a pivot in the space H. If y0 :=
u0 − z0 let us imagine that at the initial time t = 0 the pivot is inserted in the
convex set y0 + Z . Then the pivot starts to move according the law of motion
u(t). If initially u(0) lies in the interior of y(0) + Z then Ny0+Z(u(t)) = {0},
thus y(t) ≡ y0 solves the inclusion as long as u(t) does not touch the boundary
of y0 + Z . When u(t) touches the boundary of y0 + Z then y(t) starts to move
in such a way that y′(t) ∈ Ny(t)+Z(u(t)). We interpret this solution by saying
that the convex set y0 + Z moves in the direction of the outward normal in u(t) =
y(t)+x(t) ∈ y(t)+Z . This interpretation is maybe easier to visualize if we assume
that z0 = u(0) = 0 ∈ Z .

5.2. The play operator on functions of bounded variation

Now we state a fundamental continuity property of the operator S. This property
is well-known under the assumption that H is separable and it is proved in [14] or
[15]. In those references, the existence Theorem 5.3 is deduced from a generalized
formulation for BV mappings, thus we give here a proof using only the formulation
in the regular case.

Proposition 5.4. The operator S : W1,∞(]0, T [ ;H) −→ W1,∞(]0, T [ ;H) is
continuous when W1,∞(]0, T [ ;H) is endowed with the topology induced by the
norm ‖ · ‖W1,1(]0,T [;H).

Proof. Assume that u, un ∈ W1,∞(]0, T [ ;H) and ‖u − un‖W1,1(]0,T [;H) → 0. If

x = S(u) and xn = S(un) then there exist ξ, ξn ∈ H ]0,T [ L1-measurable such that
ξ(t) ∈ ∂ IZ(x(t)), ξn(t) ∈ ∂ IZ(xn(t)) for L1-a.e. t , and

x ′
n(t)+ξn(t) = u′

n(t), x ′(t)+ξ(t) = u′(t) for L1-a.e. t ∈ ]0, T [. (5.13)

Multiplying the difference of these two equations by xn(t) − x(t), using the mono-
tonicity of ∂ IZ , and integrating in time, we infer that

1

2
‖xn(t) − x(t)‖2

H ≤
∫ t

0
‖u′

n(s) − u′(s)‖H‖xn(s) − x(s)‖H ds, ∀t ∈ [0, T ] ,
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hence by Gronwall Lemma [4, Lemma A.5, page 157]

‖xn(t) − x(t)‖H ≤
∫ t

0
‖u′

n(s) − u′(s)‖H ds ∀t ∈ [0, T ] .

It follows that xn → x uniformly on [0, T ]. On the other hand multiplying the
equations (5.13) respectively by x ′

n(t) and x ′(t), t ∈ [0, T ], and using [4, Lemma
3.3, page 73] we get

‖x ′
n(t)‖2

H = 〈u′
n(t), x ′

n(t)〉, ‖x ′(t)‖2
H = 〈u′(t), x ′(t)〉 . (5.14)

The first equation and Schwarz inequality implies that ‖x ′
n(t)‖H ≤ ‖u′

n(t)‖H for
every t , therefore, at least for a subsequence which we do not relabel, we have that
xn ⇀ x in W1,2(]0, T [ ;H). It follows that

lim
n→∞ ‖x ′

n‖2
L2(]0,T [;H)

= lim
n→∞

∫ T

0
〈u′

n(s), x ′
n(s)〉 ds

=
∫ T

0
〈u′(s), x ′(s)〉 ds = ‖x ′‖2

L2(]0,T [;H)
.

We infer that xn → x in W1,2(]0, T [ ;H), hence in W1,1(]0, T [ ;H).

Applying the previous continuity property and the general Theorems 3.3 and
3.2 we can infer the following result, proving part of Theorem 3.7.

Theorem 5.5. The play operator P : W1,1(]0, T [ ;H) −→ W1,1(]0, T [ ;H) is
continuous with respect to the stricty convergence and admits a unique continuous
extension P : BV(]0, T [ ;H)∩C(]0, T [ ;H) −→ BV(]0, T [ ;H)∩C(]0, T [ ;H).
We have P(u) = P(̃u) ◦ �u for every u ∈ BV(]0, T [ ;H) ∩ C(]0, T [ ;H), where
ũ ∈ Lip([0, T ] ;H) and �u are defined by Proposition 3.1 with a = 0, b = T .

In the next theorem we show that P is not locally isotone when the dimension
of H is strictly greater than one.

Theorem 5.6. The operator P is locally isotone isotone if and only if Z is a vector
subspace or

Z = {x ∈ H : −α ≤ 〈 f, x〉 ≤ β} (5.15)

for some f ∈ H�{0} and α, β ∈ [0, ∞].

Proof. The “if” part of the theorem is clear. Let us prove the “only if” direction
assuming by contradiction that Z is not of the form (5.15). By Proposition A.13
of the Appendix A.5 there exist z1, z2 ∈ ∂Z such that z1 �= z2, NZ(z j ) �= {0},
j = 1, 2, and there exists v ∈ NZ(z2)�{0} such that v �∈ NZ(z1) ∪ TZ(z1). We
first deal with the case when z0 = z1.

Define u(t) := z1 + tv, t ≥ 0. By Proposition 5.3 and equations (5.8)–(5.9)
there exists a unique x ∈ C([0, ∞[ ;H), absolutely continuous on compact sets
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such that x(t) ∈ Z for every t ≥ 0, x(0) = z1, and x ′(t) + ∂ IZ(x(t)) � u′(t) for
L1-a.e. t ≥ 0. Since u′(t) = v for every t ≥ 0, thanks to [4, Proposition 3.5, page
69] the right derivative x ′+(t) exists for every t ≥ 0 and by (5.10)

x ′+(t) + ProjNZ (x(t))(v) = v ∀t ∈ [0, ∞[ . (5.16)

We can also apply [4, Theorem 3.10, page 89] and infer that

‖x ′+(t)‖H → 0 as t → ∞. (5.17)

Now we set y := u − x and observe that y(0) = 0. We show that there exists t > 0
such that

Vp(y, [0, t]) > ‖y(t) − y(0)‖H. (5.18)

To this aim we assume by contradiction that there exists a locally Lipschitz continu-
ous map ψ : [0, ∞[ −→ R such that ψ(0) = 0, ψ is increasing and y(t) = ψ(t)w
for t ∈ [0, ∞[, for some w ∈ H, ‖w‖H = 1. Observe that y′+(0) = ProjNZ (z1)

(v)

and v �∈ NZ (z1) ∪ TZ(z1), hence y′+(0) = ψ ′+(0)w �= 0, thus ψ ′+(0) > 0 and
v �∈ Rw. We have

x ′+(t) = v − ψ ′+(t)w ∀t ≥ 0,

therefore from (5.17) we infer that for every ε > 0 there exists tε > 0 such
that ‖v − ψ ′+(tε)w‖H < ε. This is impossible because ‖v − ψ ′+(tε)w‖H ≥
‖v − ProjRw(v)‖H > 0, thus (5.18) is proved. Now let φ : [0, T ] −→ [

0, t
]

be a strictly increasing continuously differentiable map and define uT := u ◦ φ ∈
C1([0, T ] ;H). It is easily seen, namely by rate independence, that yT := P(uT ) =
y◦φ, and we have Vp(uT , [0, T ]) = ‖uT (T )−uT (0)‖H, whereas Vp(yT , [0, T ]) >

‖yT (T ) − yT (0)‖H, thus P is not locally isotone when z0 = z1. The general case
is reduced to the previous one by considering a map u : [0, ∞[ −→ H and t1 > 0
such that u|[0,t1] is an injective parametrization of the segment joining z0 and z1.
Then S(u) = u and P(u) = 0 on [0, t1], so that for t > t1 we can argue as
above.

The previous theorem together with Theorem 3.2 allow us to deduce Theorem
3.7, thereby giving a complete characterization of BV-continuous play operators in
terms of Z . If H = R then every closed convex set is of the form (5.15) (a closed
interval), therefore P admits a conitnuous extension to all of BV(]0, T [ ;R). Now
we prove that if u ∈ BV(]0, T [ ;H), then y := P(u) solves a suitable generalized
variational inequality.

Theorem 5.7. If u ∈ BV(]0, T [ ;H) and y := P(u) = P(̃u) ◦ �u, then

u(t) − y(t)∈Z for L1-a.e. t ∈ ]0, T [, (5.19)∫
]0,t[

〈ur − yr − z, dD y〉≥
∑

s∈]0,t[

〈ur (s) − yr (s) − z(s), yr (s) − yr (s−)〉

∀z ∈ L1(]0, T [ ;H), z(]0, T [) ⊆ Z, ∀t ∈ [0, T ] , (5.20)

u(0) − y(0) = z0. (5.21)
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Proof. Conditions (5.19) and (5.21) are easily checked. If y := P(u), then by
Corollary A.8 we have∫

]0,t[
〈ur − yr − z, dD y〉

=
∫

]0,t[
〈̃u(�u(s+)) − P(̃u)(�u(s+)) − z(s), dD(P(̃u) ◦ �u)(s)〉

=
∫

I\A(u)

〈̃u(�u(s)) − P(̃u)(�u(s)) − z(s), (P(̃u))′(�u(s))〉 dD �u(s)

+
∑

s∈]0,t[∩A(u)

〈̃u(�u(s+)) − P(̃u)(�u(s+))

− z(s), P(̃u)(�u(s+)) − P(̃u)(�u(s))〉.

(5.22)

Now set

F = {
σ ∈ [0, T ] : 〈̃u(σ ) − P(̃u)(σ ) − z, (P(̃u))′ (σ )〉 ≥ 0 ∀z ∈ [−r, r ]

}
.

Thanks to Proposition 3.6, formula (3.12), we know that L1([0, T ]�F) = 0. Let
us set E := {s ∈ [0, T ]�A(u) : �u(s) ∈ [0, T ]�F}. Since A(u) = Discont(�u),
in view of Proposition A.5 we get that D �u(E) = 0, therefore

D �u([0, T ])

= D �u ([0, T ]�E) ≤ D �u ({s ∈ [0, T ] : �u(s) ∈ F})
= D �u

({
s ∈ [0, T ] : 〈̃u(�u(s)) − P(̃u)(�u(s)) − z(s), (P(̃u))′ (�u(s))〉≥0

})
.

This implies that 〈̃u(�u(s))−P(̃u)(�u(s))− z(s), (P(̃u))′ (�u(s))〉 ≥ 0 for D �u-a.e.
s ∈ [0, t], therefore∫

[0,t]�A(u)

〈̃u(�u(s)) − P(�u(s)) − z(s), P(̃u))′(�u(s))〉 dD �u(s) ≥ 0. (5.23)

The thesis follows.

As a corollary we obtain the result proved in [14, Theorem 3.1].

Corollary 5.8. If u ∈ BV(]0, T [ ;H)∩C(]0, T [ ;H), then y := P(u) = P(̃u)◦�u
is the unique map such that

u(t) − y(t) ∈ Z for L1-a.e. t ∈ ]0, T [, (5.24)∫
]0,t[

〈u(s) − x(s) − z(s), dD y(s)〉≥0 ∀z ∈C([0, T ] ;Z), ∀t ∈ [0, T ] , (5.25)

u(0) − y(0) = z0. (5.26)

Finally if p ∈ [1, ∞] and u ∈ W1,p(]0, T [ ;H), then P(u) is the unique continuous
solution of Problem (P).
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Proof. When u and y are continuous, al the terms of the sum in (5.20) vanish.
Uniqueness is standard (see [23, Theorem 3.1] or [14, Theorem 3.1]).

Observe that our procedure provides a formula for the solution of (5.24)-(5.26)
and we obtain this solution as a direct consequence of the existence of the classical
problem (P).

5.3. Final remarks on BV-solutions

Now we compare the extension P with the notion of play operator on BV maps
given in [16]. In that paper the evolution is studied on the closed interval [0, T ].
For simplicity we limit ourselves to the case of the open interval ]0, T [, indeed we
have shown in subsection 4.4 that this is not a restriction. In [16, Theorem 2.3] it is
proved that if u ∈ BV(]0, T [ ;H) then there exists a map ξ ∈ BV(]0, T [ ;H) such
that

u(t) − ξ(t) ∈ Z for L1-a.e. t ∈ ]0, T [, (5.27)∫
]0,t[

〈ur (s) − ξ r (s) − z(s), dξ(s)〉 ≥ 0

∀z ∈ Reg([0, T ] ;H), z([0, T ]) ⊆ Z, ∀t ∈ [0, T ] , (5.28)

u(0) − ξ(0) = z0. (5.29)

The integral in (5.28) is meant in the sense of Young and the solution is unique if
we identify maps differing only in a L1-null set. In the Appendix A.4 we recall the
definition of Young integral and we prove that the Young integral in (5.28) coincides
with

∫
]0,t[ 〈ur (s) − ξ r (s) − z(s), dD ξ(s)〉. Therefore when u ∈ BV(]0, T [ ;H) ∩

C(]0, T [ ;H), we infer from Corollary 5.8 that the solution ξ found in [16] is ex-
actly P(u) = P(̃u)◦�u . One can conjecture that P(u) is the solution of (5.27)-(5.29)
even if u is not continuous. The following simple example shows that this conjec-
ture is false. Assume that T = 1, H = R2, z0 = (0, 0), and Z = B1((−1, 0)). Let
u ∈ BV(]0, 1[ ;R2) be defined by u(t) := χ]1/2,1[ (t)(0, 1). By [16, Proposition
4.3] the solution ξ of (5.27)-(5.29) is

ξ(t) :=
{

(0, 0) if 0 < t ≤ 1/2
(1 − 1/

√
2, 1 − 1/

√
2) if 1/2 < t < 1

(5.30)

Now observe that the normalized arc-length of u is �u = χ]1/2,1[ and the reparam-
etrization ũ is given by ũ(t) = (0, t), t ∈ ]0, 1[. Therefore P(̃u)(t) = (−1 + (1 −
tanh2(t))1/2, tanh(t)) and we infer that P(u) = P(̃u) ◦ �u is given by

P(u)(t) :=
{

(0, 0) if 0 < t ≤ 1/2
(−1 + (1 − tanh2(1))1/2, tanh(1)) if 1/2 < t < 1

(5.31)
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It follows that ξ �= P(u) and therefore we could consider ξ and P(u) as two different
notions of solutions, indeed it is very natural to approximate any u by a strictly
convergent sequence un ∈ Lip(]0, T [ ;H) and we have proved that P(un) → P(u)

in L1. Therefore it seems important to perform a careful comparison of the two
solutions from the modelling point of view. In this regard in the paper [17] it is
shown that the solution of (5.27)-(5.29) is the vanishing-viscosity limit of suitable
viscous regularized problems. Anyway the problem of defining weak solutions of
nonsmooth rate independent processes is object of an intensive research: see, e.g.,
the recent paper [26] and the references therein.

Let us remark again that the one dimensional case is different: for H = R the
two notions of solutions are the same: indeed if v is monotone on an interval [c, d]
and y = P(v), then (v(d) − y(d) − z)(y(d) − y(c)) ≥ 0 for every z ∈ Z and the
sum in (5.22) is positive (see the details in [25]).

A. Appendix

In this appendix we assume that (2.2) holds.

A.1. Iterated integrals with respect to vector measures

Lemma A.1. Let µ : B(R) −→ H be a vector measure. If f : R2 −→ R and
f ∈ L1(L1 ×µ

;R), then∫
R

∫
R

f (t, s) d t dµ(s) =
∫
R

∫
R

f (t, s) dµ(s) d t. (A.1)

Proof. Since f ∈ L1(L1 ×µ
;R) there exists a sequence of integers kn and there

exist
f n

j ∈ R, An
j , Bn

j ∈ B(R) ∀n ∈ N, 1 ≤ j ≤ kn

such that the sequence of step functions fn defined by

fn =
jn∑

j=1

f n
j χAn

j ×Bn
j

satisfies the following property

fn → f in L1(L1 ×µ
;R) (A.2)

(see, e.g., [18, Theorem 6.3, page 150]). Thanks to Fubini Theorem we can define
the functions φ, ψ, φn, ψn ∈ RR by setting

φn(s) :=
∫
R

fn(t, s) d t, φ(s) :=
∫
R

f (t, s) d t, s ∈ R,

ψn(t) :=
∫
R

fn(t, s) dµ(s), ψ(t) :=
∫
R

f (t, s) dµ(s), t ∈ R.
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We have

‖φ − φn‖L1(
µ

;R) =
∫
R

∣∣∣∣∫R( f (t, s) − fn(t, s)) d t

∣∣∣∣ d
µ

(s)

≤
∫
R

∫
R

| f (t, s) − fn(t, s)| d t d
µ

(s) (A.3)

and

‖ψ − ψn‖L1(L1;R) =
∫
R

∣∣∣∣∫R( f (t, s) − fn(t, s)) dµ(s)

∣∣∣∣ d t

≤
∫
R

∫
R

| f (t, s) − fn(t, s)| d
µ

(s) d t (A.4)

On the other hand by Fubini theorem∫
R

∫
R

| f (t, s) − fn(t, s)| d t d
µ

(s) =
∫
R

∫
R

| f (t, s) − fn(t, s)| d
µ

(s) d t

=
∫
R2

| f (t, s) − fn(t, s)| d(L1 ×µ
)(t, s),

therefore, thanks to (A.2), (A.3)–(A.4), we obtain that

lim
n→∞ ‖φ − φn‖L1(

µ
;R) = lim

n→∞ ‖ψ − ψn‖L1(L1;R) = 0. (A.5)

Equations (A.5) and (2.9) yield

lim
n→∞

∫
R

φn(s) dµ(s) =
∫
R

ψn(s) dµ(s) =
∫
R

∫
R

f (t, s) d t dµ(s),

lim
n→∞

∫
R

ψn(t) d t =
∫
R

ψn(t) d t =
∫
R

∫
R

f (t, s) dµ(s) d t,

Therefore we can deduce equation (A.1) by observing that∫
R

φn(s) dµ(s) =
kn∑

j=1

L1(An
j ) f n

j µ(B j ) =
∫
R

ψn(t) dµ(t). (A.6)

A.2. BV approximation by smooth vector functions

Proposition A.2. If u ∈ HI is such that Ve(u, I ) < ∞, then there exists a se-
quence (un) in un ∈ C∞(I ;H) such that un → u in L1

loc(I ;H) and Ve(un, I ) →
Ve(u, I ) as n → ∞. If u ∈ L1(I ;H) then the sequence can be chosen in such a
way that un ∈ L1(I ;H) and un → u in L1(I ;H) as n → ∞.
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Proof. Without loss of generality we can assume that Vp(u, I ) < ∞ and that u is
left-continuous, thus Ve(u, I ) = Vp(u, I ). If I = ]a, b[ �= R, we extend u to R by
means of the map u : R −→ H defined by u(t) := u(t) if t ∈ ]a, b[, u(t) := u(a+)

if t ≤ a, u(t) := u(b−) if t ≥ b. In this way Ve(u, I ) = Ve(u, I ) = Vp(u, I ). Now
let ρn ∈ C∞

c (I ;R) be a sequence of symmetric mollifiers, i.e. ρn ≥ 0, ρn(t) = 0
iff |t | ≥ 1/n,

∫
R ρn = 1 and ρn(t) = ρn(−t) for every t ∈ R. Then we can define

the convolution un ∈ HR by un(t) := ∫
R ρn(t − s)u(s) ds, t ∈ R. By [10, The-

orem 10, page 219] (applied on bounded intervals) we have that un ∈ C∞(R;H)

and un(t) → u(t) for every Lebesgue point t of u, hence for every t ∈ Cont(u).
Therefore by Corollary 2.5 we have that Ve(u, I ) ≤ lim infn→∞ Ve(un, I ). On the
other hand it is easy to check that Ve(un, I ) = Vp(un, I ) ≤ Vp(u, I ), indeed for
every (t j )

m
j=1 ∈ S(I ) we have

m∑
j=1

‖un(t j ) − u(t j )‖ =
m∑

j=1

∥∥∥∥ ∫
R

ρn(s)(u(t j − s) − u(t j−1 − s)) ds

∥∥∥∥
≤ Vp(u, I ) = Vp(u, I ).

Therefore lim supn→∞ Ve(un, I ) ≤ Ve(u, I ) and the convergence of the variations
is proved. The L1

loc-convergence follows from the dominated convergence theorem.
The remaining assertion on the L1-convergence can be proved first approximating
u by a step function uε having compact support, and then approximating uε by
convolution.

A.3. A chain rule in BV(I ;H)

In this subsection we are going to prove a chain rule for H-valued functions of
bounded variation (Theorem A.7). In the finite dimensional case this chain rule has
been proved in the appendix of [7]. Since in that paper compactness theorems for
measures are exploited, we need to employ a different technique.

Lemma A.3. Let I be an interval, h : I −→ R be increasing and let Ch := {α ∈
R : card(h−1(α)) > 1}. Then Ch is at most countable and D h(h−1(Ch)) = 0.

Proof. Assume first that I is bounded. Since h is increasing, for every α ∈ R
we have that h−1(α) is an interval contained in I , and h−1(α) ∩ h−1(β) = ∅
whenever α �= β. Therefore

∑
α∈R L1(h−1(α)) ≤ L1(I ) < ∞. Moreover h−1(α)

is nondegenerate if and only if card(h−1(α)) > 1, therefore L1(h−1(α)) > 0 if and
only if α ∈ Ch . It follows that Ch is discrete if I is bounded. If I is unbounded
it is enough to partition it in a countable sequence of bounded intervals, and apply
the result to each interval separately. We have that h−1(Ch) = ⋃

α∈Ch
h−1(α) and

this union is disjoint. Since Ch is at most countable we get that D h(h−1(Ch)) =∑
α∈Ch

D h(h−1(α)) = 0 because each h−1(α) is an interval where h is constant, so

D h(h−1(α)) = 0.
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Let us recall the following lemma which can be proved first for step functions
and then by approximation (see, e.g. [10, Lemma 8, Section III.10, page 182]).

Lemma A.4. Let T, S be two sets in R and µ : B(T ) −→ [−∞, ∞] be a measure
which is finite on compact sets. Let ψ : T −→ S and ν : B(S) −→ [−∞, ∞] be
a measure such that ν(B) = µ(ψ−1(B)) for every B ∈ B(S). Then∫

A
f dν =

∫
ψ−1(A)

f ◦ ψ dµ ∀A ∈ B(S).

for every f ∈ L1(ν, S;H).

Lemma A.5. Let I ⊆ R be an open interval and assume that h : I −→ R is
increasing, bounded, and h(t) ∈ ]h(t−), h(t+)[ for every t ∈ Discont(h). Then
D h(h−1(B)) = L1(B) for every B ∈ B(h(Cont(h))).

Proof. Assume that I = ]a, b[ and set J := ]h(a+), h(b−)[, X := Cont(h),
Y := h(Cont(h)). Thus

Y = J�
⋃

t∈Discont(h)

]h(t−), h(t+)[ . (A.7)

If V is an open set in Y then there exists an open set A in J and a sequence of
mutually disjoint intervals [cn, dn[ ⊆ J such that

A =
∞⋃

n=1

[cn, dn[ ⊆ J, V = Y ∩ A. (A.8)

It is not restrictive to assume that

cn �∈ ]h(s−), h(s+)] , dn �∈ [h(t−), h(t+)[ ∀s,t ∈Discont(h), s ≤ t, ∀n ∈N, (A.9)

indeed if (A.9) does not hold for some n, then we can replace [cn, dn[ by
[h(s−), h(t+)[, so that V differs by Y ∩ A by a set of L1-measure zero and h−1(V )

differs from h−1(Y ∩ A) at most by a set where h is constant, hence where D h is
zero (namely h−1(h(s−))). From (A.7)–(A.9) we infer that

D h(h−1([cn, dn[)) = dn − cn

and

V =
(

J�
⋃

t∈Discont(h)

]h(t−), h(t+)[

)
∩ A

= A�
⋃

t∈Discont(h)
h(t)∈A

]h(t−), h(t+)[ .
(A.10)
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Observe that in this way the last difference in (A.10) is proper, hence

L1(V ) =
∞∑

n=1

(dn − cn) −
∑

t∈Discont(h)
h(t)∈A

(h(t+) − h(t−)).

On the other hand we have

h−1(V ) = h−1
(

A�
⋃

t∈Discont(h)
h(t)∈A

]h(t−), h(t+)[

)

= h−1(A)�
⋃

t∈Discont(h)
h(t)∈A

h−1(]h(t−), h(t+)[)

and this difference is proper, hence

D h(h−1(V )) = D h(h−1(A)) − D h

( ⋃
t∈Discont(h)

h(t)∈A

h−1(]h(t−), h(t+)[)

)

= D h(h−1(A)) −
∑

t∈Discont(h)
h(t)∈A

(h(t+) − h(t−)).

Let us compute D h(h−1(A)). We have

D h(h−1(A)) = D h

(
h−1

( ∞⋃
n=1

[cn, dn[
))

= D h

( ∞⋃
n=1

h−1([cn, dn[)

)

=
∞∑

n=1

D h(h−1([cn, dn[)) =
∞∑

n=1

(dn − cn) = L1(A).

Therefore D h(h−1(V )) = L1(V ) for every open set V . By the coincidence crite-
rion for measures (see e.g. [2, Proposition 1.8, page 5]) we get the thesis.

Corollary A.6. Let I ⊆ R be an open interval and assume that h : I −→ R is
increasing, bounded, and h(t) ∈ ]h(t−), h(t+)[ for every t ∈ Discont(h). Then∫

h(B)

f dL1 =
∫

B
f ◦ h dD h ∀B ∈ B(I ), B ⊆ Cont(h)

for every f ∈ L1(L1;H).
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Proof. Take A := h(B) and set Z := h−1(h(B))�B. We have that Z ⊆ {α ∈ R :
card(h−1(α)) > 1}, therefore by Lemma A.3 D h(Z) = 0. Hence by Lemmas A.4
and A.5 we get that∫

h(B)

f dL1 =
∫

h−1(h(B))

f ◦ h dD h

=
∫

B
f ◦ h dD h +

∫
Z

f ◦ h dD h =
∫

B
f ◦ h dD h.

Theorem A.7. Let I, J ⊆ R be open intervals with J bounded. Assume that h :
I −→ J is increasing and that f ∈ W1,∞(J ;H). Define g : I −→ H by

g(t) :=


f ′(h(t)) if t ∈ Cont(h)

f (h(t+)) − f (h(t−))

h(t+) − h(t−)
if t ∈ Discont(h),

(A.11)

where f ′ is any representive in the L1-class of f ′. Then D( f ◦ h) = g D h.

Proof. We may assume that h(t) ∈ ]h(t−), h(t+)[ whenever t ∈ Discont(h). It is
enough to check that the measures D( f ◦ h) and g D h coincide on intervals of type
[c, d[, with c, d ∈ I , c < d. We have

D( f ◦ h)([c, d[) = f (h(d−)) − f (h(c−)). (A.12)

If Discont(h) = {tk : k ∈ N} then we have∫
[c,d[

g(t) dD h(t)=
∫

Cont(h)∩[c,d[
g(t) dD h(t) +

∫
Discont(h)∩[c,d[

g(t) dD h(t)

=
∫

Cont(h)∩[c,d[
f ′(h(t)) dD h(t)+

∑
k∈N,tk∈[c,d[

( f (h(tk+))− f (h(tk−))).

Now ∫
Cont(h)∩[c,d[

f ′(h(t)) dD h(t)

=
∫

h(Cont(h)∩[c,d[)
f ′(σ ) dσ

=
∫

[h(c−),h(d−)[�
⋃

tk∈[c,d[ [h(tk−),h(tk+)]
f ′(σ ) dσ

=
∫

[h(c−),h(d−)[
f ′(σ ) dσ −

∫
⋃

tk∈[c,d[ ]h(tk−),h(tk+)]
f ′(σ ) dσ

=
∫

[h(c−),h(d−)[
f ′(σ ) dσ −

∑
tk∈[c,d[

∫
]h(tk−),h(tk+)]

f ′(σ ) dσ

= f (h(d−)) − f (h(c−)) −
∑

tk∈[c,d[

( f (h(tk+)) − f (h(tk−)))

(A.13)
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Therefore

(g D h)([c, d[) =
∫

[c,d[
g(t) dD h(t) = f (h(d−)) − f (h(c−))

and the theorem is proved.

Corollary A.8. Let I, J ⊆ R be open intervals with J bounded. Assume that
h : I −→ J is increasing and left-continuous, g ∈ Lip(J ;H), and f ∈ L1(I ;H).
Then ∫

I
〈 f, dD(g ◦ h)〉 =

∫
Cont(h)

〈 f (t), g′(h(t))〉 dD h(t)

+
∑

t∈Discont(h)

〈 f (t), g(h(t+)) − g(h(t))〉.

A.4. The Young and Lebesgue integrals

In this section we show that the Young integral with respect to a function g of
bounded variation coincides with the ordinary Lebesgue integral with respect to the
measure D g, the distributional derivative of g. Let us now recall the definition of
Young integral given in [16]. Assume that I = ]a, b[ ⊆ R is an open interval
and J ⊆ I is a bounded subinterval. Let us consider f : I −→ H and let g ∈
Reg(I ;H) be bounded. Let s = {t0, . . . , tm} ∈ S(J ) be a subdivision of J and let
c = (c j )

m
j=1 be a family of numbers that is consistent with s, i.e. t j−1 < c j < t j

for every j = 1, . . . , m. The Young integral sum is defined by

SY ( f, g, s,c) :=
m∑

j=1

〈 f (c j ), g(t j−) − g(t j−1+)〉

+
m∑

j=0

〈 f (t j ), g(t j+) − g(t j−)〉.
(A.14)

We say that f is Young integrable with respect to g on J if there exists L ∈ R such
that for every ε > 0 there exists sε ∈ S(J ) which satisfies the inequality

|L − SY ( f, g, s,c)| < ε

whenever sε ⊆ s and c is consistent with s. The number L is uniquely determined
and is called Young integral of f with respect to g on J and is denoted by one of
the symbols ∫

J
〈 f, dg〉,

∫
J
〈 f (t), dg(t)〉.

Now we can compare the Young and Lebesgue integrals.
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Lemma A.9. If f ∈ Reg(I ;H) is bounded and g ∈ BV(I ;H) ∩ Reg(I ;H),
then f is Young integrable with respect to g on J , f ∈ L1(

D g
, J ;H), and∫

J 〈 f, dg〉 = ∫
J 〈 f, dD g〉.

Proof. For simplicity we assume that J is closed. First of all we have that f ∈
L1(

D g
, J ;H), because it is bounded on J and D g-measurable. Let us neglect

the trivial case when D g is zero. Then there is a step map fε with respect to
intervals such that ‖ f − fε‖∞ < ε/(2‖ D g‖). We may assume that there are a
subdivision (t j )

m
j=0 and vectors x1, . . . , xm such that t0 = inf J , tm = sup J , fε =∑m

j=1 χ]t j−1,t j [ x j + ∑m
j=0 χ{t j } f (t j ). Observe that supt∈]t j−1,t j [ | f (t) − x j | <

ε/(2‖ D g‖) for every j . Therefore if we take e.g. c j := (t j−1 + t j )/2, then∣∣∣∣∣ m∑
j=1

〈 f (c j ),g(t j−) −g(t j−1+))〉+
m∑

j=1

〈 f (t j ),g(t j+) − g(t j−)〉 −
∫

J
〈 f, dD g〉

∣∣∣∣∣
≤

∣∣∣∣∣ m∑
j=1

〈 f (c j ), g(t j−) − g(t j−1+)〉 −
m∑

j=1

〈x j , g(t j−) − g(t j−1+)〉
∣∣∣∣∣

+
∣∣∣∣∣ m∑

j=1

〈x j , g(t j−) − g(t j−1+)〉 +
m∑

j=1

〈 f (t j ), g(t j+) − g(t j−)〉 −
∫

J
〈 f, dD g〉

∣∣∣∣∣
=

∣∣∣∣∣ m∑
j=1

〈x j − f (c j ), g(t j−) − g(t j−1+)〉
∣∣∣∣∣ +

∣∣∣∣∫
J
〈 fε, dD g〉 −

∫
J
〈 f, dD g〉

∣∣∣∣
≤

m∑
j=1

‖x j − f (c j )‖H‖g(t j−) − g(t j−1+)‖H +
∫

J
‖ fε(t) − f (t)‖H d

D g
(t)

≤
m∑

j=1

ε

2‖ D g‖
D g

(
]
t j−1, t j

[
) + ε

2‖ D g‖
D g

(J ) < ε.

On the other hand by [16, Corollary 3.10] we have that f is Young integrable with
respect to g, hence

∫
J 〈 f, dg〉 = ∫

J 〈 f, dD g〉.

A.5. Convex sets and normal cones

In this subsection we assume that

Z ⊆ H is a closed convex subset and 0 ∈ Z , (A.15)

and the projection mapping to Z is denoted by ProjZ . If x ∈ Z then NZ(x), the
normal cone to Z at x and TZ(x), the tangent cone to Z at x, are defined by

NZ(x) := {y ∈ H : 〈y, z − x〉 ≤ 0 ∀z ∈ Z}, (A.16)

TZ(x) := {w ∈ H : 〈w, y〉 ≤ 0 ∀y ∈ NZ(x)}. (A.17)
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Let us recall that x ∈ Z is a support point for Z if there exist f ∈ H�{0} and
α ∈ R such that Z ⊆ {y : 〈 f, y〉 ≤ α} and 〈 f, x〉 = α. The set {y : 〈 f, y〉 = α}
is called supporting hyperplane to Z at x . The set of support points is denoted by
Supp(Z) and has the following two properties (see e.g. [1, Lemma 7.37, Section
7.8, page 280]):

x ∈ Supp(Z) ⇐⇒ NZ(x) �= ∅ ⇐⇒ Proj−1
Z (x)�Z �= ∅, (A.18)

Supp(Z) is dense in ∂Z . (A.19)

In this subsection for f ∈ H�{0} and γ ∈ R we will use the notation { f = γ } :=
{x ∈ H : 〈 f, x〉 = γ }. Two hyperplanes { f = α}, {g = β} are parallel if f and g
are parallel.

Lemma A.10. Let us suppose that (A.15) holds. Assume f ∈ H�{0} and that for
every x ∈ Supp(Z) and for every supporting hyperplane �x at x, �x is parallel to
{ f = 0}. Then there exist α, β ∈ R (possibly α = β) such that

Supp(Z) = ∂Z = { f = α} ∪ { f = β}. (A.20)

Proof. For convenience we set Pγ := { f = γ }, γ ∈ R. It is easy to check that
there exist α, β ∈ R (possibly α = β) such that

Supp(Z) ⊆ Pα ∪ Pβ. (A.21)

Now we claim that
Supp(Z) = ∂Z . (A.22)

Indeed, if we assume that there exists x ∈ ∂Z �Supp(Z) and we select a se-
quence xn ∈ Supp(Z) such that xn → x , then there exists yn �∈ Z such that
xn = ProjZ(yn) for every n ∈ N. By the assumptions we can take yn such that
yn − xn = λ f for some λ �= 0, indeed by (A.21) we can assume that every xn be-
longs to only one supporting hyperplane Pγ where γ ∈ {α, β} is fixed. We deduce
that yn = λ f −xn → λ f −x as n → ∞. Observe that yn ∈ λ f − Pγ for every n and
that λ f − Pγ is closed and disjoint from Z: it follows that y := λ f − x ∈ λ f − Pγ

and y �∈ Z . By the continuity of the projection, ProjZ(yn) → ProjZ(y) = x . This
means that x ∈ Supp(Z) and (A.22) is proved.

Now we can prove (A.20). Assume by contradiction that there is γ ∈ {α, β}
such that Pγ contains points both in ∂Z and in the complement of ∂Z . Take p ∈
Pγ�∂Z . Since Pγ is a supporting hyperplane, p is not an interior point of Z , hence
p �∈ Z . Thus there is a ball Bρ(p) such that Bρ(p)∩Z = ∅ and ∂ Bρ(p)∩Z �= ∅.
By convexity we can take z ∈ ∂ Bρ(p) ∩ ∂Z ∩ Pγ . It follows that p − z is a normal
vector to Z which is not parallel to f , a contradiction which proves the lemma.

Lemma A.11. Assume that (A.15) holds and Z is properly contained in a closed
vector subspace V �= H. Then there exist two hyperplanes �1, �2 supporting Z
respectively at x1 and x2 such that �1 and �2 are not parallel and x1 �∈ �1 ∩ �2.
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Proof. We can assume that V is the smallest closed vector subspace containing Z
(it suffices to replace V by the intersection of all closed subspaces containing Z ,
which is still a closed subspace).

Take y2 ∈ V �Z and set x2 := ProjZ(y2). Then if f2 := y2 − x2 and
α2 = 〈 f2, x2〉 the hyperplane �2 := { f2 = α2} supports Z at x2 because Z ⊆ V .

Now observe that W :=�2 ∩V is a proper subset of V because y2 ∈V��1. We
have that Z is not contained in W , because otherwise 0 ∈ W , thus V would not be
the smallest closed vector subspace containing Z . Hence there is x1 ∈ V�W . Now
take f1 ∈ H�V such that 〈 f1, v〉 = 0 for every v ∈ V . It follows that ProjZ(x1 +
f1) = x1, hence x1 ∈ Supp(Z) and �1 := { f1 = 0} is a supporting hyperplane
for Z in x1. Since f2 ∈ V we have 〈 f1, f2〉 = 0, thus the two hyperplanes are not
parallel. Moreover x1 �∈ �1 ∩ �2.

Lemma A.12. Assume that (A.15) holds and that Z is not a closed vector subspace
and that Z is not of the form

Z = {x ∈ H : −α ≤ 〈 f, x〉 ≤ β} (A.23)

for some f ∈ H�{0}, α, β ∈ [0, ∞]. Then there exist x1, x2 ∈ Supp(Z) and two
supporting hyperplanes �1, �2 of Z respectively at x1 and x2, such that �1 and
�2 are not parallel and x1 �∈ �1 ∩ �2.

Proof. By Lemma A.10 we infer that there exist two supporting hyperplanes �1
and �2 which are not parallel. Let x1, x2 ∈ Supp(Z) be such that � j supports
Z at x j , j = 1, 2. Of course we can take x1 �= x2. We can also assume that
x1 �∈ �1 ∩ �2, indeed we have the two following possibilities.

(i) If Z is not contained in �1 ∩ �2, then we consider another support point x3 �∈
�1 ∩ �2 with supporting hyperplane �3: if �3 is parallel to, say, �2, then we
replace �2 by �3.

(ii) If Z is contained in �1 ∩ �2, then �1 ∩ �2 is a vector subspace and we can
apply Lemma A.11.

In the proof of the following proposition we use the argument of the Bishop-Phelps
theorem (see [1, Theorem 7.43, Section, 7.9, page 284]).

Proposition A.13. Assume that (A.15) holds, that Z is not a vector subspace and
that Z is not of the type

Z = {x ∈ H : −α ≤ 〈 f, x〉 ≤ β} (A.24)

for some f ∈ H� {0}, α, β ∈ [0, ∞]. Then there exist z j ∈ ∂Z , j = 1, 2,
such that z1 �= z2, NZ(z1) �= {0} and there exists v ∈ NZ(z2)� {0} such that
v �∈ NZ(z1) ∪ TZ(z2).
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Proof. By Lemma A.12 there exist x j ∈ Supp(Z), j = 1, 2, and two supporting
hyperplanes � j = { f j = α j } of Z at x j , such that �1 and �2 are not parallel and
x1 �∈ �1 ∩ �2. Observe that 〈 f2, x2 − x1〉 �= 0, because otherwise we would have
that x1 ∈ �2. Hence, as f2 ∈ NZ(x2), we have that 〈 f2, x1 − x2〉 < 0, which
implies that f2 �∈ NZ(x1). Now let us set

vλ :=
√

1 − λ2 f1 + λ f2, 0 ≤ λ ≤ 1,

and
� := {λ ∈ [0, 1] : vλ ∈ NZ(x1)}.

It is an easy exercise to show that � is a closed interval containing 0, but not 1. It
is not restrictive to assume that

{λ f1 + µ(x − x1) : λ, µ > 0} ∩ NZ(x1) = ∅

where x = Proj�1∩�2
(x1), indeed it suffices to replace f1 by vλ1 , with λ1 = max �.

Therefore if we take

f ∈ {λ f1 + µ(x − x1) : λ, µ > 0}. (A.25)

we have that f �∈ NZ(x1). We can take ‖ f ‖H = 1, thus f = λ1 f1 +λ2 f2 for some
λ1, λ2 ∈ ]0, 1[. Since NZ(x1) ∪ TZ(x1) is a closed cone, we infer that there exists
ε ∈ ]0, 1[ such that Bε( f ) is contained in the complement of NZ(x1) ∪ TZ(x1).

Now consider the convex cone

K := {x ∈ H : 〈 f, x〉 ≥ ε‖x‖H/(4 + ε)}
and define the partial order “�” in Z by setting x � y iff y − x ∈ K . Let C be a
totally ordered subset of Z . Using the set of indexes � = C and setting xγ := γ for
each γ ∈ C, we can consider C = (xγ ) as an increasing net. For every γ we have

〈 f, xγ 〉 = λ1〈 f1, xγ 〉 + λ2〈 f2, xγ 〉 ≤ α1 + α2. (A.26)

Thus 〈 f, xγ 〉 is an increasing net of real numbers that is bounded above, hence it is
a Cauchy net. Observe that ε‖xγ1 − xγ2‖H ≤ (4 + ε)|〈 f, xγ1 − xγ2〉| hence (xγ )

is a Cauchy net and it converges to some x∞ ∈ Z . It follows that x∞ is an upper
bound of C. Hence by Zorn’s Lemma there is a maximal element xm ∈ Z with
respect to �. This is equivalent to the equality Z ∩ [xm + K ] = {xm}. Hence
Z ∩ [xm + K̊ ] = ∅, thus there exists fε ∈ H� {0} such that ‖ fε‖H = 1 and
〈 f, z〉 ≤ 〈 f, xm + v〉 for every z ∈ Z and v ∈ K . It follows that xm ∈ ∂Z and
{ fε = 〈 fε, xm〉} is a supporting hyperplane for Z at xm . Moreover 〈 fε, v〉 ≥ 0 for
every v ∈ K . Using elementary geometry it is not hard to show that ‖ f − fε‖H ≤ ε

(see [1, Lemma 7.41, Section, 7.9, page 282] for a Banach space proof). Therefore
we infer that fε ∈ NZ(xm) and fε �∈ NZ(x1) ∪ TZ(x1) because the ball Bε( f ) is
contained in the complement of NZ(x1) ∪ TZ(x1). The proposition is proved with
z1 = x1, z2 = xm and v = fε.
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