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Stochastic stability of the Ekman spiral

MATTHIAS HIEBER AND WILHELM STANNAT

Abstract. Consider the stochastic Navier-Stokes-Coriolis equations in T2 ⇥
(0, b) subject to Dirichlet boundary conditions as well as the Ekman spiral which
is a stationary solution to the deterministic equations. It is proved that the stochas-
tic Navier-Stokes-Coriolis equation admits a weak martingale solution. More-
over, as an stochastic analogue of the existing deterministic stability results for
the Ekman spiral, stochastic stability of the Ekman spiral is proved by consider-
ing stationary martingale solutions.

Mathematics Subject Classification (2010): 35R60 (primary); 35Q30, 37L40,
60H15, 76D05, 76M35 (secondary).

1. Introduction

Consider the Navier-Stokes equations in the rotational setting on an infinite layer
R2 ⇥ (0, b) =: � for some b > 0,
8
>>><

>>>:

@t u � ⌫1u + !(e3 ⇥ u) + (u · r)u + r p = 0, t > 0, x 2 �,
div u = 0, t > 0, x 2 �,

u(t, x1, x2, 0) = 0, t > 0, x1 2 R, x2 2 R,
u(t, x1, x2, b) = e1 · ub, t > 0, x1 2 R, x2 2 R,

u(0, ·) = u0, x 2 �.
(1.1)

Here ! 2 R denotes the speed of rotation, ⌫ > 0 the viscosity of the fluid, ub 2 R is
a constant, and ei , i = 1, 2, 3, denotes the i-th unit vector inR3. Equations (1.1) are
sometimes also called Navier-Stokes-Coriolis equations because of the additional
Coriolis forcing term. It is a remarkable fact that (1.1) admits an explicit stationary
solution (uEb , pEb ) given by

uEb (x1, x2, x3) = ũb

0
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C
A , pEb (x1, x2, x3) = �!ũbx2
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with � = b
k⇡ , k 2 Z, and

ũb := ub(1� e�
b
� )�1 if k is even and ũb := ub(1+ e�

b
� )�1 if k is odd.

This stationary solution of equation (1.1) is called in honour of the swedish oceano-
graph V. W. Ekman, the Ekman spiral; see [9]. It describes rotating boundary layers
between a geostrophic flow and a solid boundary subject to Dirichlet boundary con-
ditions. Starting from this particular stationary solution, it is a natural problem to
investigate its stability properties.

Deterministic perturbations of the Ekman spiral by functions u solving the
above equation (1.1) have been considered by many authors. In fact, set

w := u � uEb , and q := p � pEb .

Then the pair (w, q) formally satisfies the equations
8
>>>>><

>>>>>:

@tw � ⌫1w + !e3 ⇥ w

+(uE · r)w + w3@3uEb + (w · r)w + rq = 0, t > 0, x 2 �,
div w = 0, t > 0, x 2 �,

w(t, x1, x2, 0) = 0, t > 0, x1, x2 2 R,
w(t, x1, x2, b) = 0, t > 0, x1, x2 2 R,

w(0, x) = w0, x 2 �,

(1.2)

where w0 = u0 � uEb . It was shown by Desjardin, Dormy and Grenier in [8] that
the Ekman spiral is stable in the sense that if for all initial data w0 2 L2� (D) there
exists a global weak solution w to (1.2), then

kw(t)k2  kw0k2 for all t > 0, (1.3)

holds true provided the Reynolds number Re is small enough. Furthermore, it was
shown by Hess in [16] that for every initial data w0 2 L2� (D) there exists a global
weak solution to (1.2) and that this solution satisfies

lim
t!1

kw(t)k2 = 0.

with an exponential rate. Note that this notion of stability corresponds to the defini-
tion of asymptotical stability in dynamical systems. It was proved moreover in [17]
that the Ekman spiral in the half space R3+ is nonlinearly stable with respect to L2-
perturbations provided the corresponding Reynolds number is small enough. More-
over, the decay rate could be computed in terms of the decay of the corresponding
linear problem.

For further stability results concerning the Navier-Stokes-Coriolis equations
defined on all of R3 we refer to [14] and [18].

Observe that the above stability results concern the situation of a fixed speed of
rotation !, whereas e.g. Rousset’s result [23] concerns the situation, where ! tends
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to 1. Very recently, Gallay and Roussier-Michon considered in [12] the Navier-
Stokes-Coriolis equations in an infinite layer with periodic boundary conditions
in the vertical directions. They proved the existence and uniqueness of a global
mild solution to the above system for arbitrarily large data belonging to a certain
function space, provided ! is large enough, and investigated its long-time behavior.
For related results see also [20] and [3].

The aim of this paper is twofold: first we introduce a stochastic analogue of
(1.1) in domains D of the form D := T2 ⇥ (0, b) by adding an exterior addi-
tive stochastic forcing term to (1.1) using a function-space valued Wiener process.
Secondly, as the stochastic analogue of the above deterministic stability results we
study the stochastic stability of the associated stochastic partial differential equation
by considering stationary martingale solutions.

More precisely, we consider in the following the stochastic Navier-Stokes-
Coriolis equations in the space L2,per(D)3, by restricting the problem to (x1, x2)-
periodic solutions of (1.1). Indeed, note that since the Ekman spiral is independent
of the variables (x1, x2), it can be viewed as a (x1, x2)-periodic function belonging
to L2,per(D).

The stochastic Navier-Stokes equations in the rotational setting can be formu-
lated as

8
>>><

>>>:

dut = [⌫1ut � !(e3 ⇥ ut ) � (ut · r)ut + r pt ] dt + dWt

div ut = 0
ut (x1, x2, 0) = 0
ut (x1, x2, b) = e1 · ub,

(1.4)

where (Wt ) is a Wiener process on the subspace H ⇢ L2,per(D)3 of the closure of
smooth (x1, x2)-periodic vector-fields having divergence zero. We will reformulate
(1.4) as a stochastic evolution equation and consider the resulting stochastic partial
differential equation for the velocity

dut = [⌫ASut � !5(e3 ⇥ ut ) � 5(ut · rut )] dt + dWt (1.5)

on the space H . Here 5 : L2,per(D)3 ! H denotes the Helmholtz projection and
AS = 51 the Stokes operator in H . For a precise definition of 5 and the Stokes
operator in this context, we refer to Section 2. Equation (1.5) can be regarded as a
stochastic Navier-Stokes-Coriolis equation.

Stochastic Navier-Stokes equations are studied already for quite some time;
we refer to the pioneering works of Bensoussan and Temam [4] and Vishik and
Fursikov [26] for existence of weak solutions. Of particular interest to us is the
seminal paper [10] by Flandoli and Gatarek concerning the existence of (stationary)
martingale solutions of stochastic Navier-Stokes equations.

Similarly to the deterministic case, for a solution ut of (1.5), we consider

ut = vt + uEb ,
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where uEb denotes the Ekman spiral. Then vt is a solution of the semilinear stochas-
tic evolution equation

dvt = [(⌫AS + B)vt � 5(vt · rvt )] dt + dWt (1.6)

where B is defined by

Bv := �! 5(e3 ⇥ v) � 5(uEb · rv) � 5(v3@3uEb ), v 2 D(AS).

In Section 3 we present the main result of this paper concerning existence of weak
martingale solutions of (1.6). Our proof is very much inspired by the proof of
Theorem 3.2 in [10], the main differences to [10] are due to the additional Ekman
and Coriolis terms and the different boundary conditions for the Stokes operator.
For simplicity we restrict ourselves to the case of Wiener-processes (Wt ) having
finite trace covariance Q.

As a stochastic analogue of the deterministic stability of the Ekman spiral, we
study in Section 4 the stochastic stability of (1.5) by considering stationary martin-
gale solutions. In particular, the time-invariant distribution µ of a stationary mar-
tingale solution can be interpreted as the long-time statistics of random fluctuations
of (1.5) around the Ekman spiral. In Corollary 4.3 we prove the existence of sta-
tionary martingale solutions with invariant distribution µ satisfying the exponential
moment estimate Z

e"kuk
2
H dµ(u) < 1

for small ". This means that the fluctuations of (1.5) around the Ekman spiral have
exponential tails.

Similar moment estimates for stochastic Navier-Stokes equations in the classi-
cal setting, i.e. without rotation, can be found e.g. in [5, 24] and [22].

2. Deterministic Navier-Stokes-Coriolis equations

Let D := T2⇥ (0, b) for some b > 0. We first introduce Sobolev spaces consisting
of functions being periodic in (x1, x2). Given a fixed number l > 0, let D be the
space of all functions f : D ! C which can be expressed as

f (x 0, x3) =
X

k2J
f̂k(x3)eiz<k,x

0>

for some finite subset J of Z2 and some f̂k 2 C1([0, b]), where z = ⇡
l . Then

{eiz<k,·> : k 2 Z} is an orthogonal set in L2(T ) with T = [�l, l]2. Note that the
coefficients f̂k of f are uniquely determined by the partial Fourier series of f by

f̂k(x3) =
1

(2⇡)2

Z

T
f (x 0, x3)e�i z<k,x

0>dx 0, k 2 Z2.
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We define D0,� , the space of divergence free test functions, as

D0,� := { f 2 [D]3 : div f = 0 in D and f = 0 on @D}.

Given m 2 N0 and f 2 D, we set

|| f ||22 =
Z b

0

Z

T
| f (x 0, x3)|2dx 0dx3 and || f ||2m,2 =

X

|↵|m
||D↵ f ||22.

Then our basic function spaces are defined as the closures ofD orD0,� with respect
to || · ||m,2 as

Hm,2,per = [D]3
||·||m,2

, L2,per� = D0,�
||·||2

, H1,2,per0,� = D0,�
||·||1,2

.

We next introduce the Helmholtz projection from L2,per(D) onto L2,per� (D). Note
first that the existence of the Helmholtz projection for spaces of the form L2(D) is
well known; see e.g. [25] or [11]. Adapting their arguments to partial Fourier series
one obtains the following result. For each u 2 L2,per(D), there exists a unique
v 2 L2,per� (D) satisfying u = v + r p for some scalar p 2 H1,2,per(D) and a
constant C > 0 such that

||v||2 + ||r p||2  C||u||2

Hence, the mapping

u 2 L2,per(D) 7! v = 5u 2 L2,per� (D)

defines a bounded linear operator 5 from L2,per(D) onto L2,per� (D), which is
called the Helmholtz projection. The Stokes operator AS in L

2,per
� (D) is then de-

fined by

ASu := 51u with D(AS) := H1,2,per0,� (D) \ H2,2,per(D).

Note that the Stokes operator AS could be defined alternatively also by variational
methods, see e.g. [25]. Observe, however, that then the above characterization of
the domain D(AS) for mixed periodic-Dirichlet boundary data is not obvious.

Adapting the arguments given in [1, 2] or [15] to the mixed periodic-Dirichlet
setting, we see that the Stokes operator has the following spectral properties.

Lemma 2.1. Let 0 < " < ⇡
2 and � 2 6⇡�" := {z 2 C\{0} : | arg z| < ⇡�"}. Then

for f 2 L2,per� (D) there exists a unique u 2 D(AS) satisfying (� � ⌫AS)u = f
and a constant C = C(") > 0 such that

|�|||u||2 + ⌫||u||2,2  C|| f ||2. (2.1)
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The above lemma implies in particular that the Stokes operator AS generates
an analytic semigroup on L2,per� (D) and that the set C\(�1, 0] is contained in the
resolvent set of AS . Moreover, since the estimate (2.1) is uniform in � 2 (0,1), it
follows that

0 2 %(AS) and ⌫||(AS)�1 f ||2,2  C|| f ||2

for some constantC>0. Amore detailed analysis even shows thatC\(�1,�⇡2

b2 ]⇢
%(AS).

The precise description of D(AS) will be important in step 3 of the proof of
our main result, where the tightness of the sequence Pn of projection on the span
of the first n eigenvectors of the Stokes operator is proved by the compactness of
certain embeddings.

Finally, for V := H1,2,per0,� (D), equipped with the equivalent norm kuk2V :=
h�ASu, uiH , consider operators B : V ! H for which there exist constants !0 >
0, !1 � 0 satisfying

h(⌫AS + B)u, uiH  �!0kuk2V + !1kuk2H , u 2 D(AS).

It then follows by standard perturbation theory that ⌫AS + B with domain D(AS)
generates an analytic semigroup on H .

3. Stochastic Navier-Stokes-Coriolis equations

We start this section by adding noise as an independent exterior forcing term to
(1.1) and obtain the equation

8
>>><

>>>:

dut = [⌫1ut � !(e3 ⇥ ut ) � (ut · r)ut + r pt ]dt + dWt

div ut = 0
ut (x1, x2, 0) = 0
ut (x1, x2, b) = e1 · ub.

(3.1)

Here, (Wt )t�0 is an H -valued Q-Wiener process, where H := L2,per� (D), defined
on an underlying stochastic basis (�,F , (Ft )t�0, P) (see [6, Chapter 4]). Note that
the covariance operator Q of (Wt )t�0 necessarily has finite trace.

Applying the Helmholtz projection 5 introduced in Section 2 to (3.1) leads to
the following semilinear stochastic evolution equation

dut = [⌫ASut � !5(e3 ⇥ ut ) � 5(ut · rut )] dt + dWt (3.2)

in H . Let V 0 = H�1,2,per
0,� (D) be the (topological) dual space of V . Identifying

H with its dual H 0 we have that V ,! H ⌘ H 0 ,! V 0 densely and continuously.
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We denote by V 0 hu, viV , u 2 V 0, v 2 V , the dualization of V 0 with V . Note that
V 0 hu, viV = hu, viH if u 2 H .

As described above, for a solution ut of (1.5), we consider

ut = vt + uEb ,

where uEb denotes the Ekman spiral. Then vt is a solution of the semilinear stochas-
tic evolution equation

dvt = [(⌫AS + B)vt � 5(vt · rvt )] dt + dWt (3.3)

where B is defined by

Bv := �! 5(e3 ⇥ v) � 5(uEb · rv) � 5(v3@3uEb ), v 2 D(AS).

We will study in the following the equation (1.6) not only for B defined as above,
but for linear operators B satisfying the following two assumptions:

(A1) B : V ! H is a bounded linear operator such that there exist !0 > 0, !1 � 0
with

h(⌫AS + B)u, uiH  �!0kuk2V + !1kuk2H , u 2 D(AS).

(A2) The covariance operator Q of (W (t))t�0 has finite trace.

Remarks 3.1. a) We note that (A2) implies that there exists an orthonormal ba-
sis ( fk)k�1 of H consisting of eigenvectors of Q with corresponding eigenvalues
(µ2k)k�1 such that (Wt )t�0 can be represented as

Wt =
1X

k=1
µk fk · �k(t),

where (�k(t))t�0, k � 1, are independent, 1-dimensional Brownian motions on
(�,F , P).
b) Note also that (A1) implies as described in Section 2 that the operator ⌫AS + B
with domain D(AS) generates an analytic C0-semigroup (Tt )t�0 on H satisfying

kT (t)k  e(!1�
⇡2
b2

!0)t for all t � 0.
We now introduce the notion of a martingale solution to equation (1.6).

Definition 3.2. A martingale solution of (1.6) is a pair ((vt )t�0, (W̃t )t�0), defined
on a stochastic basis (�̃, F̃ , (F̃t )t�0, P̃) satisfying

(i) (W̃t )t�0 is an (F̃t )t�0 Wiener-process with covariance Q,
(ii) v. : [0, T ] ⇥ �̃ ! H is progressively measurable,
(iii) v. 2 L1([0, T ]; H) \ L2([0, T ]; V ) P̃ � a.s.,
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(iv) For all u 2 V and all t 2 [0, T ] P̃ � a.s.

hvt , uiH = hv0, uiH +
Z t

0
V 0 h(⌫AS + B)vs, uiV ds

�
Z t

0
h5(vs · rvs), uiH ds + hW̃t , uiH .

The following theorem is the main result of this section.

Theorem 3.3. Assume (A1) and (A2). Let ⇠ : � ! H be F0-measurable, square-
integrable and independent of (Wt )t�0. Then for all T > 0 there exists a martingale
solution ((vt )t�0, (W̃t )t�0) of (1.6) satisfying P̃ � v�1

0 = P � ⇠�1. Moreover,

Ẽ
⇣
sup
0tT

kvtk
2
H +

Z T

0
kvtk

2
V dt

⌘
< 1 . (3.4)

The following proof of Theorem 3.3 follows closely the proof of [10, Theorem 3.2].
To this end, denote by (ek)k�1 an orthonormal basis of H consisting of eigenvectors
of AS .

Step 1: Galerkin approximations
Denote by

Pn : H ! span{ek : k  n} ⇢ H , x 7!
nX

k=1
hx, ekiek

the orthogonal projection onto the linear subspace of H given as the linear span of
the first n eigenvectors and consider for fixed n the following stochastic evolution
equation:

dvnt = [Pn(⌫AS + B)vnt + PnFn(vnt , v
n
t )] dt + dPnWt ,

vn0 = Pn⇠0 .
(3.5)

Here,
Fn(u, v) := 2n(kukH )(u · r)v, u, v 2 PnH,

for some continuously differentiable cutoff-function 2n : R ! R satisfying

1[�n,n]  2n  1[�n�1,n+1].

Note that for u, v 2 PnH we have

hPnFn(u, v), viH = hFn(u, v), viH = h2n(kukH )(u · r)v, viH = 0. (3.6)

The above equation (3.5) can be viewed as a finite dimensional stochastic differ-
ential equation having locally Lipschitz continuous coefficients of at most linear
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growth. Now [21, Theorem 1 in Section V.1] implies that (3.5) has a unique strong
solution satisfying in addition the following moment estimate

E
⇣
sup
0tT

kvnt k
2
H

⌘
< 1.

Step 2: Energy estimate

In this step we will derive the uniform energy estimate

E

 

sup
0tT

kvnt k
2
H +

Z T

0
kvnt k

2
V dt

!

 M < 1 (3.7)

for some finite constant M independent of n. In order to establish (3.7), note that
by Ito’s formula

1
2
e�!1tkvnt k

2
H =

1
2
kPn⇠0k2H +

Z t

0
e�!1shvns , dPnWsiH

+
Z t

0
e�!1s

⇣
hvns , Pn(⌫As+B)vns +PnFn(vns , v

n
s )iH�!1kv

n
s k
2
H

⌘
ds

+
1
2!1

�
1� e�!1t

�
trH (Pn � Q) .

(3.8)
Taking into account (3.6) and assumption (A1) we obtain

hvns , Pn(⌫AS + B)vns + PnFn(vns , v
n
s )iH = hvns , (⌫As + B)vns iH

 �!0kv
n
s k
2
V + !1kv

n
s k
2
H .

Inserting the last inequality into (3.8) and rearranging terms we obtain

1
2
e�!1tkvnt k

2
H + !0

Z t

0
e�!1skvns k

2
V ds


1
2
kPn⇠0k2H +

1
2!1

�
1� e�!1t

�
trH (Pn � Q) +

Z t

0
e�!1shvns , dPnWsiH

and thus

E
⇣
sup
0tT

kvnt k
2
H + 2!0

Z T

0
kvns k

2
V ds

⌘

 e!1T E
⇣
kPn⇠0k2H

⌘
+
e!1T

!1
trH (Pn � Q)

+ e!1T E

 

sup
0tT

�
�R t
0 e

�!1shvns , d PnWsi
�
�
!

.

(3.9)



198 MATTHIAS HIEBER AND WILHELM STANNAT

Since the stochastic integral
R t
0 e

�!1shvns , d PnWsi, t � 0, is a continuous (Ft )t�0-
martingale, Doob’s maximal inequality implies that

E

 

sup
0tT

�
�
�
�

Z t

0
e�!1shvns , dPnWsi

�
�
�
�

!

 2E

 ✓Z T

0
e�!1shvns , d PnWsi

◆2! 1
2

= 2E
⇣ Z T

0
e�2!1sk

p
Qvns k

2
H ds

⌘ 1
2

 2k
p
Qkop

p
T · E

⇣
sup
0tT

kvnt k
2
H

⌘ 1
2


1
2
e�!1TE

⇣
sup
0tT

kvnt k
2
H

⌘
+2e!1T k

p
Qk2opT .

Here, k
p
Qkop denotes the usual operator norm of

p
Q on H . Inserting the last

inequality into (3.9) we obtain the energy estimate

E
⇣
sup
0tT

kvnt k
2
H + 4!0

Z T

0
kvns k

2
V ds

⌘

 2e!1T E
⇣
kPn⇠0k2H

⌘
+ 2

e!1T

!1
trH (Pn � Q) + 4e2!1T Tk

p
Qk2op

 2e!1T E
⇣
k⇠0k

2
H

⌘
+ 2

e!1T

!1
trH (Q) + 4e2!1T Tk

p
Qk2op =: M

uniformly in n.

Step 3: Tightness of Pn := P � (v.n)�1

We next show that Pn, n � 1, is tight on the space L2([0, T ]; H). By Prohorov’s
theorem, it is sufficient to show that

sup
n
E
⇣
kv.nk

W�,2([0,T ],D((�AS)
� ↵
2 ))

⌘
< 1 (3.10)

for some ↵ > 3 and � 2 (0, 12 ) since the embedding

L2([0, T ]; V ) \ W�,2([0, T ]; D(A� ↵
2

S )) ,! L2([0, T ]; H)

is compact (see [10, Theorem 2.1]). Here, for a given Banach space X , the space
W�,p([0, T ]; X) denotes the Slobodeckii space defined to be the space consisting
of all u 2 L p([0, T ]; X) satisfying

kukpW�,p([0,T ];X)
:=
Z T

0

Z T

0

|u(s) � u(t)|pX
|s � t |1+�p ds dt < 1 ,
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and the space L2([0, T ]; V ) \ W�,2([0, T ]; D(A� ↵
2

S )) is endowed with the natural
norm

kukL2([0,T ];V ) + kuk
W�,p([0,T ];D((�AS)

� ↵
2 )

.

Note that [10, Theorem 2.1] can be applied, since the embedding V ,! H is com-
pact. We postpone the proof of (3.10) to Lemma 3.4.

Since Pn is tight, actually tight on L2([0, T ]; H) \ C([0, T ]; D((�AS)�
↵
2 ))

for all ↵ > 3, we may choose a subsequence, again denoted by (Pn), converging
weakly to some probability measure P on L2([0,T ]; H)\C([0, T ]; D((�AS)�

↵
2 )).

Step 4: The limit n ! 1

This part of the proof is completely analogous to Step 3 of the proof of [10, Theorem
3.1]. We hence only give a brief sketch of it.

Fix ↵ > 3. Then Skorohod’s embedding theorem (see [19]) implies that
there exists a stochastic basis (�̃, F̃ , (F̃t )t�0, P̃) and previsible processes ṽn. , v. 2

L2([0, T ]; H) \ C([0, T ], D(A� ↵
2

S )) with

P � (vn. )�1 = P̃ � (ṽn. )�1, n 2 N

and ṽn. ! ṽ. P̃ � a.s in L2([0, T ]; H) \ C([0, T ], D((�AS)�
↵
2 )). The uniform

energy estimate (3.7) implies by Fatou’s lemma, the estimate

Ẽ
⇣
sup
0tT

kṽtk
2
H +

Z T

0
kṽtk

2
V dt

⌘
< 1.

Hence, ṽ. 2 L2([0, T ]; V ). In order to identify the limiting process ṽ. as a martin-
gale solution of (1.5) note that for all n

M̃n
t := ṽnt � Pn⇠0 �

Z t

0
Pn(⌫AS + B)ṽns ds �

Z t

0
PnFn(ṽns , ṽ

n
s ) ds ,

t 2 [0, T ], is a continuous square-integrable martingale w.r.t G̃n
t := � (ṽnt : s 2

[0, t]) converging P̃-a.s. to

M̃t : = ṽt � ⇠0 �
Z t

0
(⌫AS + B)ṽs ds �

Z t

0
(ṽs · rṽs) ds

for all t 2 [0, T ] in D(A� ↵
2

S ) for all ↵ > 3.
This implies that M̃t , t 2 [0, T ], is a martingale w.r.t. the filtration G̃t :=

� (ṽt : s 2 [0, t]). The martingale representation theorem implies that there exists a
Q-Wiener process (W̃t )t�0 on (�̃, F̃ , P̃) such that

hM̃t , ui = hW̃t , ui P̃ � a.s. , u 2 V .

The proof is complete.
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We finally prove the tightness of Pn .

Lemma 3.4. Let ↵ > 3, � 2 (0, 12 ). Then

sup
n
E
⇣
kvn. k

W�,2([0,T ];D((�AS)
� ↵
2 ))

⌘
< 1 .

Proof. We decompose the unique strong solution vnt of (3.5) as

vnt = Pn⇠0 +
Z t

0
Pn(⌫AS + B)vns ds +

Z t

0
PnFn(vns , v

n
s ) ds + PnWt

=: I1 + I2(t) + I3(t) + I4(t).

It is then sufficient to show the desired estimate for each term separately. Clearly,
for I1, we obtain

kI1kW�,2([0,T ];D((�AS)
� ↵
2 ))

=
p
TkPn⇠0kD((�AS)

� ↵
2 )

 C ·
p
T · k⇠0kH

for some uniform constant C > 0, so that

sup
n
E
⇣
kI1kW�,2([0,T ];D((�AS)

� ↵
2 ))

⌘
< 1 .

By Lemma 2.1 in [10],

kPnW.k
2

W�,2([0,T ];D(A
� ↵
2

S ))
 C(�, 2) · T · trH (

p
Q � Pn �

p
Q)

for some uniform constant C(�, 2). Thus

sup
n
E
⇣
kI4(·)k

W�,2([0,T ];D(A
� ↵
2

S ))

⌘
< 1 .

Concerning I2, note that İ2(t) = Pn(⌫AS + B)vnt , and thus

k İ2(t)kV 0 = kPn(⌫AS + B)vnt kV 0  Ckvnt kV

for some universal constant C , because

hPn(⌫AS + B)vnt , uiH = ⌫hASvnt , PnuiH + hBvnt , PnuiH
= ⌫hASvnt , uiH + hBvnt , PnuiH
 ⌫kvnt kV · kukV + kBvnt kHkPnukH
 Ckvnt kV · kukV .

Here we used assumption (A.1) and the fact that kPnukH  kukH  CkukV holds
for some uniform constant C > 0. Consequently,

sup
n
E
⇣ Z T

0
k İ2(t)k2V 0 dt

⌘
 C sup

n
E
⇣ Z T

0
kvnt k

2
V dt

⌘
< 1,
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by using the energy estimate (3.7). Since kI2(·)k2
W�,2([0,T ];D((�AS)

� ↵
2 ))

can obvi-

ously be estimated from above by kI2(·)k2W 1,2([0,T ];V 0)
up to some uniform constant,

we obtain the desired uniform estimate

sup
n
E
⇣
kI2(·)k

W�,2([0,T ];D(A
� ↵
2

S ))

⌘
< 1 .

Finally, note that

hPnFn(vnt , v
n
t ), uiH = h2n(kv

n
t kH )vnt · rvnt , PnuiH


Z

�b

|vnt · rvnt |R3 dx · k |Pnu|R3k1

 Ckvnt kH · kvnt kV kuk
D((�AS)

↵
2 )

for some uniform constant, since

k |Pnu|R3k1  CkPnukD((�AS)
↵
2 )

for ↵ > 3. Hence,

kPnFn(vnt , v
n
t )kD(A

� ↵
2

S )
 Ckvnt kHkvnt kV

for some uniform constant. This implies that I3 is differentiable with respect to t in
D(A� ↵

2
S ) and that

k İ3(t)kD((�AS)
� ↵
2 )

 Ckvnt kHkvnt kV .

Thus

kI3k2
W 1,2([0,T ];D(A

� ↵
2

S ))
 C sup

0tT
kvnt k

2
H ·

Z T

0
kvnt k

2
V dt,

and

E
⇣
kI3(·)kW 1,2([0,T ];D((�AS)

� ↵
2 ))

⌘

C
2
E
⇣
sup
0tT

kvnt k
2
H +

Z T

0
kvnt k

2
V dt

⌘

is uniformly bounded in n which finally implies the desired estimate for I3. Sum-
marizing, the lemma is proven.

We now may apply Theorem 3.3 to the stochastic evolution equation (1.6), with B
given by

Bv = !5(e3 ⇥ v) � 5(uEb · rv) � 5(v3@3uEb ).

Since B satisfies assumption (A.1), we obtain from Theorem 3.3 that for any µ 2
M1 (H) satisfying

R
k xk2H d µ (x) < 1, there exists a martingale solution

((vt )t�0, (Wt )t�0) of (1.6) satisfying P̃0 � v�1
0 = µ and the energy estimate

E

 

sup
0tT

kvtk
2
H +

Z T

0
kvsk

2
V ds

!

< 1 .
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Defining the stochastic process

ut := vt + uEb , t � 0,

it follows that ((ut )t�0, (Wt )t�0) is a martingale solution of (1.6). Thus, the follow-
ing corollary holds

Corollary 3.5. Let µ 2 M1(H) with
R

kxk2Hdµ(x) < 1. Then there exists a
weak martingale solution of the stochastic Navier-Stokes-Coriolis-Ekman equation
(1.6) with initial distribution µ.

4. Stationary martingale solutions and invariant measures

We recall that a stochastic process (Xt )t�0 is called stationary if the distribution of
the time-shifted process (Xs+·)t�0 is independent of s, i.e.,

P � (Xs+·)
�1 = P � (X ·)

�1, s � 0 .

Stationarity implies in particular that the distribution of Xt is independent of t .
Hence, µ = P � X�1

0 is called an invariant probability measure.
A particular example for a stationary process is a Markov process ((Xt )t�0,

(Px )x2E ) on a state space (E,E) having an invariant measure µ in the sense that
for any E-measurable bounded function F

Z
Ex (F(Xt ))µ(dx) =

Z
F(x)µ(dx), t � 0 . (4.1)

In this case, the distribution of the shifted process (Xs+t )t�0 with respect to the
probability measure

Pµ(A) :=
Z

Px (A)µ(dx)

will be independent of s.
In the case of the stochastic Navier-Stokes-Coriolis equation we are yet far

away from the construction of a full Markov process, however using the same tech-
niques as in Section 3, we are able to construct a stationary martingale solution
under additional assumptions on the coefficients. To this end, consider again first
the perturbed stochastic Navier-Stokes equation (1.6) for general B satisfying as-
sumption (A.1) with !1 < ⇡2

b2 !0. Then

h(⌫AS + B)u, uiH  �!̃0kuk2V , u 2 D(AS).

with !̃0 := !0 � b2
⇡2

!1 > 0.
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Theorem 4.1. There exists a stationary martingale solution ((vt )t�0, (Wt )t�0) of
(1.6) satisfying

E

 

sup
0tT

kvtk
2
H +

Z T

0
kvtk

2
V dt

!

< 1, T > 0. (4.2)

Moreover, the invariant distribution µ = P � v�1
t satisfies the moment estimates

Z
e"kxk

2
Hµ(dx) < 1 for " < "0 :=

!̃0
kQkop

⇡2

b2
(4.3)

and Z
kxk2Vµ(dx) < 1 . (4.4)

Proof. Similar to the proof of Theorem 3.3, we consider the finite dimensional
Galerkin approximation

dvnt = [Pn(⌫AS + B)vnt + PnFn(vnt , v
n
t )] dt + dPnWt . (4.5)

Equation (4.5) has a unique strong solution vn(t, v0) for any initial condition v0 2
PnH . Moreover, the associated transition semigroup

Pnt F(v0) := E(F(vn(t, v0))) t � 0,

has the Feller property, i.e. Pnt (Cb(PnH)) ⇢ Cb(PnH), where Cb(PnH) denotes
the space of bounded continuous functions on PnH .

Ito’s formula, applied to 12kv
n(t, v0)k2H , yields the estimate

1
2
kvn(t, v0)k2H 

1
2
kv0k

2
H +

Z t

0
hvns , dPnWsiH

� !̃0

Z t

0
kvn(s, v0)k2V ds +

t
2

· trH (Pn � Q).

In particular, taking expectations we conclude that

E
✓
1
t

Z t

0
kvn(s, v0)k2V ds

◆


1
2t!̃0

kv0k
2
H +

1
2!̃0

trH (Pn � Q), (4.6)

which implies that the family µn(t, A) := 1
t
R t
0 P(vn(s, v0) 2 A) ds, A 2 B(PnH),

t � 0, of the mean occupation time measures is tight on PnH . The Krylov-
Bogoliubov Theorem (see [7]) implies the existence of an invariant probability mea-
sure µn on PnH for (Pnt ), i.e.,

Z

PnH
Pnt Fdµn =

Z

PnH
Fdµn
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satisfying the moment estimate
Z

PnH
kvk2Vµn(dv) 

1
2!̃0

trH (Pn � Q) 
1
2!̃0

trH (Q) (4.7)

uniformly in n. Moreover, we construct in the usual way a stationary martingale so-
lution ((vnt )t�0, (Wt )t�0) with distribution µn . In Lemma 4.2 below we will prove
that for " < "0 = !̃0

kQkop
⇡2

b2 , µn also satisfies the exponential moment estimate
Z

PnH
e"kvk2Hµn(dv)  C1(") (4.8)

for some finite constant C1(") independent of n.
We next show that the family Pn of distributions of (vnt )t0 is tight on

L2loc([0, T ]; H) \ C([0, T ]; D(A� ↵
2

S )) for any ↵ > 3 and any finite T . To this
end, it suffices to recall from the proof of Theorem 3.3 that for all T > 0

sup
n
E
⇣
kvn(·, v0)kW�,2([0,T ];D((�AS)

� ↵
2 ))

⌘
< 1

for any ↵ > 3 and � 2 (0, 12 ), see (3.10). Now, similarly to Step 4 in the proof of
Theorem 3.3, we find a stochastic basis (�̃, F̃ , (F̃t )t�0, P̃) and previsible processes
ṽn· , ṽ· such that P̃ � (ṽn. )�1 coincides with the distribution of vn· . In particular, ṽn.
is stationary for all n, hence ṽt = limn!1 ṽnt is stationary too. Similar to the
proof of Theorem 3.3 we can show that there exists a Q-Wiener process (W̃t )t�0 on
(�̃, F̃ , P̃) such that

hW̃t , ui=V 0 hṽt�ṽ0�
Z t

0
(⌫AS+B)ṽs ds�

Z t

0
5 (ṽs · rṽs) ds, uiV P̃�a.s., u2V .

which implies the assertion of the theorem.

It remains to prove the exponential moment estimate (4.8).

Lemma 4.2. Let tk " 1 and µn be an accumulation point of the mean occupation
time measures 1

tk

R tk
0 P(vn(s, v0) 2 A) ds, A 2 B(PnH), k � 1, for some v0 2

PnH . Then, for " < "0 = !̃0
kQkop

⇡2

b2 , there exists a finite constant C1("), independent
of n, such that Z

PnH
e"kvk2H dµn(v)  C1(") .

Proof. Since for any deterministic initial condition v0, kv0kH 2 Lm(P) for all m,
it follows that

E

 

sup
0tT

kvn(t, v0)k2mH

!

< 1 for all T .
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Ito’s formula implies for all m � 1

kvn(t, v0)k2mH  kv0k
2m
H

+ m
Z t

0
kvn(s, v0)k2(m�1)

H
�
trH (Pn � Q) � 2!̃0kvn(s, v0)k2V

�
ds

+ 2m(m � 1)
Z t

0
kvn(s, v0)k2(m�2)

H hQvn(s, v0), vn(s, v0)iH ds

+ 2m
Z t

0
kvn(s, v0)k2(m�1)

H hvn(s, v0), dPnWsiH .

Since hQvn(s, v0), vn(s, v0)iH  kQkopkvn(s, v0)k2H we obtain that

1
t

Z t

0
kvn(s, v0)k2V kvn(s, v0)k2(m�1)

H ds


1
t

1
2!̃0m

kv0k
2m
H

+
1
t

Z t

0

tr(Pn � Q) + 2(m � 1)kQkop
2!̃0

· kvn(s, v0)k2(m�1)
H ds

+
1
t

Z t

0

1
!̃0

kvn(s, v0)k2(m�1)
H hvn(s, v0), dPnWsiH .

Taking expectations we conclude that for m 2 N

E
⇣1
t

Z t

0
kvn(s, v0)k2(m�1)

H kvn(s, v0)k2V ds
⌘


1
2

1
t!̃0m

kv0k
2m
H +

tr(Pn � Q)+2(m�1)kQkop
2!̃0

· E
⇣1
t

Z t

0
kvn(s,v0)k2(m�1)

H ds
⌘
.

(4.9)
It is now standard to conclude that (4.9) implies for the limiting measure µn first
that Z

kvk2mH dµn(v)  C(m), m 2 N

for some finite constantC(m) independent of n and then, by taking the limit t ! 1
in (4.9),

Z
kvk2V kvk2(m�1)

H dµn(v)


tr(Pn � Q) + 2(m � 1)kQkop

2!̃0

Z
kvk2(m�1)

H dµn(v), m 2 N.

(4.10)

For " < "0 < "0 let M" 2 N be such that

" trH (Q)  ("0 � ")2(m � 1)kQkop for all m � M" .
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Since kvk2H  b2
⇡2

kvk2V , we obtain for M 2 N, M � M" 2 N, that

MX

k=M"

"k

k!

Z
kvk2kH dµn(v)  "0 b2

⇡2
kQkop

!̃0

M�1X

k=M"�1

"k

k!

Z
kvk2kH dµn(v),

and thus

MX

k=0

"k

k!

Z
kvk2kH dµn(v) 

1
1� "0/"0

M"�1X

k=0

"k

k!

Z
kvk2kH dµn(v) .

The right hand side above does not depend on M , so that we may take the limit
M ! 1 to obatin the exponential moment estimate

Z
e"kvk2H dµn(v) 

"0
"0 � "0

M"�1X

k=0

"k

k!
C(k) =: C1(") .

for some finite constant C1(") independent of n.

Finally, consider again the stochastic evolution equation (1.6) with

Bv := �!5(e3 ⇥ v) � 5(uEb · rv) � 5(v3 · @3uEb ) .

If
ũb
⌫

⇣
� � be�

b
� � �e�

b
�

⌘
<

1
p
2

, (4.11)

then B satisfies assumption (A.1) with !1 < ⇡2

b2 !0, so that

h(⌫AS + B)u, uiH  �!̃0kuk2V ,

with !̃0 = !0 � b2
⇡2

!1. Hence, there exists a stationary martingale solution
((vt )t�0, (Wt )t�0) of (1.6) satisfying (4.2) and its distribution P�v�1

t on H satisfies
the moment estimates (4.3) and (4.4).

Considering the stochastic process

ut = vt + uEb , t � 0,

we verify that ((ut )t�0, (Wt )t�0) is a stationary martingale solution of (1.5), which
proves the following corollary.

Corollary 4.3. Assume that equation (4.11) holds. Then there exists a stationary
martingale solution ((ut )t�0, (Wt )t�0) of the stochastic Navier-Stokes-Coriolis-
Ekman equation (1.6). Its invariant distribution µ = P � u�1

t satisfies the moment
estimates (4.3) and (4.4).
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