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Asymptotic optimal location of facilities
in a competition between population and industries

GIUSEPPE BUTTAZZO, FILIPPO SANTAMBROGIO AND EUGENE STEPANOV

Abstract. We consider the problem of optimally locating a given number k of
points in Rn for an integral cost function which takes into account two measures
'+ and '�. The points represent for example new industrial facilities that have
to be located, the measure '+ representing in this case already existing industries
that want to be close to the new ones, and '� representing private citizens who
want to stay far away. The asymptotic analysis as k ! 1 is performed, providing
the asymptotic density of optimal locations.

Mathematics Subject Classification (2010): 49Q20 (primary); 49Q10 (sec-
ondary).

1. Introduction

A typical problem in facility location can be mathematically described through the
choice of a given number of points in a domain so as to minimize an “average
distance” criterion, the average being computed with respect to a measure '. More
precisely, for every subset 6 ⇢ Rn define

F(6) :=
Z

Rn
dist (x,6) d'(x),

where dist (x,6) := infy26 d(x, y) is the distance between x and 6. In this paper
we study the following problem.
Problem 1.1. Find a 6 = 6opt ⇢ Rn minimizing the functional F among all sets
6 ⇢ Rn satisfying #6  k. In other words, denoting by Ak the set of admissible
6, i.e.

Ak := {6 ⇢ Rn : #6  k},

The support of the projects EVaMEF ANR-09-JCJC-0096-01 and ANR-07-BLAN-0235 OTARIE
is acknowledged. The work of the third author was also financed by GNAMPA and by RFBR
grant #11-01-00825. The work of the first and the third author is part of the project 2008K7Z249
“Trasporto ottimo di massa, disuguaglianze geometriche e funzionali e applicazioni”, financed
by the Italian Ministry of Research.
Received March 29, 2011; accepted in revised form July 6, 2011.



240 GIUSEPPE BUTTAZZO, FILIPPO SANTAMBROGIO AND EUGENE STEPANOV

we are interesting in finding

min{F(6) : 6 2 Ak}.

This problem has been intensively studied when ' is a positive measure with finite
mass and compact support. Here in the paper we want to analyze what happens
when the positivity assumption is dropped, thus taking ' = '+ � '�.

One can easily give the above problem (even for signed measures ') an ob-
vious economic interpretation useful especially for urban planning. Namely, we
suppose that the support of ' stands for some populated area (say, a city). Prob-
lem 1.1 may be viewed as a simplified model of finding the optimal location 6
of at most k 2 N identical new industrial facilities (e.g. plants) given the distri-
bution '� of the population and that of the existing industries '+, both weighted
with their respective influence, so that more influential industries or populated areas
count more (although this is certainly not the only possible interpretation, e.g. one
can think of coal-burning electric generating plants that have to be placed close to
coal mines and far from the population). The cost function F has then quite a clear
meaning. In fact, the integrals

R
Rn dist (x,6) d'± measure how close in average

the new facilities are to the population and to the existing industries (we call them
for simplicity average transportation costs, although such a meaning can be more
naturally attributed only to the integral with respect to '+). It has to be noted that,
usually, people like to stay away as far as possible from new industrial facilities
(because they are polluting, noisy, or spoiling the view from their windows) and
thus are interested in increasing

R
Rn dist (x,6) d'�, while existing industries and

the new ones in general are interested in staying as much as possible close to each
other (at least, to minimize transportation costs for the new production), hence are
inclined to minimize

R
Rn dist (x,6) d'+. The total cost F takes into account both.

The natural question we investigate in the present paper reads then as follows:

What is the asymptotic behavior of minimizers and minimum values of Prob-
lem 1.1 as k ! 1?

When answering to this question we are in particular obliged to study who wins in
the “competition” between the population and the industries, namely, is the pop-
ulation '� able to push the new facilities too far from the existing industries '+,
and are the existing industries '+ able to push the new facilities “to the doors” of
private homes (i.e. too close to '�).

We refer to the above problem as the Fermat-Weber or optimal location prob-
lem. It is usually studied for '� = 0, in which case it is often referred to also as the
k-median (or multimedian, or location-allocation) problem. The economic inter-
pretation is then that of finding the optimal location 6 of k identical facilities (e.g.,
shops, distribution centers etc.), and this is exactly the spirit in which this problem
has been introduced by the German economist A. Weber in [19], though its appli-
cations go far beyond urban planning and economics and range from probability
and statistics [12] to control theory [13] (see e.g. [15,17,18] and especially [12] for
recent surveys on the subject). It is also worth remarking that the name of Fermat
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appears in this context because when '+ is given by three Dirac masses, then this
problem becomes the famous problem of finding a point in the triangle minimizing
the sum of distances to the vertices, posed by Fermat and then solved by Torricelli.

The vast majority of papers dealing with the classical location-allocation prob-
lem (i.e. with '� = 0) consider only the discrete case, namely, when '+ is a
sum of a finite number of Dirac masses. The continuous case (of not necessarily
discrete measures '+) is dealt with relatively more rarely, though one should men-
tion [11, 12, 15] (see also references therein) that primarily treat this situation. In
this continuous framework, the asymptotic behavior of minimizers to such a prob-
lem has received a lot of attention, since it is a question that only arises when one
leaves the discrete case. Again, we refer to [12] for the more or less complete sur-
vey, but we also mention the recent papers [5, 16] which obtain the results similar
to those of [12] on the asymptotic behavior of minimizers using the 0-convergence
theory, as well as [4] which studies from the point of view of 0-convergence a very
general class of asymptotic facility location problems. For the sake of completeness
of the overview, we mention also some related results on the asymptotical analysis
of random positioning of points (see, e.g. [8]), as well as on the dynamical location-
allocation [6].

In this paper we mainly study the above question characterizing the limiting
behavior of minimizers. We first identify the limit of the minimal values of Prob-
lem 1.1, which converge to

min{F(M) : M ⇢ Rn closed}, (1.1)

i.e. the cardinality constraint disappears as k ! 1. Notice that this problem is
non-trivial only in the case where '� 6= 0, since otherwise the obvious solution is
M := Rn . Then we guess that the difference between the minimal value in Prob-
lem 1.1 and in the unconstrained problem (1.1) is of the order of k�1/n , as in the
other asymptotical location results, and we prove the respective 0-convergence re-
sult (Theorem 5.4) after this rescaling. From this convergence result we infer the
limit behavior of the minimizers: not only they converge in the Hausdorff sense to
a closed set minimizing the unconstrained problem (1.1), but we also find conver-
gence results for the density of the points of the optimal sets 6k , in the same spirit
as it has been done in [4, 5, 16] for the case '� = 0.

Few words have to be said about possible generalizations and extensions of our
problem setting. First, instead of considering the transportation cost to be equal to
the (Euclidean) distance, one could have considered some nondecreasing functions
of a distance (usually one takes power functions), possibly different for the part of
the functional depending on the measure '+ and that depending on '�. In this
case one expects similar results up to a different rescaling of the functional (in the
case '� = 0 this is done in the above cited references). Further, instead of making a
constraint on the number of points one could also study the penalizations depending
on the cardinality of the set. In this paper we deliberately sacrifice such extensions
for the sake of simplicity of the presentation of the technique and of the clarity of
the result, since the respective extensions can be made relatively easily following
the same order of ideas.
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The paper is organized as follows. Section 2 gathers the necessary notation,
while Section 3 proves that Problem 1.1 admits a solution. Section 4 considers
the minimization problem without the cardinality constraint, i.e. Problem (1.1).
From Section 5 on, we want to consider the limit “density” of the optimal sets
6k (i.e. the “average number of points per unit volume”): this is done by means
of 0-convergence, a tool which is introduced in [10] to deal with limits of mini-
mization problems. We will recall the fundamental definitions and introduce our
0-convergence statement in Section 5, and prove the results in Section 6. In the
Appendix we collect some results on sets satisfying the uniform external ball con-
dition which are used in the paper since we will prove that optimal sets M for (1.1)
satisfy such a property, but these results are also of some independent interest.

2. Notation

The Euclidean norm in Rn is denoted by | · |, and the Euclidean distance between
two points x and y by d(x, y). The notation Br (x) ⇢ Rn will always stand for
the open ball of radius r > 0 with center x 2 Rn . By dH we denote the Hausdorff
distance between sets. For a set E ⇢ Rn we denote by 1E its characteristic function,
by Ec its complement, by Ē its closure, by @E its boundary, by diam E its diameter
and, for given " > 0, by (E)" its "-enlargement defined by

(E)" :=
[

x2E
B"(x).

We denote by Ln the Lebesgue n-dimensional measure and by Hk the k-dimen-
sional Hausdorff measure. All the other measures considered in this paper will be
silently assumed to be signed Borel measures with finite total variation and compact
support in Rn if not otherwise explicitly stated. The support of a measure ' is
denoted by supp'.

For a closed set M ⇢ Rn and for an x 2 Rn we denote by ⇡M(x) the projection
of x to M , i.e. the point of minimum distance from x to M , if such a point is unique.
This map is defined everywhere outside of a set RM called ridge set of M . It is
known thatRM has zero n-dimensional Lebesgue measure since it is the set where
the Lipschitz function dist (·,M) is not differentiable. Moreover, the latter set is
also known to be (Hn�1, n � 1) rectifiable (see, e.g., Proposition 3.9 from [14]
where even a slightly stronger result is proven and in a more general context of
Riemannian manifold instead of Rn).

As usual, the notation L p(�) for an open subset� ⇢ Rn stands for the respec-
tive Lebesgue space. The norm in this space is denoted by k ·kp. The space BV (�)
stands for the space of functions of bounded variation over � (i.e. such that their
distributional derivatives are finite measures).

3. Existence of solutions

In order to rule out any doubt about the fact that the problems we investigate are
well-posed, let us prove first the existence of solutions to Problem 1.1.
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Theorem 3.1. Let '± be finite positive Borel measures with compact supports in
Rn and with '+(Rn) > '�(Rn). Then Problem 1.1 admits a solution. Further-
more, there is a ball B such that for each k there is a solution 6k to Problem 1.1
contained in B.

Before proving the above Theorem 3.1 we show that the strict inequality '+(Rn) >
'�(Rn) is essential for the existence of a solution (otherwise there may be no solu-
tion to Problem 1.1, even if k = 1).
Example 3.2. Let '+ be the uniform probability measure over the unit circumfer-
ence @B1(0) ⇢ R2, i.e. '� := 1

2⇡ H1x@B1(0), and '� be the Dirac mass concen-
trated in the origin. Then Problem 1.1 with k := 1 admits no solution. In fact, for
every point z 2 R2, denoting by r := |z| and

f (r) := F({z}) = �r +
1
2⇡

Z

@B1(0)
|x � z| dH1(x)

= �r +
1
2⇡

Z

@B1(0)
|x � (r, 0)| dH1(x),

we get for the derivative of the above function

f 0(r) = �1+
1
2⇡

Z

B1(0)

(x � (r, 0))
|x � (r, 0)|

dH1(x) < 0.

Note that in this case we have '+(R2) = '�(R2).
To prove Theorem 3.1 we first introduce the following notation. For a closed

set M ⇢ Rn let EssM ⇢ M stand for the set of such points x 2 M for which there
is an y 2 supp' (possibly depending on x) such that

d(y, x) = dist (y,M).

One clearly has then
F(EssM) = F(M), (3.1)

that is, EssM is the “essential” part of M (the points outside of which do not count
for the value of the functional), and this justifies our notation. It is also immediate
to notice that EssM is closed whenever so is M . This is due to the fact that the
support of ' is compact; otherwise it is not true as seen for instance in the example
of a closed interval M := {0} ⇥ [�⇡/2,⇡/2] and a ' with supp' being the graph
of the function y = arctan x , in which case EssM is an open interval EssM =
{0} ⇥ (�⇡/2,⇡/2).

We also need the following lemma.

Lemma 3.3. Let 6 j be an arbitrary sequence of closed sets such that F(6 j ) is
bounded from above. Then, under the assumption '+(Rn) > '�(Rn), there exists
a ball B such that Ess6 j ⇢ B for every j .
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Proof. Let us fix a ball BR(0) containing the support of ', which is supposed to
be compact. If the assertion is false, then there is a sequence x j 2 Ess6k j with
x j ! 1 as j ! 1. This, of course, implies that for every y j 2 supp' such that
d(y j , x j ) = dist (y j ,6k j ) one has

dist (y j ,6k j ) = d(y j , x j ) � |x j | � |y j | � |x j | � R ! 1,

as j ! 1. Taking into account, for every x 0
j 2 6k j , the inequalities

|y j | + |x 0
j | � d(y j , x 0

j ) � dist (y j ,6k j ),

we get x 0
j ! 1. Let R j := min{|x | : x 2 6k j } and apply this last inequality to

the points x 0
j 2 6k j such that |x 0

j | = R j . We get R j ! 1 and, since

F(6k j ) � (R j � R)'+(Rn) � (R j + R)'�(Rn) = R j ('
+(Rn) � '�(Rn)) � C

we also get F(6k j ) ! 1 (due to the assumption '+(Rn) > '�(Rn)), which is a
contradiction with the boundedness of F(6k j ).

Now we prove Theorem 3.1.

Proof of Theorem 3.1. To prove existence, for every k, of a minimizer in Ak , we
just apply the previous Lemma 3.3 to any minimizing sequence 6 j 2 Ak . Without
loss of generality we may assume 6 j = Ess6 j (otherwise just replace every set
with its essential part). This provides uniform boundedness for such sets 6 j . We
are hence minimizing a continuous function over a compact subset of (Rn)k , and
the existence of a minimizer is straightforward.

Consider now a sequence of minimizers 6k 2 Ak . Notice that, by minimality,
since A1 ⇢ Ak , we have F(6k)  F(61). This allows to apply again Lemma 3.3
and prove that any sequence of essential minimizers is contained in the same ball,
thus getting the second part of the statement.

4. Limit set

In this section we consider the problem

min{F(M) : M ⇢ Rn closed}. (4.1)

Proposition 4.1. Let '+(Rn) > '�(Rn). Then Problem (4.1) admits a minimizer,
that can be taken compact.

Proof. Again, as in the proof of Theorem 3.1 let Mj be a minimizing sequence of
closed sets (without any additional constraints) for F . Without loss of generality we
can assume that they are “essential” (i.e. EssMj = Mj ), otherwise, take the essen-
tial parts of the latter, observing that the essential part of a closed set is still closed.
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Lemma 3.3 gives the existence of a sufficiently large ball B ⇢ Rn (which without
loss of generality will be assumed closed) such that Mj ⇢ B for all sufficiently
large j 2 N. According to the Blaschke theorem (Theorem 4.4.6 of [3]) one has
Mj ! M ⇢ B in the sense of Hausdorff convergence up to a subsequence (not re-
labeled), and keeping in mind the continuity of F with respect to this convergence,
we obtain that M is a minimizer of (4.1) (which in particular, is compact).

We notice now the following easy but important property of minimizers to
Problem (4.1).

Proposition 4.2. Let '+(Rn) > '�(Rn), and let M be any minimizer of Prob-
lem (4.1). Then '+(M) � '+(Rn) � '�(Rn) > 0.

Proof. To prove that '+(M) > 0, note that for every " > 0 one has

dist (x, (M)")  dist (x,M) � ", x 62 (M)",

while for all x 2 Rn one has

dist (x, (M)")  dist (x,M),

dist (x, (M)") � dist (x,M) � ".

Hence, we get
Z

Rn
dist (x, (M)") d'�(x) �

Z

Rn
dist (x,M) d'�(x) � "'�(Rn),

Z

Rn
dist (x, (M)") d'+(x) =

Z

Rn\(M)"

dist (x, (M)") d'+(x)

+
Z

(M)"

dist (x, (M)") d'+(x)


Z

Rn
dist (x,M) d'+(x) � "'+(Rn \ (M)").

Therefore,

F((M)")  F(M) + "
�
'�(Rn) � '+(Rn \ (M)")

�

= F(M) + "
�
'�(Rn) � '+(Rn)

�
+ "'+((M)").

(4.2)

Keeping in mind that '+((M)") ! '+(M) as " ! 0+, we get that

'+(M) � '+(Rn) � '�(Rn) > 0,

since otherwise the estimate (4.2) together with the assumption '�(Rn) < '+(Rn)
would give F((M)") < F(M) for sufficiently small " > 0, contrary to the optimal-
ity of M .
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It is important to note that in general Problem (4.1) admits many minimizers,
both compact and noncompact (see Example 4.4 below). In the following statement
we propose to select a particular minimizer (which will be always unbounded), that
will play a special role in what follows.

Proposition 4.3. If 6 is a minimizer of Problem (4.1), then the closed set

M :=
\

y2supp'�

Bcdist (y,6)(y) (4.3)

still solves the same problem, while M contains 6 and
Z

Rn
dist (x,M) d'+(x) 

Z

Rn
dist (x,6) d'+(x),

Z

Rn
dist (x,M) d'�(x) =

Z

Rn
dist (x,6) d'�(x).

In particular, '+(M \ 6) = 0.

Proof. Clearly, M is closed. We also note that 6 ⇢ M . In fact, otherwise, there is
an x 2 6 such that x 62 M , i.e. x 2 Bdist (y,6)(y) for some y 2 supp'�, or, in other
words, |x � y| < dist (y,6) which is absurd. Therefore,

Z

Rn
dist (x,M) d'+(x) 

Z

Rn
dist (x,6) d'+(x).

On the other hand, by construction of M one has for every y 2 supp'� that

dist (y,M) = dist (y,6). (4.4)

In fact, dist (y,M)  dist (y,6) for all y 2 Rn since 6 ⇢ M , while for every
y 2 supp'� and for every x 2 M one has |y � x | � dist (y,6), hence

dist (y,M) � dist (y,6).

The equality (4.4) implies then
Z

Rn
dist (x,M) d'�(x) =

Z

Rn
dist (x,6) d'�(x).

Hence,
F(M)  F(6),

that is, M is a minimizer of (4.1).
The last assertion is true since otherwise the first inequality becomes strict,

contradicting the optimality of 6.
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From now on we will call every minimizer M of Problem (4.1) satisfying (4.3),
where 6 is some minimizer of the same problem, canonical with respect to 6 or
simply canonical (if the reference to 6 is unnecessary).
Example 4.4. Let '� := �0 be a Dirac mass concentrated in the origin, and '+ ⌧
Ln be such that

'+(Rn) > 1 = '�(Rn).

Then every canonical minimizer M of Problem (4.1) is the complement of an open
ball Br (0). To find it, we consider the function

f (r) := F(Bcr (0)) =
Z

Rn
(r � |x |)+ d'+(x) � r,

so that finding a canonical minimizer amounts to minimizing f . One easily gets for
the derivative of f the expression

f 0(r) = '+(Br (0)) � 1,

which gives for the minimum (where f 0(r) = 0) the expression

'+(Br (0)) = 1.

The latter determines uniquely the canonical minimizer. Clearly however, the min-
imizers (not necessarily canonical) of Problem (4.1) are not unique. In fact, for
instance also Br (0)c \ supp'+ is a minimizer.

It is worth remarking that although the canonical minimizer was unique in the
above Example 4.4, we do not know whether this is true in general.

We now consider another important question, namely, when a minimizer of
Problem (4.1) is located a positive distance away from the support of '�.

Proposition 4.5. Let M be any minimizer of Problem (4.1). If either

co supp'+ \ co supp'� = ;,

where co stands for the closed convex envelope of a set, or

dist (supp'+, supp'�) > diam supp'+,

then M \ supp'� = ;.

Proof. We consider the two cases in two separate parts of the proof.

Case 1. We consider first the case

co supp'+ \ co supp'� = ;.

Then there is a hyperplane ⇡ ⇢ Rn such that

supp'± ⇢ ⇡±,
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where ⇡+ and ⇡� stand for the open half-spaces bounded by ⇡ . We denote by
R : Rn ! Rn the reflection with respect to ⇡ , and set

M+ := M \ ⇡+, M� := M \ ⇡̄�, M̃ := M+ [ R(M�).

For every x 2 ⇡+ (in particular, for x 2 supp'+) and y 2 ⇡̄� (in particular, for
y 2 M�) one has |x � y| > |x � R(y)|. Hence,

dist (x,M) � dist (x, M̃),

which implies
Z

Rn
dist (x,M) d'+(x) �

Z

Rn
dist (x, M̃) d'+(x). (4.5)

One the other hand, consider any x 2 ⇡� : since for any y 2 ⇡� we have |x� y| <

|x � R(y)|, we get on the contrary dist (x,M)  dist (x, M̃). This implies
Z

Rn
dist (x,M) d'�(x) 

Z

Rn
dist (x, M̃) d'�(x)

and, summing up, F(M) � F(M̃).
Now, we argue by contradiction assuming that M� 6= ;. Take x0 2 supp'� \

M ⇢ ⇡�. For such a point x0 one has 0 = d(x0,M) < d(x0,⇡+)  d(x0, M̃),
which implies a strict inequality leading in the end to F(M) > F(M̃) (since the
same strict inequality will stay true in a neighborhood of x0, which is charged by
'� since x0 2 supp'�).

This gives a contradiction to the optimality of M .
Case 2. We pass now to the case

dist (supp'+, supp'�) > diam supp'+.

Let " > 0 be such that

dist (supp'+, supp'�) > diam supp'+ + ".

We claim that M \ (supp'�)" = ; which would conclude the proof. In fact,
otherwise for every x 2 M \ (supp'�)" there is no z 2 supp'+ such that

|z � x | = dist (z,M),

since this would mean that M \ supp'+ = ; contrary to Proposition 4.2. Thus
setting

M 0 := M \ (supp'�)",

we get that dist (z,M 0) = dist (z,M) for every z 2 supp'+, while dist (z,M 0) �
dist (z,M) for every z 2 supp'�, and, moreover, dist (z,M 0) > dist (z,M) for a
set of z 2 supp'� of positive measure '�. This would imply F(M 0) > F(M)
providing the desired contradiction with the optimality of M .
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We remark that for the above result to hold true, it is not enough to have

supp'+ \ supp'� = ;,

as the following example shows.
Example 4.6. Let n = 1 and let

'+ := b�d + m�2R, '� := a�0 + c�R,

with

0 < d < R/2, 0 < a < b(1� d/R), c > a + b, m > a + c.

(see Figure 4.1).

0 d R 2R

a
b

c

m

ϕ+

ϕ

Figure 4.1. The measures '± as in Example 4.6: the vertical segments above the
respective points stand for the respective masses.

Hence dist (supp'+, supp'�) = d > 0. We show that {0, 2R} is optimal and that
for every optimal 6 ⇢ R one has

{0, 2R} ⇢ 6,

which implies in particular that 6 \ supp'� 6= ;.
To this aim, first note that 2R 2 6. In fact, Proposition 4.2 guarantees that

'+(6) > '+(R) � '�(R), but the mass of the point d alone is not sufficient,
because of the assumption m > a + c.

We have proved that 2R belongs to any optimal set 6. Keep in mind that any
optimal set 6 may be replaced with 60 :=

S
z2supp'+{xz}, where xz 2 6 stands

for an arbitrary point such that |z � xz| = dist (z,6). The new set 60 ⇢ 6 is still
optimal, since dist (z,60) = dist (z,6) for every z 2 supp'+ and dist (z,60) =
dist (z,6) for every z 2 supp'�. In particular, in this case, this means that every
optimal set must contain a smaller set composed of exactly two points, that is again
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optimal. And this optimal set must contain 2R as well. In practice, we are only lead
to find the second point of this set, considering only sets of the form {x, 2R}.

We are hence left with one only degree of freedom and we can consider the
function f (x) := F({x, 2R}). Our goal is to prove that it is optimal at x = 0.

This function is given by

f (x) = b [|x � d| ^ (2R � d)]� a [|x | ^ (2R)]� c [|x � R| ^ R] .

It is a piecewise linear function satisfying

f 0(x) = a � b if 2d � 2R < x < 0,
f 0(x) = �a � b + c if 0 < x < d,

and

f (0) = bd � cR, f (R) = �aR + b(R � d),

f (2R) = f (�2R) = �2aR � cR + b(2R � d).

The point 0 is the only minimizer of this function if and only if f 0 < 0 at the left
of 0, f 0 > 0 at the right of 0, and at the other nodes one has the strict inequality
f (x) > f (0), which means that we impose

a � b < 0, �a � b + c > 0, f (R) ^ f (2R) ^ f (�2R) > f (0).

The assumptions guarantee b > a and c > a + b; notice that

f (0) = bd � cR < bd � (a + b)R = f (R) � 2b(R � d) < f (R).

Moreover, the inequality f (0) < f (2R) is exactly guaranteed by the assumption
a < b(1� d/R). The conclusion is 0 2 6 as claimed.

Proposition 4.7. Suppose '+(Rn) > '�(Rn), let 6 be any minimizer of (4.1),
satisfying 6 \ supp'� = ; (which is the case, for instance, if any of the conditions
of Proposition 4.5 hold) and let M be given by (4.3). Then M satisfies the uniform
external ball condition (see DefinitionA.1), and, in particular, @M is (Hn�1, n�1)-
rectifiable.

Proof. Take a point x 2 @M , and (by definition of boundary point), a sequence
xk ! x with xk /2 M . Then we have, by definition of M , xk 2 Brk (yk), with
yk 2 supp'� and rk = dist (yk,6). Assuming, up to a subsequence (not relabeled),
that yk ! y 2 supp'�, and passing to the limit as k ! 1, we get x 2 B̄r (y) with
r = dist (y,6). Since the whole M is contained in the complement of the open ball
Br (y), one obtains, for every r 0 < r , the existence of a ball whose boundary touches
M exactly at x (it is sufficient to center this ball on the segment connecting x to y).
This gives the external ball condition, which is uniform since r = dist (y,6) is
bounded from below, thanks to the assumption on 6, which guarantees that 6 and
supp'� are a positive distance apart.
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We further deduce a necessary condition for the optimality of M , which, though not
used in the sequel, is however of some independent interest.

Proposition 4.8. Let �" : Rn ! Rn be a one parameter group of diffeomorphisms
satisfying

�"(x) = x + "X (x) + o("), (4.6)

as " ! 0, where X 2 C1
0 (Rn; Rn). Let ' := '+ � '� be a Borel measure such

that '(E) = 0 whenever Hn�1(E) < 1. Then for all X 2 C1
0 (Rn; Rn) one has

@

@"
F(�"(M))

�
�
�
"=0

=
Z

Rn\M

⌧
X (⇡M(x)),

⇡M(x) � x
|⇡M(x) � x |

�
d'

=
Z

Rn\M
hX (⇡M(x)),rdist (x,M)i d',

(4.7)

where ⇡M : Rn ! M stands for the projection onto M (defined everywhere outside
of the ridge set of M). In particular, if M is a minimizer of F , then

Z

Rn\M

⌧
X (⇡M(x)),

⇡M(x) � x
|⇡M(x) � x |

�
d' = 0 (4.8)

for all X 2 C1
0 (Rn; Rn).

Proof. We adopt the method of calculation of the derivative of the distance function
with respect to the variation of the set, used in [2, Lemma 4.5].

For z := �"(⇡M(x)) one clearly has

dist (x,M) = |⇡M(x) � x |, dist (x,M")  |z � x |.

From (4.6) we get, for " ! 0,

|z � x |2 = h⇡M(x) � x + "X (⇡M(x)),⇡M(x) � x + "X (⇡M(x))i + o(")

= |⇡M(x) � x |2 + 2 h⇡M(x) � x, "X (⇡M(x))i + o(")

= |⇡M(x) � x |2
✓
1+ 2

⌧
⇡M(x) � x

|⇡M(x) � x |2
, "X (⇡M(x))

�
+ o(")

◆
.

Then

dist (x,M") � dist (x,M)  |z � x | � |⇡M(x) � x |

= "

⌧
⇡M(x) � x
|⇡M(x) � x |

, X (⇡M(x))
�
+ o("),

and we deduce

lim sup
"!0

1
"
(dist (x,M") � dist (x,M)) 

⌧
⇡M(x) � x
|⇡M(x) � x |

, X (⇡M(x))
�
. (4.9)
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On the other hand, consider a sequence "⌫ ! 0+ for ⌫ ! 1. The set of points
x 2 Rn for which both ⇡M(x) and ⇡M"⌫

(x) are singletons for any ⌫ 2 N is of full
measure ' in Rn (the complement is a countable union of ridge sets RM⌫ and RM
which are all (Hn�1, n � 1)-rectifiable, hence '-negligible). For all such x , since
�" is invertible for all sufficiently small ", let ⇣⌫ := ��1

"⌫
(⇡M"⌫

(x)), so that

dist (x,M"⌫ ) = |�"⌫ (⇣⌫) � x |, dist (x,M)  |⇣⌫ � x |.

Again we have

|�"⌫ (⇣⌫) � x | � |⇣⌫ � x | = |⇣⌫ � x |

 s

1+ 2
⌧

⇣⌫ � x
|⇣⌫ � x |2

, "⌫X (⇣⌫)

�
+ o("⌫) � 1

!

= "⌫

⌧
⇣⌫ � x
|⇣⌫ � x |

, X (⇣⌫)

�
+ o("⌫).

Therefore,

dist (x,M"⌫ ) � dist (x,M) � "⌫

⌧
⇣⌫ � x
|⇣⌫ � x |

, X (⇣⌫)

�
+ o("⌫).

Passing to the limit as ⌫ ! 1, we get
⌧

⇡M(x) � x
|⇡M(x) � x |

, X (⇡M(x))
�

 lim inf
⌫!1

1
"⌫

�
dist (x,M"⌫ ) � dist (x,M)

�
. (4.10)

Combining (4.9) with (4.10), we get for '-a.e. x 2 Rn ,

lim
⌫!1

1
"⌫

(dist (x,M"⌫ ) � dist (x,M)) =

⌧
⇡M(x) � x
|⇡M(x) � x |

, X (⇡M(x))
�
,

so that, by Lebesgue dominated convergence theorem,

lim
⌫!1

1
"⌫

Z

�
(dist (x,M"⌫ )�dist (x,M)) d'=

Z

Rn\M

⌧
⇡M(x) � x
|⇡M(x) � x |

, X (⇡M(x))
�
d'.

Since the sequence "⌫ is arbitrary, one has

lim
"!0+

1
"

Z

Rn\M
(dist (x,M") � dist (x,M)) d'

=
Z

Rn\M

⌧
⇡M(x) � x
|⇡M(x) � x |

, X (⇡M(x))
�
d',

which concludes the proof.



ASYMPTOTIC OPTIMAL LOCATION OF FACILITIES 253

Corollary 4.9. Under the conditions of Proposition 4.8, if M is a minimizer of
Problem (4.1) such that for '-a.e. z 2 M the set (⇡M)�1(z) = {x : ⇡M(x) = z} is
contained in a line (this is true, for instance, when @M is C1,1), then

(⇡M)#('
+xMc) = (⇡M)#('

�xMc). (4.11)

In particular, in this case under any of the conditions of Proposition 4.5 one has

'+(M) = '+(Rn) � '�(Rn) > 0, (4.12)

which improves the result of Proposition 4.2.

Proof. Disintegrating (4.8) with respect to the projection ⇡M , we get
Z

⇡M (Rn\M)
hX (z), ⌫(z)i d(⇡M)#('xMc)(z) = 0,

where ⌫(z) stands for the unit direction of a line containing (⇡M)�1(z), which gives,
since X is arbitrary, (⇡M)#('xMc) = 0, and hence proves the validity of (4.11).
The latter then implies for the situations when supp'� \ M = ; that

('+(Rn) � '+(M)) � '�(Rn) = '+(Rn \ M) � '�(Rn)

= ('xMc)(Rn) = (⇡M)#('xMc)(Rn) = 0,

which provides (4.12).

5. Limiting density

In this section we study the asymptotic behavior of solutions to Problem 1.1 as
k ! 1. This will be achieved by means of a 0-convergence technique.

For the theory of 0-convergence, we refer to [9], but we recall the main notions
that we need.
Definition 5.1. Let X be a metric space and Gk : X ! R [ {1} be a sequence of
functionals. We define the new functionals G� and G+ over X (called 0 � lim inf
and 0 � lim sup of this sequence respectively) by

G�(x) := inf{lim inf
k!1

Gk(xk) : xk ! x},

G+(x) := inf{lim sup
k!1

Gk(xk) : xk ! x}.

Should G� and G+ coincide, then we say that Gk is 0-converging to the common
value G = G� = G+.

Among the properties of 0-convergence the following are of utmost impor-
tance for us:
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• if there exists a compact set K ⇢ X such that infX Gk = infK Gk for any k, then
F attains its minimum and infGk ! minG;

• if (xk)k is a sequence of minimizers for Gk admitting a subsequence converging
to x , then x minimizes G;

• if Gk 0-converge to G, then Gk + H 0-converge to G + H for any continuous
function H : X ! R [ {1}.

The latter property is only presented so as to show the interest in proving a 0-
convergence result rather than only studying the limit behavior of minima and min-
imizers, due to the stability properties of this notion of limit.

We now want to define a sequence of functionals on a given metric space so as
to read our asymptotic problem in terms of the 0-convergence.

Let D := co supp'. To fulfill our program, it is convenient to consider the set
A = [k2NAk of all sets6 ⇢ D satisfying #6 < 1 (i.e. consisting of finite points)
to be immersed in the set P(D) of Borel probability measures over D. This can be
done by assigning to each nonempty 6 2 A the measure µ6 2 P(D) defined by

µ6(e) :=
#6 \ e
#6

for each Borel e ⇢ D. For every µ 2 P(D) we set now

Gk(µ) :=

(
k1/n

⇣
F(6k) � inf

A
F(A)

⌘
if µ = µ6, 6 2 A, #6 = k,

+1 otherwise.

Here and in the sequel by writing infA F(A) we assume the infimum to be taken
over closed sets. Our aim is to study 0-convergence of the sequence of functionals
Gk : P(D) ! R̄ := R [ {+1} as k ! 1. The goal of immerging all the
problems in the set of probability measures is twofold: on the one hand, we need to
select a common space for the Problem 1.1 with different values of k; on the other
hand we need to choose it well so as to guarantee both compactness and a good
interpretation in terms of densities.

To this aim we start with some auxiliary notation. Define

✓n := inf
⇢
lim inf
k!1

k1/n
Z

[0,1]n
dist (x,6) dx : #6k = k, 6 ⇢ [0, 1]n

�
. (5.1)

The exact values of ✓n are known only in few cases. In particular, the computation
is immediate for n = 1, with ✓1 = 1/4, while for n = 2, it is known (see, e.g. [15],
or [12, Theorem 8.15]) that

✓2 =
Z

�
|x | dx =

4+ 3 log 3
6
p
233/4

⇠ 0.377

where � ⇢ R2 stands for the regular hexagon of unit area centered in the origin.
However quite fine estimates both from above and from below on ✓n are known and
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can be found either in [12, Chapter 8] or in [7]. For our purpose it is enough to
remark that ✓n 2 (0,+1) (e.g. by [12, Proposition 8.3] one has ✓n � !

�1/n
n n/(1+

n), where !n stands for the volume of a unit n-dimensional ball, while a rather
precise estimate on ✓n from above can be found, say, in [12, Theorem 8.5] and a
more rough but more easily applicable estimate can be found in [7]).

Recall that the Radon-Nikodym theorem [1, Theorem 2.17]) implies the exis-
tence of a unique representation

µ = ⇢Ln + µsing

for every finite Borel measure µ overRn , where µsing is singular with respect to the
Lebesgue measure Ln , while ⇢ 2 L1(Rn) and, thanks to the Besicovitch derivation
theorem,

⇢(x) = lim
�#0

µ(Q�(x))
|Q�(x)|

for Ln-a.e. x 2 Rn , Q�(x) ⇢ Rn standing for the cube of sidelength � centered at
x . For a Borel set M ⇢ Rn and a measure µ 2 P(D) define then

8(µ,M) := ✓n

Z

M

d'+

⇢1/n
.

The quantity8(µ,M) represents the optimal value of the asymptotic optimal loca-
tion problems with '+xM instead of '+ and '� := 0. In particular, the following
lemma is a corollary of a general 0-convergence result from [16].

Lemma 5.2. For any positive measure '+ supported on M , one has

lim inf
k

(#6k)
1/n

Z

M
dist (x,6k) d'+(x) � 8(µ,M),

whenever
µ6k * µ

in the ⇤-weak sense of measures as k ! 1. Moreover, for each probability measure
µ over M , there exists a sequence of sets 6k with #6k ! 1, such that µ6k * µ
and

lim sup
k

(#6k)
1/n

Z

M
dist (x,6k) d'+(x)  8(µ,M).

At last, for every µ 2 P(D) define

G1(µ) := inf {8(µ, A) : suppµ ⇢ A, A is a minimizer to (4.1)} .

The following easy observation will be useful in the sequel.

Lemma 5.3. One has

G1(µ) = inf {8(µ, A) : suppµ ⇢ A, A is a canonical minimizer to (4.1)} .
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Proof. If A0 is a minimizer to (4.1) and A is a canonical minimizer to (4.1) with re-
spect to A0, then '+(A\A0) = 0 by Proposition 4.3, and thus8(µ, A) = 8(µ, A0),
which implies the thesis.

We are now finally able to formulate the desired 0-convergence result.

Theorem 5.4. Assume n � 2, '+ ⌧ Ln and for every minimizer M of (4.1) one
has

M \ supp'� = ;

(in particular, this is true when any of the conditions of Proposition 4.5 holds). Then
the sequence of functionals {Gk}1k=1 when k ! 1 0-converges with respect to the
⇤-weak convergence of measures, to the functional G1.

The proof of the above Theorem 5.4 will be quite lengthy and hence will be
separated in a series of lemmata given in the section below. Wewill now concentrate
on the consequences of this theorem.

Corollary 5.5. Assume n � 2, '+ ⌧ Ln , call f + its density, and suppose that

M \ supp'� = ;

for every minimizer M of (4.1) (this is true, in particular, under any of the condi-
tions of Proposition 4.5). Then every sequence of minimizers6k has a subsequence
(still called 6k) such that, for k ! 1 one has

(i) 6k ! M in Hausdorff distance for some minimizer M to (4.1),
(ii) µ6k * ⇢ dx in ⇤-weak sense of measures, where

⇢ := �

Z

M

�
f +� n

n+1 (x) dx, (5.2)

where � is the normalizing coefficient

� :=

✓Z

M

�
f +� n

n+1 (x) dx
◆�1

.

Proof. For a given minimizer A to to (4.1) define

H(A) := inf {8(µ, A) : µ 2 P(D), suppµ ⇢ A} .

One clearly has
H(A) = 8(µ0, A),

where µ0 = ⇢0 dx with
⇢0 := �0 � f +� n

n+1 (x),
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and �0 is the normalizing coefficient

�0 :=

✓Z

A

�
f +� n

n+1 (x) dx
◆�1

.

Hence,

H(A) = ✓n

✓Z

A
( f +(x))

n
n+1 dx

◆ n�1
n

.

Let now {Ak} be a minimizing sequence for H of canonical minimizers to (4.1).
Since Ack are contained in a big ball, one has that Ak ! A in Hausdorff distance
as k ! 1. Clearly, A is still a minimizer of (4.1), and by Proposition A.7 one has
1Ak ! 1A pointwise. Hence, H(Ak) ! H(A) as k ! 1, which means that H
admits a minimizer.

Observe that

inf{G1(µ) : µ 2 P(D)}

= inf {8(µ, A) : µ 2 P(D), suppµ ⇢ A, A is a minimizer to (4.1)}
= inf {H(A) : A is a minimizer to (4.1)} .

(5.3)

Consider now an arbitrary sequence of minimizers 6k . By general properties of
0-convergence it has a subsequence (not relabeled) such that, for k ! 1 one has

µ6k * µ,

where µ is a minimizer of G1. By (5.3) the latter is supported on some mini-
mizer M to H (which is hence, in particular, the minimizer of (4.1)), and minimizes
8(·,M), so that (5.2) is valid.

6. Proof of Theorem 5.4

6.1. 0 � lim inf inequality

First, we will deal with the inequality for 0 � lim inf given by the following state-
ment.

Proposition 6.1. Assume n � 2, ' ⌧ Ln , and for every minimizer M of (4.1) one
has

M \ supp'� = ;,

(in particular, this is true when any of the conditions of Proposition 4.5 holds).
Suppose that, for a certain sequence 6k , one has µ6k * µ.

Then

lim inf
k

k1/n
✓
F(6k) � inf

A
F(A)

◆

� inf {8(µ, A) : suppµ ⇢ A, A is a minimizer to (4.1)} ,
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To prove the above Proposition 6.1, we make some auxiliary constructions. First of
all notice that it is only necessary to prove the statement when any 6k converges,
up to subsequences, to a minimizer of (4.1) (if it is not the case, the term F(6k) �
infA F(A) does not tend to 0 and hence the left hand side in the inequality tends to
+1). Let us suppose, hence, 6k ! M 0 in the sense of Hausdorff, where M 0 is a
minimizer of (4.1) µk := µ6k * µ as k ! 1, hence µ is concentrated on M 0.
Let M be the canonical minimizer of (4.1) with respect to M 0. Further, notice that
by Lemma 3.3 one may assume without loss of generality that all 6k are contained
in some ball.

We now approximate the measure '� by atomic measures '�
j with '�

j (Rn) 

'�(Rn) in ⇤-weak sense, i.e. so that '�
j * '� as j ! 1, in the following way.

We cover Rn by a uniform grid G j of step " j > 0, let the finite set {xi }i2I j be
made of all such points in the cells Ci of this grid that xi 2 supp' \ Ci (hence
ci := '�(Ci ) > 0) for all i 2 I j , and let

'�
j :=

X

i2I j
ci�xi .

Keeping in mind that

M =

0

@
[

x2supp'�

Brx (x)

1

A

c

,

where rx := dist (x,M), set

Mj :=

 
[

i2I j
Bcrxi (xi )

!c
.

We have now the following easy statement.

Lemma 6.2. One has Fj (Mj )  minA Fj (A) + e j and Fj (Mj )  minA F(A) +
e j = F(M) + e j , where

Fj (A) :=
Z

Rn
dist (x, A) d('+(x) � '�

j (x)),

and e j ! 0 as j ! 1.

Proof. We have

Fj (Mj ) = Fj (M) +
Z

Rn
(dist (x,Mj ) � dist (x,M)) d('+(x) � '�

j (x))

 Fj (M) + CdH (Mj ,M),

where C > 0 is independent of j . But since

|Fj (A) � F(A)|  W1('�
j ,'), (6.1)
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where W1 stands for the Kantorovich-Wasserstein distance between measures, we
get

Fj (Mj )  F(M) + W1('�
j ,') + CdH (Mj ,M)

= min
A
F(A) + W1('�

j ,') + CdH (Mj ,M).

But, again, by (6.1),

|min
A
Fj (A) �min

A
F(A)|  W1('�

j ,'),

and thus
Fj (Mj )  min

A
Fj (A) + 2W1('�

j ,') + CdH (Mj ,M),

which concludes the proof by setting

e j := 2W1('�
j ,') + CdH (Mj ,M)

and keeping in mind thatW1('�
j ,'�) ! 0 (since '�

j * '�) and dH (Mj ,M) ! 0
(by Lemma A.3) as j ! 1.

From now on we fix a sequence jk ! 1 of indices and consider only the sets
Mjk . This sequence will be chosen so as to guarantee that the convergence e jk ! 0
is quick enough, according to some criteria to be made precise later.

Let now

ri := rxi ,

"ki := dist (xi ,6k) � dist (xi ,Mjk )

for every i 2 I j . The following statement holds true (independently of the conver-
gence speed).

Lemma 6.3. Letting

"±
k := max

n
(dist (y,6k) � dist (y,Mjk ))

± : y 2 supp'�
jk

o
,

where f (·)± stand for the positive and negative part of the function f (·) respec-
tively, we have "±

k ! 0 as k ! 1.

Proof. Suppose first that, up to a subsequence (not relabeled), "+
k ! 2d > 0 as

k ! 1. This means the existence of xk 2 supp'�
jk such that

dist (xk,6k) � dist (xk,Mjk ) + d

for all sufficiently large k 2 N. Again up to a subsequence (not relabeled) one has
xk ! x 2 supp'�, and hence, keeping in mind the convergence of 6k to M 0 and
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of Mjk to M in the Hausdorff distance and passing to a limit in the above inequality
as k ! 1, we get

dist (x,M 0) � dist (x,M) + d,

which is impossible since dist (y,M 0) = dist (y,M) for all y 2 supp'� by Propo-
sition 4.3. This contradiction proves "+

k ! 0 as k ! 1. The proof of "�
k ! 0 is

completely symmetric.

Remark 6.4. In our construction one has supp'�
j ⇢ supp'�. However, it is worth

noting that the proof of the above Lemma uses only a milder property, namely, if
xk 2 supp'�

j and xk ! x as k ! 1, then x 2 supp'�, and hence the statement
is still true in this case.

Let us also let

6̂k := ⇡Mjk
(6k) [ @Mjk [

 
[

i

⇣
B̄ri+"ki

(xi ) \ Bri (xi )
⌘

\ Mjk

!

,

M̂k :=
\

i
Bri+"ki

(xi )c,

see Figure 6.1.

M̂ jk
\M jk

r
2

x 2

r1x 1

r3 x 3∂M jk

r 4

x 4

∂M jk

Figure 6.1. The construction of M̂k .

We need the following auxiliary statement.

Lemma 6.5. One has

Fjk (6k) � Fjk (6̂k) � Fjk (M̂k) � Fjk (Mjk ).
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In particular, keeping in mind Lemma 6.2, one has

Fjk (6k) � Fjk (6̂k) � �e jk .

Proof. If xi 2 supp'�
k , then

⇢
(ri + "ki ) � ri = dist (xi ,6k) � dist (xi , 6̂k)

(ri + "ki ) � ri = dist (xi , M̂k) � dist (xi ,Mjk ),

hence
dist (xi ,6k) � dist (xi , 6̂k) = dist (xi , M̂k) � dist (xi ,Mjk ).

It suffices hence to verify

dist (x,6k) � dist (x, 6̂k) � dist (x, M̂k) � dist (x,Mjk ) (6.2)

for all x 2 '+. For this purpose consider the following possible cases.

CASE A. If x 62 Mjk , then dist (x, 6̂k) = dist (x,Mjk ), because @Mjk ⇢ 6̂k ⇢
Mjk . But 6k ⇢ M̂k ; hence dist (x,6k) � dist (x, M̂k), which shows (6.2) for this
case.
CASE B. If x 2 Mjk \ M̂k , then dist (x, M̂k) = dist (x,Mjk ) = 0. Let y 2 6k be
such that dist (x,6k) = |x � y|. If y 2 Mjk , then by the definition of 6̂k one has
y 2 6̂k , which implies dist (x, 6̂k)  |x � y| = dist (x,6k), which shows (6.2).
Otherwise, if y 62 Mjk , then

dist (x, @Mjk )  |x � y| = dist (x,6k),

and hence, since @Mjk ⇢ 6̂k ,

dist (x, 6̂k)  dist (x, @Mjk )  dist (x,6k),

which again shows (6.2).

CASE C. Finally, if x 2 Mjk \ M̂k , then dist (x, 6̂k) = dist (x,Mjk ) = 0, and to
prove (6.2) it suffices to verify dist (x,6k) � dist (x, M̂k). The latter relationship
is however valid because 6k ⇢ M̂k by construction. This completes the proof.

We are now able to prove Proposition 6.1.

Proof of Proposition 6.1. We construct new sets 6̃k with #6̃k < 1 which “ap-
proximate well” the sets 6̂k (since the latter are not finite sets). This will be done
as follows. Let "k := supi2I k ("ki )

+ (recall that "k ! 0 as k ! 1 by Lemma 6.3),
and let �k � 0 and ↵ > 0 to be chosen later. According to Corollary A.10 there
exists a k�↵-net GSur f (Mjk , k�↵) inside @Mjk such that

#GSur f (Mjk , k
�↵)  Ck�↵(n�1).
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Further, by Lemma A.9 we may construct inside the set

D :=
[⇣

B̄ri+"ki
(xi )

⌘
\
[�

Bri (xi )
�

a �k-net G2 ⇢ GVol(Mjk , "k, �k) satisfying

#G2 
C("k + �k)

�nk
.

Here and below C > 0 will stand for a constant independent on k possibly differing
from line to line.

After defining these two grids we need to handle the projection part in the
definition of 6̂k . In order to preserve the same number of points of 6k and to
reproduce the measure (⇡Mjk

)#µ6k , this projection will be replaced in 6̃k with
a set 60

k , obtained by adding to ⇡Mjk
(6k) a finite set of points in the following

way. Take 60
k as the union of ⇡Mk (6k) with some finite sets Dk(y) of cardinality

#⇡�1
Mk

(y) � 1 arbitrarily chosen very close to y for each y 2 ⇡Mk (6k) such that
#⇡�1

Mk
(y) > 1 (in particular we take them in B1/k2(y) \ @Mk) in such a way that

Dk(y) \ ⇡Mk (6k) = ;). It is clear that in this way we can guarantee

W1(µ60
k
, (⇡Mjk

)#µ6k )  1/k. (6.3)

In order to justify (6.3), just take an arbitrary u 2 Lip1(U), where U is the tubular
neighborhood of @Mk , we have

�
�
�
�

Z

U
u dµ60

k
�
Z

U
u ⇡Mk#(µ6k )

�
�
�
� =

�
�
�
�
�
�
�
�
�
�

X

y2⇡Mk (6k ),

#⇡�1
Mk

(y)>1

X

x2Dk(y)
(u(x) � u(y))

�
�
�
�
�
�
�
�
�
�


X

y2⇡Mk (6k ),

#⇡�1
Mk

(y)>1

X

x2Dk(y)
| u(x) � u(y)|


X

y2⇡Mk (6k ),

#⇡�1
Mk

(y)>1

X

x2Dk(y)

1
k2

 k
1
k2

=
1
k
.

We substitute now, in the construction of 6̂k , the set D with G2 and @Mjk with
GSur f (Mjk , k�↵), namely,

6̃k := 60
k [ GSur f (Mjk , k

�↵) [ (G2 \ Mjk ).



ASYMPTOTIC OPTIMAL LOCATION OF FACILITIES 263

Hence, using the estimates on #GSur f (Mjk , k�↵) and on #G2, we get

#6̃k  #6k + Ck↵(n�1) + C
"k + �k

�nk
.

Choose now �k such that k�nk =
p

"k + �k . This equation admits, for fixed k and "k ,
a unique solution �k � 0. One also easily checks that it implies

�k  "k _ Ck1/(1/2�n)

(since either �k  "k , or k�nk 
p
2�k), and in particular limk!1 �k = 0. In this

way one has

1
k

"k + �k

�nk
=
p

"k + �k ! 0, and k1/n�k = ("k + �k)
1/2n ! 0. (6.4)

Notice hence that for every 0 < ↵ < 1/(n � 1) one has

#GSur f (Mjk , k
�↵)  Ck↵(n�1) = o(k), and #G2 

C("k + �k)

�nk
= o(k), (6.5)

which gives
#6̃k = #6k + o(k), (6.6)

as k ! 1. By Lemma 6.6 below combined with (6.3), one has then

µ6̃k
* ⇡M#µ = µ (6.7)

(the latter equality being justified by the fact that µ is concentrated on M). On the
other hand,

Fjk (6k) � Fjk (6̂k) � �ek
by Lemma 6.5, and

Fjk (6̂k) � Fjk (6̃k) � �Ck�↵ � C�k

by construction. Keeping in mind that

|Fjk (6k) � F(6k)|  e jk ,
F(M) = min

A
F(A)  min

A
Fjk (A) + e jk  Fjk (Mjk ) + e jk

(see Lemma 6.2), we get from the above inequalities

k1/n
�
F(6k)�F(M)

�
� k1/n

�
Fjk (6̃k)�Fjk (Mjk )

�
+k1/n(ek+c�k+Ck�↵). (6.8)

Choose now 1/n < ↵ < 1/(n� 1) so that (6.5) and hence (6.6) and (6.7) still hold.
By choosing a fast enough subsequence jk wemay assume k1/ne jk ! 0 as k ! 1.
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Recall also that k1/n�k ! 0 as a consequence of (6.4), and hence, combining (6.8)
with (6.6) we get

lim inf
k

k1/n (F(6k) � F(M)) � lim inf
k

(#6̃k)
1/n

⇣
Fjk (6̃k) � Fjk (Mjk )

⌘
. (6.9)

But

Fjk (6̃k) � Fjk (Mjk ) =
Z

Mjk

dist (x, 6̃k) d'+(x)

+
Z

Mc
jk

⇣
dist (x, 6̃k) � dist (x,Mjk )

⌘
d('+(x) � '�

jk (x),

and since
|dist (x, 6̃k) � dist (x,Mjk )|  k�↵

for every x 2 Mc
jk (because GSur f (Mjk , k�↵) ⇢ 6̃k), then we have

k1/n
⇣
Fjk (6̃k) � Fjk (Mjk )

⌘
�
Z

Mjk

dist (x, 6̃k) d'+(x) � Ck1/n�↵. (6.10)

Plugging (6.10) into (6.9) and keeping in mind that k1/n�↵ = o(1) as k ! 1 by
our choice of ↵, we arrive at the inequality

lim inf
k

k1/n
�
Fjk (6k) � Fjk (M)

�
� lim inf

k
(#6̃k)

1/n
Z

Mjk

dist (x, 6̃k) d'+(x).

Since M ⇢ Mjk by construction, we have '+xMjk � '+xM , and hence

lim inf
k

k1/n (Gk(6k) � Gk(M)) � lim inf
k

(#6̃k)
1/n

Z

M
dist (x, 6̃k) d'+(x).

By Lemma 5.2 applied with 6̃k in place of 6k , one has

lim inf
k

(#6̃k)
1/n

Z

M
dist (x, 6̃k) d'+(x) � 8(µ,M).

Hence,

lim inf
k

k1/n
✓
F(6k) � inf

A
F(A)

◆

� inf {8(µ, A) : suppµ ⇢ A, A is a canonical minimizer to (4.1)} .

It remains to invoke Lemma 5.3, which gives the possibility to write

lim inf
k

k1/n
✓
F(6k) � inf

A
F(A)

◆
� G1(µ),

thus concluding the proof.
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Lemma 6.6. If µk := µ6k * µ, then ⇡Mjk #µk * ⇡M#µ.

Proof. There is an R > 0 such that all Mjk and M satisfy the R-uniform external
ball condition. LetU be an R/2-tubular neighborhood of M , i.e. U := (M)R/2\M .
In view of Lemma 6.3 one has "�

k ! 0 as k ! 1, and therefore suppµk ⇢ U
for all sufficiently large k 2 N. Further, the projection maps ⇡Mjk

defined over U
converge uniformly over compact sets to ⇡M . To prove that it is enough to consider
a sequence xk ! x and remark that ⇡Mjk

(xk) has a limit up to subsequences (since
it is bounded). Call y such a limit: it satisfies

d(x,M) = lim
k!1

d(xk,Mjk ) = lim
k!1

|xk � ⇡Mjk
(xk)| = |x � y|,

which proves y = ⇡M(x) (because the projection is unique for x 2 Ū ). Hence,
the limit being unique, we proved ⇡Mjk

(xk) ! ⇡M(x), which is equivalent to the
uniform convergence over compact sets.

Thus, for every bounded f 2 C(Ū) and recalling that all µk are assumed to be
concentrated over some ball, one has

Z

U
f (x) d⇡Mjk #µk(x) =

Z

U
f (⇡Mjk

(x)) dµk(x)

!
Z

U
f (⇡M(x)) dµ(x) =

Z

U
f (x) d⇡M#µ(x),

as k ! 1, which is the desired assertion.

6.2. 0 � lim sup inequality

Now we prove the inequality for 0 � lim sup.

Proposition 6.7. Assume n � 2 and ' ⌧ Ln . Then, for every fixed µ, there exists
a sequence 6k such that µ6k * µ and

lim sup
k

k1/n
✓
F(6k) � inf

A
F(A)

◆
 G1(µ).

Proof. Recall that due to Lemma 5.3 one has

G1(µ) = inf {8(µ, A) : suppµ ⇢ A, A is a canonical minimizer to (4.1)} ,

and choose a canonical minimizer M to (4.1) such that

8(µ,M)  G1(µ) + ".

We make use of the constructions of the sets Mj made in Subsection 6.1. Choose
(up to passing to a subsequence of k) the sets Mjk such that

dH (@Mjk , @M)  k�↵.



266 GIUSEPPE BUTTAZZO, FILIPPO SANTAMBROGIO AND EUGENE STEPANOV

Let 6̃k ⇢ M be such that

lim sup
k

(#(6̃k)
1/n

Z

M
dist (x, 6̃k) d'+(x)  8(µ,M),

where #(6̃k) ! 1 will be chosen in a moment. Let also

6k := 6̃k [ GSur f (Mjk , k
�↵),

where GSur f (Mjk , k�↵) is a k�↵-net inside @Mjk constructed again according to
Lemma A.10.

Take now 6̃k with #6̃k being such that

#
⇣
6̃k [ GSur f (Mjk , k

�↵)
⌘

= k.

Since #GSur f (Mjk , k�↵ = o(k), this implies #(6̃k) = k � o(k) and hence we also
have

lim sup
k

k1/n
Z

M
dist (x, 6̃k) d'+(x)  8(µ,M).

By construction then

|dist (x,6k) � dist (x,M)|  2k�↵

for all x 62 M . Hence,

k1/n
�
�
�
�

Z

Mc
(dist (x,6k) � dist (x,M))'(x)

�
�
�
�  Ck1/n�↵ = o(1)

as k ! 1. Thus

k1/n
✓
F(6k) � inf

A
F(A)

◆
= k1/n

�
F(6k) � F(M)

�

= k1/n
Z

M
dist (x, 6̃k) d'+(x)

+ k1/n
Z

Mc
(dist (x,6k) � dist (x,M))'(x)

= k1/n
Z

M
dist (x, 6̃k) d'+(x) + o(1)

as k ! 1.
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A. Some properties of sets satisfying a uniform
external ball condition

In this section we collect some properties of sets satisfying a uniform external ball
condition, specifically of those we are dealing in this paper.
Definition A.1. We say that a closed set M ⇢ Rn satisfies the uniform R-external
ball condition, for given R > 0, if for every x 2 @M there is a ball BR(z) of radius
R touching M at x , i.e. such that B̄R(z) \ M = {x}. If not necessary, the reference
to R will be omitted and we just speak about uniform external ball condition.

We start with a rather weak result which however is proven here for the sake
of completeness.

Lemma A.2. Let M be a set satisfying the R-uniform external ball condition. Then
Ln(@M) = 0.

Proof. For every x 2 @M , denoting by BR(0) the ball of radius R touching @M in
x , we have

lim sup
r!0+

Ln(Br (x) \ M)

!nrn
 lim sup

r!0+

Ln(Br (x) \ BR(0))
!nrn

=
1
2
,

which means that x is not a Lebesgue point of the characteristic function 1M , and
thus shows the claim.

Further throughout this section let K ⇢ Rn be a compact set, and let

M :=

 
[

x2K
Brx (x)

!c
,

where rx := dist (x,M) satisfies the estimate rx � R > 0 for some R > 0 and for
all x 2 K . Clearly M satisfies the R-uniform external ball condition.

Let �k & 0, and let {xi }i2I k ⇢ K be finite �k-nets of K .

Mk :=

 
[

i2I k
Bcrxi (xi )

!c
.

The following assertions hold.

Lemma A.3. One has Mk ! M in the sense of Hausdorff as k ! 1.

Proof. Let yk 2 Mk and yk ! y as k ! 1. Clearly, then d(yk, xi ) � rxi for all
i 2 I k . But for all x 2 K there is an xik with ik 2 I k such that d(x, xik )  �k .
Hence, d(yk, xik ) � rxik , and passing to a limit as k ! 1 (mind that x 7! rx is
continuous), we get

|y � x | � rx ,
for all x 2 K , which means that y 2 M . To conclude the proof it remains to observe
that M ⇢ Mk .
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Proposition A.4. Let

A :=

 
[

x2K
Brx (x)

!c
,

where K ⇢ Rn is a finite set (i.e. #K < 1) and rx � R for some R > 0, and for
all x 2 K . Then

Hn�1(@A)  C := n!n(diam K + R0)n/R,

where R0 := maxz2K rz and !n stands for the volume of the unit ball in Rn .

Proof. For every set S ⇢ @Br (x) the volume Ln(T (S)) of the conical segment

T (S) :=
[

y2S
[x, y]

is given by
Ln(T (S)) = Hn�1(S)r/n.

Letting
Sz := @Brz (z) \

[

u2K ,u 6=z
Bru (u),

we have that all the internal parts of T (Sz) are disjoint and
[

z2K
T (Sz) ⇢ Ac =

[

z2K
Brz (z) ⇢ Bdiam K+R0(x),

where x 2 K is some (arbitrary) point of K . Thus

RHn�1(@A)

n
=

R
n

X

z2K
Hn�1(Sz) 

X

z2K

rzHn�1(Sz)
n

= Ln

 
[

z2K
T (Sz)

!

 !n(diam K + R0)n,

which gives the desired claim.

Lemma A.5. One has 1Mk (x) ! 1M(x) for all x 62 @M (hence for a.e. x 2 Rn).

Proof. To show the first statement, denote

1A(x) := lim sup
k

1Mk (x), 1B(x) := lim inf
k

1Mk (x).

Consider now a point x 62 M; from the Hausdorff convergence Mk ! M we
deduce that, for all sufficiently large values of k, one has x 62 Mk , hence 1B(x) =
1A(x) = 1M(x) = 0, which implies B ⇢ A ⇢ M . On the other hand, if x 2 M \ B,
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then x 62 Mk for an infinite sequence of k, hence x cannot belong to the inner part
of M , i.e. x 2 @M . This shows M \ B ⇢ @M . Hence, for all x 62 @M , one has

lim
k
1Mk (x) = 1M(x)

as claimed. The fact that this convergence is true a.e. over Rn follows from
Lemma A.2.

Corollary A.6. One has 1Mc
k

! 1Mc strongly in L1(Rn) and weakly in BV (Rn)

as k ! 1. In particular, Ln(Mk1M) ! 0. Setting R0 := maxz2K dist (z,M), we
have as a consequence

Hn�1(@M)  C := n!n(diam K + R0)n/R.

Proof. Observe that
Mc
k ⇢ � := Bdiam K+R0(y),

where R0 := maxz2K dist (z,M) and y 2 K is an arbitrary point, so that

k1Mc
k
k1  C.

Keeping in mind that

|D1Mc
k
|(Rn) = Hn�1(@Mk)  C,

by Proposition A.4, one has that the sequence {1Mc
k
} is (weakly) compact in BV (�),

hence strongly compact in L1(�). Consider any convergent subsequence (not rela-
beled). It is converging in L1(�), and the limit has to be a characteristic function of
some set, which, as just proved, must be 1Mc . Hence the whole sequence {1Mc

k
} is

converging in L1(�) to 1Mc , which is the first claim of the statement being proven.
As for the second claim, we use lower semicontinuity of the total variation,

obtaining

Hn�1(@M) = |D1Mc |(Rn)  lim inf
k

|D1Mc
k
|(Rn)

= lim inf
k

Hn�1(@Mk)

 lim inf
k

n!n(diam K + R0
k)
n/R

= n!n(diam K + R0)n/R,

where R0
k := maxi2I k rxi .
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Proposition A.7. Assume that M̃k satisfy M̃k =
⇣S

x2K Bdist (x,M̃k)
(x)
⌘c
, where

for every x 2 K one has dist (x, M̃k) � R, and M̃k ! M̃ in Hausdorff distance as
k ! 1, for some M̃ ⇢ Rn . Let then

M̂ :=

 
[

x2K
Brx (x)

!c
,

where rx := dist (x, M̃). Then rx � R > 0 for all x 2 K and

(i) M̃ ⇢ M̂ , while M̂ \ M̃ ⇢ @ M̂ (so in particular, Ln(M̂ \ M̃) = 0);
(ii) 1M̃k

(x) ! 1M̃(x) for all x 62 @ M̃ (hence for a.e. x 2 Rn).

Proof. The inclusion M̃ ⇢ M̂ is immediate by definition of M̂ .
Consider now an arbitrary y 2 M̂ . One has y 2 Brx (x)c, hence

d(y, x) � rx for all x 2 K .

Then

(a) either y 2 M̃k for a subsequence of k (not relabeled), hence y 2 M̃ ,
(b) or y 62 M̃k (for all sufficiently large k 2 N), that is,

d(y, xk) < dist (xk,Mk)

for some xk 2 K . Passing to a subsequence of k (not relabeled), we have
xk ! x 2 K , an hence, passing to a limit as k ! 1 in the above estimate, we
get

d(y, x)  dist (x, M̃) = dist (x, M̂) = rx

for some x 2 K . Therefore, keeping in mind that y 2 M̂ , we get d(y, x) = rx
for some x 2 K and d(y, z) � rz for all z 2 K , which means y 2 @ M̂ .

This completes the proof of (i).
To prove (ii), repeat word-for-word the proof of Lemma A.5 with M̃k instead

of Mk keeping in mind that now

|D1M̃c
k
|(Rn) = Hn�1(@ M̃k)  C,

by Proposition A.4 and acting as in Corollary A.6 one shows Hn�1(M̃) < +1,
and hence Ln(M̃) = 0.

To clarify the above Proposition A.7, consider the following example showing
that in general one cannot expect M̃ = M̂ , but just M̃ ⇢ M̂ .
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1

1

1

2

K

∂M̂

∂M̂

∂M̃ k

∂M̃

Figure A.1. An example with M̃ 6= M̂ .

Example A.8. Let K be the boundary of a stadium with radius 1, and M̃k be the
complement of open stadia with radii larger than 2, as drawn on Figure A.1: then the
limit M̃ is the complement of the limit stadium of radius 2, while M̂ also includes
the central segment.

Lemma A.9. Let A be as in Lemma A.10 and

A" :=
�
Ac
�
"
\ A.

Then, for every � > 0 there is a �-net GVol(A, ", �) ⇢ A" of A", such that

#GVol(A, ", �)  C
" + �

�n
,

for some C > 0 depending only on R and on diam @A.

Proof. Consider a uniform cubic grid of step �/
p
n. It is sufficient to estimate the

number of cubes in this grid intersecting A", since then one can define GVol(A, ", �)
by picking one point on A" for every cube such that the intersection is non-empty.
These cubes are all contained in the region

�S
x2K Brx+"+�(x)

�
\
�S

x2K Brx��(x)
�c.

Hence, to estimate their number it is sufficient to estimate the volume of this region.
Now, consider the quantity

h(t) := Ln

 
[

x2K
Brx+t (x)

!

.

The volume we want to estimate is given by h("+�)�h(��). To study the function
h, observe that its derivative is given by the perimeter of the same union of balls:

h0(t) = Hn�1

 

@

 
[

x2K
Brx+t (x)

!!

.
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Since h(� + ") � h(��) = (" + 2�)h0(s) for some s 2 (��, �), and since Propo-
sition A.4 gives a bound on h0 only depending on R and diam A, we may estimate
the required volume by C("+2�). This implies that the number of disjoint cubes of
side �/

p
n completely contained in such a region is bounded above by C("+�)/�n ,

which concludes the proof.

Corollary A.10. Let A :=
�S

x2K Brx (x)
�c, where K ⇢ Rn is a finite set and

rx � R for some R > 0 and for all x 2 K . Then there is a �-net GSur f (A, �) ⇢ @A
of the boundary @A such that

#GSur f (A, �) 
C

�n�1
,

for some C > 0 depending only on R and on diam A (with the continuous depen-
dence on these parameters).

Proof. It is sufficient to set GSur f (A, �) := GVol(A, 0, �) and apply the previous
Lemma A.9.
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Université Paris-Sud 11
91405 Orsay cedex, France
filippo.santambrogio@math.u-psud.fr

St. Petersburg Branch
of the Steklov Mathematical Institute
of the Russian Academy of Sciences
Fontanka 27
191023 St.Petersburg, Russia
and
Department of Mathematical Physics
Faculty of Mathematics and Mechanics
St. Petersburg State University
Universitetskij pr. 28
Old Peterhof
198504 St.Petersburg, Russia
stepanov.eugene@gmail.com


