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ON THE SIGN CHANGES OF n(x) - lix 

by 

J. PINTZ 

1. - Riemann [ 1 ] stated in his famous paper from 1859 that for x> 2 

(1.1) n ( x ) < t i x = J X ^ 1 

holds. ^ 

More than fifty years later Littlewood [ 2 ] disproved Riemann's assertion, 

showing that the function 

( 1 . 2 ) A^x) d i f TT(X)--U x 

has infinitely many sign changes. He even proved, that with the usual notation 

(1.3) ^ W = a ± ( ^ 7 logjx) (*) 

which means, that there are real numbers 

x ! < x l < x l < ... < x' < ... -> » 
1 2 3 V 

X1! <X''<X' 1 < . . . < XM < .. . -> oo 
1 2 3 V 

for which J—p 
V 

" K ) - * i x ; > c I ^ 7 l o g 3 x ^ 
(1-4) J^r 

n ( x " ) - l i x " < - c - ^ 7 7 log. x" 
v v' v log x^ 6 3 v 

(*) l ° g v

x denotes the v times iterated logarithm function, i. e. 

l o g l x = log x , l o g ^ + 1 x = log (log^x) ; 

exp^(x) the v times iterated exponential function. 
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hold with a given absolute constant c . 

However the curious problem arose that Littlewood's proof was ineffective in 

the following sense : it was impossible to give any upper bound for the first sign 

change of A^(x) by the original method of Littlewood. 

Only 40 years later, in 1955 Skewes [ 3 ] succeeded to give the first effective 

upper bound 

(1. 5) exp 4 (7,705) 

for the first sign change of A^(x) . 

2. - But after Littlewood's paper another interesting and deeper problem remained 

completely open : what can we say in general about the oscillatory character of 

y x ) . 

The first essential, though conditional, result was achieved by Ingham [4] . 

Let us denote by © the upper bound of the real parts of the zeros of £(s) . 

Then Ingham's theorem asserts that if © is attained, i. e. if Q (s) has a zero 

on the line a = © , then there exists an absolute constant c^ such that for Y>Y^ » 

the interval 

(2.2) [ c j Y . Y ] 

contains a sign change of A^(x) . 

Let us denote by (Y) the number of sign changes of A^(x) in the interval 

[2 , Y] . Then Ingham's theorem asserts also, that if © is attained the inequality 

(2.3) V 1 (Y)> c 2 log Y 

holds for Y> Y . 

However, these results have two disadvantages. First they are conditional and 

the condition is very deep. Namely, as we know that £(s) has no zero on the line 

0=1, Ingham's condition implies the quasi Riemann-hypothesis. 

Secondly, Ingham's proof similarly to Littlewood's one is also ineffective, al

though he didn't use the Phragmen-Lindelof theorem. All the constants in the for

mulae (2. 2) and (2. 3), i. e. , c^ , Ŷ  are not effectively computable, even if 

we suppose the Riemann hypothesis instead of Ingham's condition. 

3. - The first unconditional lower bound for (Y) was given by Knapowski [5 ] in 

1961 -62. Using Turan's method he proved the ineffective inequality 
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(3. 1) V^Y) > c 3 log log Y for Y> Y2 

(with ineffective Y> ) and the weaker effective inequality 

(3.2) V 1 (Y)> c 4 log 4 Y for Y>Y 3 

(with effective c^ and Y^) . 

These were the best results in this direction until 1974, when Turan [6 ] in a 

joint work with Knapowski proved the unconditional but ineffective result, according 

to which A^(x) changes his sign in every interval of the form 

(3. 3) [ Y exp { - l o g 3 / 4 Y ( l o g l o g Y) 4 } , Y] 

for Y > Y^ (ineffective constant). 

(3. 3) implies for the number of sign changes of A^(x) the ineffective inequa-

U t y 1/4 
(3.4) V(Y)>c- < l 0* Y> 

3 (log log Y f 
for Y> Y_ (ineffective constant). 

D 

The method of proving (3.3) and (3. 4) led also to an improvement of Knapowski's 

effective inequality (3.2) ; Turan proved in 1976 [7] 

(3.5) V 1 (Y)> c 6 log 3 Y for Y > Y 6 

(with effective c^ and 

This result was recently improved by the author [ 8 ] to 

(3.6) V 1 (Y)>c 7 ( log log Y)° 8 for Y > ^ 

(with effective constants c^ , Cg and Ŷ  ). 

4.- Another problem raised by Littlewood's theorem was whether we can give longer 

intervals for which the average of A^(x) is large, if possible ^ ^°^3 X ' * n~ 

dicated by Littlewood's theorem. 

The problem was dealt with by Jurkat in 1971, [9] . Let us denote by d(x) the 

function 

(4. 1) d(x) =—2- . 
log log X 

With this notation Jurkat's result is that, supposing the Riemann hypothesis is 

true, one has 
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l x + d ( x ) G 

which is a conditional sharpening of Littlewood's unconditional result (1.3). 

5. - In this paper we shall deal with problems of the mentioned kind. First we shall 

introduce some notations and expose the problems with these notations. 

PROBLEM I. - To give lower bound for V^(Y) defined as the number of sign chan

ges of A^(x)= n(x) - l i x in the interval [2, Y] . 

PROBLEM II. - To give lower bound for V^(Y) , the number of "big sign changes" 

of A^(x) in [2,Y] by which we mean, that the re exist numb e rs 

(5. 1) x» < x y < x £ <x£ < ... < x ^ , ( Y ) < x ^ , ( y ) < Y 

for which we have ^x^" 

(5. 2) A (x1 ) > V l Q g * x ' 
v ' l v v 100 log x' &3 v 

A V 

a

 /v/xrr 
V 

respectively. 

PROBLEM III. - To give lower bound for V^'(Y), the number of "big sign changes 

of the average of A^(x) in long intervals" in [2, Y] by which we mean that with 

the notation 

(5. 4) d(x) = 
log log X 

there exist numbers 

x l < x'i < x ^ < x z < - < xv>; ( Y ) < X ^ « - ( Y ) < Y 

for which the inequalities 
x v + d ( x V J? 

V x^ V 
x"+d(x") --if 

1 V V 1 J*Z 
< 5 - 6 ) A i W d t < - T ^ i ^ l 0 % x v 

x v x" v v hold. 

PROBLEM IV. - Localisation of the sign changes of Aj(x) i. e. to give a function 

A^Y) for which A^x) has a sign change in every interval 
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(5. 7) [ A ( Y ) , Y ] for Y > Y Q . 

PROBLEM V. - Localisation of "big sign changes" of A^(x) in an interval 

(5.8) [ A J ( Y ) , Y ] for Y > Y . 

PROBLEM VI. - Localisation of "big sign changes" of the average of A^(x) in long 

intervals" in an interval 

(5.9) [ A ! I ( Y ) , Y ] for Y > Y Q . 

The meaning of Problems V and VI is completely analogous to Problems II 

and III (with the same d(x) and with the same estimates) i. e. to. prove that in 

every interval of the form (5. 8) and (5. 9) resp. there exist numbers x' and x" 

for which (5. 2)- (5 .3) or (5. 5)-(5. 6) resp. hold. 

6. - All these problems can be considered under some conditions on the zeros of 

the Q(s) function or unconditionally, i. e. we can distinguish the two cases : if we 

suppose the Riemann hypothesis to be true or if we don't suppose anything. In many 

cases the Riemann hypothesis could be substituted by the weaker condition given 

by Ingham, but for the sake of simplicity we shall assume always the Riemann hy

pothesis instead of Ingham's condition. 

Another question is the very important problem of effectivisation. A theorem 

will be called effective, if in case of Problems I-III we give a function f ^ ( Y ) , 

for which we assert 

(6. 1) V^(Y) > f ( L ) ( Y ) for Y > Y Q 

where all the constants appearing in f ^ ( Y ) , as well as Y q are effectively com

putable. In case of Problems IV-VI the theorem will be effective, if all the cons

tants appearing in the function A ^ ( Y ) and the corresponding Y q are effectively 

computable. In all the other cases, i. e. if at least one constant is not effectively 

calculable we shall call the theorem ineffective. 

In the following we shall abbreviate the Riemann hypothesis by RH , ineffective 

theorems by IE , effective theorems by E . Now we quote the known results with 

the new notations. The number behind the assertion denotes the number of the 

Problem (These theorems and the later ones are valid for Y > Y , where the 
o 

value of Y q is naturally different in different theorems, but for the sake of sim

plicity we don't repeat it in every case). 
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1914, Littlewood, IE : lim V. (Y) = « (I) 
Y->oo 1 

1914, Littlewood, IE : lim V»(Y) = » (II) 

1936, Ingham, RH, IE: V j ( Y ) » log Y (I) 

193 6, Ingham, TH, IE : A (Y) = CjY (IV) 

1961 -62, Knapowski, IE : V ( Y ) » log log Y (I) 

1961 -62, Knapowski, E : V 1 ( Y ) » l o g 4 Y (I) 

1971, Jurkat, RH, IE : lim V1.1 (Y) =» (III) 
Y-»» 1 

1974, Turan-Knapowski, IE : V (Y)^> Y^—T~ (I) 
(log log Y) 

1974, Turan-Knapowski, IE : A (Y) = Y exp {-(log Y ) 1 ̂  (log log Y ) 4 } (IV) 

1976, Turan-Knapowski, E : V x (Y) ;£> log 3 Y (I) 

1976, Pintz, E : V X ( Y ) » (log Y) L (I) 

8. - Now we shall announce some theorems concerning Problems I-VI. 

The effective improvement of previous results on Problem I is (we remember 

the reader that all these Theorems are valid for Y>Y ). 
o 

THEOREM 1. - E : V , ( Y ) » \ r 1 log log Y 

Being valid in an essentially unchanged form for Problem II as 

THEOREM 2. - E : V^ (Y)»yTög~Y. exp(- / v/Tö^Y) 

i. e. we can guarantee on the whole the same number of "big sign changes" as the 

sign changes at all. 

Concerning the localisation problem of number IV , we have the effective 

THEOREM 3. - E : A (Y) = Y° 

Being also valid in a somewhat weaker form for Problem V 

THEOREM 4. - E : A'(Y) = Y

e x p ( ^ l o g 2 Y ) . 

If we are satisfied with unconditional but ineffective theorems, we can say 

more in the following cases. 

THEOREM 5. - IE : V (y) > V! (Y) > VV (Y) ^> ^ l Q g Y 

1 1 1 (log log Y) 
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and in the case of the localisation problem number IV. 

THEOREM 6. - IE : A (Y) = Y exp(Vlog Y log log Y) 

further for problemx V and VI we assert 

THEOREM 7. - IE : AJ (Y) > Ay(Y) 2> Y

e X p ( ' A / 1 ° g 2 Y ) . 

9. - All the mentioned unconditional theorems, and some others, mostly conditional 

ones could be written in the following table. We have 6 problems, and one can give 

4 possible answers for each problem, namely 

ineffective answer supposing the Riemann hypothesis to be true (RH , IE) 

effective answer supposing the Riemann hypothesis to be true (RH , E) 

ineffective answer without any condition (IE) 

effective answer without any condition (E ) 

(For the sake of completeness we included in this table also the results of 

Ingham, as they are still the best results. ) 

1 0. - We can see from the table that in some cases we have far more better results 

if we suppose the RH , in other cases we don't gain anything by it. 

It also turns out that in some cases we can't improve the best effective results 

even in an ineffective way, whereas in other cases ineffective methods lead to 

drastic improvements. 

As to the connnection between the localisation problems and the corresponding 

lower bound of sign changes it is easy to see that in some cases the lower bound is 

a consequence of the result of the corresponding localisation problem, but in most 

cases the consequences of the localisation problem could furnish only a far weaker 

lower bound for V.^(Y) (essentially an estimate with log . Y instead of log Y 1 1 &v+l & v 
i. e. a function with a once more iterated logarithm function). 

One can also observe that in some cases, we can get as strong results if we 

look for a "big sign change" of A^(x) or for "big sign change of Â  (x) in average 

in long intervals" as in the simple sign change problem ; in other cases far better 

results could be proved for the Problem I and IV than for Problems II and V , and 

again weaker results for Problems III and VI. 

261 



J. 
PI

NT
Z 

Problems RH , IE RH , E IE E 

I 

V 1 ( Y ) » log Y log Y 1 ^ T

V

 Y

v l v ' 6 B log log Y log log Y 

(Ingham) 

II 

1 V exp(yiog 2Y) exp(^To^Y) ]oglogY expUlog^) 

III 
log Y log Y JtoiTf log log Y 

V » ( Y ) » exp(yiol^Y) exp(TToi^Y) (log log Y ) 2 exp(A/To^Y) 

IV 
c l l C 2 A } ( Y ) = C Q Y Y Y exp(-log 2 log^Y) Y 

(Ingham) 

V 

A ' ( Y ) = y exp( V l o g 2 Y ) y exp(-Vlog 2 Y) y e x p ( V l o g 2 Y ) y exp( V l o g 2 Y) 

VI 

A f I ( Y ) = y exp( V ! o g 2 Y ) y e x p ( V l o g 2

Y ) y exp(-Vlog 2 Y) (log Y ) e x p ^ " ^ l 0 g 3 Y ^ 

26
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11. - The method of the proofs in case of conditional theorems is the method of 

Ingham with some modifications, which made possible to effectivise Ingham's 

theorems and some other new ideas which led to the extension of the original re

sults on the more general Problems II, III and V , VI. 

In case of unconditional Theorems we use the method of Turan-Knapowski 

( [6] , [7 ] ) ; again some technical refinements were necessary to improve the 

earlier results and to generalise it to other problems ; but all the main ideas of 

their proofs remained unchanged. 

12. - The applied methods are also convenient to prove all the results of the table 

for the closely related functions 
J_ 

(12.1) A(x)= £ i n ( x V ) - ^ i x d= fIT (x)-£ix 
2 v>l v 

(12.2) A (x) = 2 A(n) -x = i|f (x) -x 
5 n<x 

(12.3) A (x)= £ l o g p - x 
^ p ^ x 

(where in case of A^(x) and A^(x) the Q-type theorems are modified naturally 

to Q ± (Jx log 3 x) ). 

The only change is (except that some theorems could be proved easier) that for 

the functions A^(x) and A^(x) we can give a better effective value for the locali

sation Problem number IV supposing the RH , i. e. 

RH , IE : A 2 (Y) = A 3 (Y) = c Y . 

All the results of the table remain unchanged if we consider the function 

(12.4) TT.(X)-TT (x)= £ 1 - L 1 
1 5 p<x p<x 

p s l (4) P E E 3 (4) 

instead of A^(x) or the correspondingly modified functions 

(12.5) n x (x ) - n3(x) 

(12. 6) t|,(x,4, 1) - \|)(x,4, 3) 
(12. 7) £ log p - £ log p . 

p ^ x p<x 
p s l (4) p^3(4) 

The method is also applicable if one considers the difference of the number of 
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primes in two arithmetical progressions up to a given x , but only for those pairs 

of progressions, for which earlier results were already reached by Turan and 

Knapowski [10] . 

13. - All the results of the table would be contained in a theorem, which would as

sert without any condition 

(13. 1) A'.' (Y) = c Y for Y > Y 1 4 o 

with effectively computable constants c^ and Y Q . 

Thus, supported also by some heuristic arguments we may express using our 

previous notations the 

CONJECTURE. - E : A" ( Y ) = c Y for Y > Y . 
1 o 

14. - Finally the author would like to express his gratitude to Professor Paul Turan 

for his helpful advices. 
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