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EXPOSÉ 10 

SOME DYNAMICS OF PSEUDO-ANOSOV DIFFEOMORPHISMS 

by A. FATHI and M. SHUB 

§ I. - Topological entropy 

§ II. - The fundamental group 

§ III. - Subshifts of finite type 

§ IV. - The entropy of pseudo-Anosov diffeomorphisms 

§ V. - Construction of Markov partitions for pseudo-Anosov diffeomorphisms 

§ VI. - Pseudo-Anosov diffeomorphisms are Bernoulli. 

We prove in this "expose" that a pseudo-Anosov diffeomorphism realizes the 
minimum of topological entropy in its isotopy class. In section I , we define topolo
gical entropy and give its elementary properties. In section II, we define the growth 
of an endomorphism of a group and show that the topological entropy of a map is greater 
than the growth of the endomorphism it induces on the fundamental group. In section III, 
we define subshifts of finite type and give some of their properties. In section IV, we 
prove that the topological entropy of a pseudo-Anosov diffeomorphism is the growth 
rate of the automorphism induced on the fundamental group, it is also log X , where 
X > 1 is the stretching factor of f on the unstable foliation. In section V, we prove 
the existence of a Markov partition for a pseudo-Anosov diffeomorphism, this fact is 
used in section IV. In section VI, we show that a pseudo-Anosov map is Bernoulli. 
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EXPOSÉ 10 

§ I. - TOPOLOGICAL ENTROPY 

Topological entropy was defined to be a generalization of measure theoretic 
entropy [1 ] . In some sense, entropy is a number (possibly infinite) which describes 
"how much" dynamics a map has. Here the emphasis, of course, must be on asymptotic 
behaviour. For example, if f : X -+ X is a map and N (f) is the cardinality of the 
fixed point set of fn , then lim sup — log N (f) is one measure of "how much" dyna-
mics f has ; but, if we consider f x : X x T -+ X x T to be (f x R^)(x,a) = 
(f(x), 6 +a) where T1 = F / Z and 6 is irrational, then N (f x Rg) = 0 , and yet 
f x should have at least as "much" dynamics as f . Topological entropy is a 
topological invariant which overcomes this difficulty. 

We describe a lot of material frequently without crediting authors. 

Definitions. Let f : X -+ X be a continuous map of a compact topological space X . 
Let G = {A.} .CJ and (B = {B.} be open covers of X , the open cover 
{A. H B.} .rT will be denoted by Gv(E . If G is a cover, N (f,G) denotes the l j i€I J ' n 

minimum cardinality of a subcover ofGvf G v . . . v f G , and h(f,G) = 
= lim sup - log N (f ,G) . The topological entropy of f is h(f) = sup h(f ,G) where the n n G 

supremum is taken over all open covers of X . 

Proposition. Let X and Y be compact spaces. Let f: X -+ X , g : Y ^ Y and 
h : X Y be continuous. Suppose that h is surjective and hf = gh : 

X - - > X 

h h 
I g * 
Y 2 > y 

then, h(f) ^ h(g) . 
In particular, if h is a homeomorphism, h(f) = h(g) . So topological entropy 

is a topological invariant. 

Proof. Pull back the open covers of Y to open covers of X • 

For metric spaces, compact or not, Bow en has proposed the following definition. 
Suppose f : X X is a continuous map of a metric space X and suppose 
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DYNAMICS OF PSEUDO ANOSOV 

K c X is compact. Let e be > 0 . We say that a set E c K is (n, e)-separated 

if, given x, y € E with x ^ y , there is 0 < i < n such that dCf^x)^(y)) > e . 

We let sT,(n,c) be the maximal cardinality of an (n, e )-separated set contained in K . 

We say that the set E is (n,e)-spanning for K if, given y 6 K , there is an x € E 

such that d(f1(x),f1(y)) < e for each i with 0 < i < n . We let rK(n,e) be the mini

mal cardinality of an (n, e)-spanning set contained in K . It is easy to see that 

rK(n,e)< sK(n,e) < rK(n , | ) . We let sK(e) = lim sup ^ log sR(n, e ) and 

r_(e) = lim sup - log rv(n, e) . Obviously, sTie) and r_(e) are decreasing functions of 
iv n K. K. IV 

€ , and ?T,(e) < sTZ(e) < rTi^) . Hence, we may define h„(l) = lim sT,(e) = 
K. K IV d. IY g Q J\ 

= lim r_(e) . Finally, we put hv(f) = sup {h^f) | K compact c X} . 

Proposition [2 ] , [4 ] . If X is a compact metric space and f : X -+ X is continuous , 

then hx(f) = h(f) . 

The proof is rather straightforward. By the Lebesgue covering lemma, every 

open cover has a refinement which consists of e-balls. 

The number hu (f) depends on the metric on X and makes best sense for uni-

formly continuous maps. 

Suppose that X and Y are metric spaces, we say that p : X-» Y is a metric 

covering map if it is surjective and satisfies the following condition : there exists 

e > 0 such that, for any 0 < 6 < e? any y € Y and any x € p~\y) , the map 

p : Bg(x)->Be(y) is a bijective isometry (here B^(-) is the 6-ball). 

The main example we have in mind is the universal covering p : M -* M of a 

compact differentiable manifold M . 
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EXPOSÉ 10 

Proposition. Suppose p : X Y is a metric covering and f: X X , g : Y -> Y 

are uniformly continuous. If pf = gp , then h^lf) - hY(g) . 

Proof. It should be an easy estimate. The clue is that for £ > 0 and for any sequence 

1 1 
a , we have lim sup - log (8 a ) = lirn sup - log a . If K c X and K' c Y are com-n ' * n & rr * n B n 

pact and p(K) = K1 , then there is a number l > 0 such that [cardinality p \y ) ] < I 

for all y € K1 . In fact, we may choose I such that, if 6 > 0 is small enough, then 

p (B^(y)) H K can be covered by at most 1 2 5-balls centered at points in 

P_1(B6(y))n K . 

By the uniform continuity of f , we can find a 6^ (< e) such that x,x' € X 

and d(x,x!) < 6^ implies d(f(x) ,f(x')) < e , where e > 0 is the one given in the 

definition of a metric covering. If 25 < 6^ , it is easy to see that if E' c K! is 

an (n, 5 )-spanning set for g , then there exists an (n,26)-spanning set E c K for 

f , such that card E ^ ScardE1 . So, we have rK(n,26)£ 2r^ , (n ,5) , hence 

rK(f,26)< rK,(g,6) and hK(f)< hK,(g) . 

On the other hand, if E c K is (n,77)-spanning (with 0 < 77 < e) then 

p(E) c K1 is (n,r/)-spanning. So r K , ( n , 7 7 ) < rR(11,77) , hence hK,(g)< hR(f) . 

Consequently h^(f) = hK,(g) . Since we sup over all compact sets and since p is 

surjective, we obtain hx(f) = hY(g) • • 

We add one additional fact. 

Proposition. If X is compact and f : X -> X is a homeornorphism, then h(fn) = |n|h(f). 

For a proof, see [1] or [2] . 
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DYNAMICS OF P S EU DO AN 0 SO V 

§ II. - THE FUNDAMENTAL GROUP 

Given a finitely generated group G and a finite set of generators 

Q = (g-> • ••>g } of G , we define the length of an element g of G by L-(g) = minimum 

length of a word in the ĝ 1 s and the ĝ  1 s representing the element g . 

It is easy to see that if Q? = { g ^ , . . . , g g } is another set of generators, then : 

L (g) < (maxL (g1.)) L (g) . 

If A : G •+ G is an endomorphism, let : 

y = sup lim sup ^ log L (Ang) = sup lim sup ^ log L (Ang ) . 
g£ G g.€(J n Q i 

So is finite and by the inequality given above, does not depend on the set of 

generators. 

Proposition 1. If A : G G is an endomorphism and g € G, define gAg : G -+ G 

by [gAg"1 ](x) = gA(x)g"1 . We have rA = ygAg-l • 

Caution : (gAg"1)n ^ gAng"1 . 

First , we need a lemma. 

Lemma 1. Let (a ) ^ . and (b ) ^ . be two sequences with a and b > 0 and  n n> 1 n n :> 1 ^ n n 
k be > 0 . We have : 

1 1 1 i) lirn sup - log(a +b ) = max (lirn sup - log a , lim sup- log b ) 

1 1 ii) lirn sup - log k a = lirn sup - log a * n t e n * n & n 

1 1 1 iii) lirn sup - log a^ < lim sup - log(a^ + ...+a^) < max (0,lirn sup - log a^) 

1 1 Proof. Put a = lirn sup - log a and b = lirn sup - log b .  * n to n * n e n 
i) The inequality rnax(a,b) < lirn sup - log (a +b) is clear. 
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If c > max(a,b) , then we can find nQ — 1 such that n £ n^ implies 

nc nc a < e and b ^ e . W e obtain for n ^ n~ : n n 0 

i log (a + b ) < - log (2 enc) . n & n n' n 

Hence lim sup - log (a +b ) < lim sup - log (2enc) = c . K n t o n n n 

ii) is clear. 

iii) The inequality a < lim sup - log (a^+.. -+an) is clear. 

Suppose c>max(0,a) . We can find then nQ > 1 such that ^ enc for 

n ^ n^ . We have for n > n^ 
n0-1 (n+1-n^c 

a + . . . + а < H a. + u 
1 n i=l 1 e 0 - ! 

It follows clearly that lim sup ~ log (a^+.. -+an) — c . • 

Proof of Proposition 1. If x € G , we have : 

(gAg-1)n(x) = gA(g). . . An"1(g)An(x)An"1(g-1)... A(g"1)g-1 . 

Suppose first that A u(g) = e for some n^ , then it is clear that by lemma 1 i) : 

1 — 1 ^ 1 n 
lim sup - log Lç [(gAg~ ) (x) ] < lim sup - log L^(A (x)) . 

If An(g) ^ e for each n ^ 1 , we have L (An(g)) ^ 1 , for each n ^ 1 ; hence 

lim sup - log L (An(g)) > 0 . By lemma 1 i) & iii) , we obtain : n 
n 

lim sup i log Lç [(gAg~ ) (x)] 

< max (lim sup ^ log (An(g)), lim sup ^ log Lç(An(x))) . 

This gives us 7gAg-1 - 7A , and by symmetry, we have 7gAg-1 = ?A • D 
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DYNAMICS OF PSEUDO ANOSOV 

For a compact connected differentiable manifold, we interpret TT (̂M) as the 

group of covering transformations of the universal covering space M of M . If 

f : M -> M is continuous, then there is a lifting f : M -+ M . If f̂  and f̂  are both 

liftings of f , then f = 6f̂  for some covering transformation 8 . A given lifting 

f. determines an endornorphism f of 77.(M) by the formula L a =f (a)f. for 1 1# 1 I \w 1 
any covering transformation a . If f and f̂  are two liftings of f , then f = 6f̂  

for some covering transformation 8 and L a = 8f a = 8f (a)f_ = 6f_ (a)8 ^ f , 
1 2 2#= 2 2# 1 

so = 8f 8 ^ and y^ =7^ • Thus, we may define yf = y^ for any lifting 
# 2# T f" fa 

~ ~ 1* 2# 
f : M -+ M of f . If f has a fixed point mn € M , then there is also a map f. : 

u # 
7T^(M,m^) -+ TT^Mym^) . The group 77^(M ,m^) is isomorphic to the group of covering 

transformations of M and f may be lifted to f such that f : nAU) 77.(M) is iden-
# 1 1 

tified with f : 77 (M,rn ) 77 (M,m ) by this isomorphism. Thus y makes coherent 
# I U I U I# 

sense in the case that f nas a fixed point as well. 

We suppose now that M has a Riemannian metric and we put on M a Riemannian 

metric by lifting the metric on M via the covering map p : M -+ M . The map p is 

then a metric covering and the covering transformations are isometries. We have the 

following lemma due to Milnor [ 8 ] . 

Lemma 2. Fix x^ € M . There exist two constants c^, c^ > 0 such that for each 

g € 7r̂  (M) , we have : 

C1LQ(g) ~ d(x0'gX0) " C2LQ(g) ' 

Proof [8] . Let 6 = diam M , and define N c M by N - {xG M | d(x,xQ) < 6 } . We 

have p(N) = M . Remark that { g N } ^ ^ ^ is a locally finite covering of M by compact 

sets. Choose as a finite set of generators Q = {g € ff^(M) | gN 0 N ^ 0} and notice 

that g e Q g e Q . Suppose L (g) = n , then we can write g = g1#. . . .g , 
H i n 

with gjN P N ^ 0. It is easy to see then that d(x^,gx^) < 2 5n . Hence, we obtain : 
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d(x0,gx0) < 2 5LQ(g) . 

Now, put v = min {d(N,gN) | N H gN = 0} , by compactness v > 0 . Let k be the 

minimal integer such that d(x^,gx^) < ku . Along the minimizing geodesic from x^ to 

gxQ , take k + 1 points yQ - xQ , y1---yk_1 > YR = gx0 , such that d(y.,y. + 1) < v 

for i = 0, . . . ,k-1 . Then, for 1 < i < k-1 , choose y'. 6 N and g. £ G such that 

y ^ g ^ - , and put gQ = e and gR - g . We have d(g.y\ , g. y < v , hence 

gi 8i+1 € ^ ' Fr°m g = ^g0 S-,)- • •^ek_1 Sk) , we obtain L (g) < k . 

Since k is minimal, we have : 

LQ(g) * Id(x0,gx0) + 1 < ( i + l ) d ( x 0 , g x 0 ) 

where /x = min {d(xQ,g xQ) | g ^ e, g € ff (M)} . • 

Consider now f : M -+ M and let f : M M be a lifting of f . Applying the 

lemma above, we obtain, for each € M : 

y = max lim sup ^ log d(x , f " (g) x ) . 
# g ^ M 

We next prove the following lemma : 

Lemma 3 . Given x, y € M , we have : 

l imsup i logd ( rn(x) , 1%)) < h(f) . 

Proof. Choose an arc a from x to y . If y , . . . , yg £ a is (n+1, e)-spanning 

for a and i , then in(a) c U B(jTn(y.),e) . Since f (a) is connected, this 
i=1 1 

implies diam f (a) < 2 € € . Hence : 

d(P(x), P(y)) < 2 £ e . 

By taking £ to be minimal, we obtain : 

d(?n(x), Fn(y)) < 2 sr (n+1,e) . 
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DYNAMICS OF PSEUDO ANOSOV 

From this, we get : 

lim sup jWog d(Fn(xMn(y)) < Um sup ^ log [2 e ra(n-H , e ) ] = rje) < 

< h (f) < h(f) = h(f) . • 

We are now ready to prove : 

Theorem. If f : M -+ M is a continuous map, then : 

h(f) £ yf 

Proof. Since y = max [ lim sup - log d(x ,f (g)x ) ̂ . , we have to prove that 
f* g€ff (M)' n ° * ° * 

for each g £ TT̂ (M) : 

lim sup ^ log d(x0,f^n(g)x0) < h(f) . 

We have : 
d(x0,r#n(g)x0) < d(x0,rn(x0))+d(rn(x0),r#n(g)ffl(x0)) +d(r#n(g)ffl(x0),^n(g)x0) 

Since f ,n(g) f n = f ng , and the covering transformations are isometries, we obtain 

d(x0,r#n(g)x0) < 2d(x0,rn(x0)) + d(rn(x0),rn(gx0)) . 

Remark also that : 

d(x0,rn(x0)) < d(x0,Hx0)) + d(?(xQ),r2(x0)) + . . . + d(rn"1(xQ),rn(x0)) . 

By applying lemma 3 and lemma 1 (together with the fact h(f) > 0 ) , we obtain : 

l imsupilogd(x0,r^(g)x0) < h(f) . D 

The proof of the following lemma is straigth forward. 

Lemma . If and are finitely generated groups, if A : -• G , B : G^ 
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and p : -+ are homomorphisms with p surjective and pA = Bp : 

S 
P 

G2 0 

A B 

qd P 
G2 , 0 

then , yA > yB . 

Applying this lemma to the fundamental group of M mod the commutator sub

group, we have : 

M1 >H„(M) . 0 

f10 
f1* 

r M1 •H^M) 0 

so we obtain Manning1 s theorem [5 ] . 

Theorem. If f : M •+ M is continuous, then h(f) — yf = max log X , where X 

ranges over the eigenvalues of f . 
1 "A" 

Remark 1. For a € 7r̂ (M,rn )̂ , we denote by [ a ] the class of loops freely homotopic 

to a . If M has a Riemannian metric, let s ( [a ] ) be the minimum length of a (smooth) 

loop in this class. If f : M-» M is continuous, f [ a ] is clearly well defined as a free 

homotopy class of loops. Let G ( [a] ) = lim sup - log[« (fn[a])] and let Gf = supG ([a]) . 

It is not difficult to see that G„ < y. . In fact, we have e (fn[a ])< 

< d(x0,f^n(a)x0) , since the minimizing geodesic from x^ to f^n(a)x0 has an image 

in M which represents fn[a] . 

Remark 2. It occured to various people that Manning's theorem is a theorem about TT^ . 
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DYNAMICS OF PSEUDO ANOSOV 

Among these are Bowen, Gromov and Snub. Manning's proof can be adapted. The proof 

above is more like Gromov [4] or Bowen [2] , but we take responsability for any 

error . At first, we assumed that f had a periodic point or we worked with Ĝ  . 

After reading Bowen' s proof [3] , we eliminated the necessity for a periodic point. 

Remark 3 . If x € M and p is a path joining x to f(x), we call p^ the homomorphism 

771(M,f(x)) 77 (M,x) . Since f : 77 (M,x) 77 (M,f(x)) , the composition p f 

[y] I • [p_1yp] 

is a homomorphism of 77^(M,x) into itself. This homomorphism can be identified with 

f̂  for a lifting f of f . Thus our result is the same as Bowen's [3] . 

III. - SUBSHIFTS OF FINITE TYPE 

Let A = (a..) be a k x k matrix such that a.. = 0 or 1 , for 1 < i , j < k , 
ij ij 

that is A is a 0 - 1 matrix. Such a matrix A determines a subshift of finite type as 
| oc 

follows. Let S k = { 1 , . . . , k } and let £ (k) = II SR , where SR - SR for each 
i=-eo 

i € 1L . We put on S the discrete topology and on 2 (k) the product topology. The 
K 

subset £ ^ c D(k) is the closed subset consisting of those bi-infinite sequences 
b = (b ) , ~zr such that a. , = 1 for all i € Z . - n;nGl b.b. . 

1 1+1 

Pictorially, we image k boxes : [T] \2\ . . . . I k ] and a point 

which at discrete "time n" can be in any one of the boxes. The bi-infinite sequences 

represent all possible histories of points. If we add the restriction that a point may 

move from box i to box j , if and only if a„ = 1 , then the set of all possible histo

ries is precisely . 
The shift a A : ^A - £A is defined by aA[(bn)n€ z ] = ( b ' ^ z , where 

b'' = b for each Z . Clearly, o is continuous. Let C. c E(k) be defined n n+1 /\ 1 
by C = {xe S(k) I x = i} . Let D. = C. Pi S , then & = {D , . . . ,D } is an open 

1 U 1 1 rV I K 
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cover of L by pairwise disjoint elements. For any k x k matrix B = (b..) , we 
k 1J 

define the norm ||B|| of B by ||B|| = E |b . . | . It is easy to see that 
i j=1 ^ 

N (cr = card (&v/ . . . v cr~n+1 &) < ||An"1|| because the integer a ^ is equal to 
n J\ /\ 1J 

the number of sequences ( i ^ , . . . , ^ ) with i? € { l , . . . , k } , i^ = i , i-n = j and 

a. i = 1 . So lim sup ^e(\(oA,&)) < lira sup i log || An_11| = lim sup log || An|!l/n. 
6 £ + 1 

This later number is recognizable as log (spectral radius A) or log X , where X is 

the largest modulus of an eigenvalue of A . In fact, we have : 

Proposition. For any subshift of finite type : EA -> EA , we have h(cr^) = log X , 

where X is the spectral radius of A . 

Proof. We begin by noticing that each open cover U of EA is refined by a cover of 
« -i 

the form V aA & . This implies, with the notations of section I : 
i=-e 

j=n+£ j=n+2£ 
N (aA,U) <; card ( V o^) = card( V a^*) = N ( a ^ ) . 

Hence, we obtain : h(o^,U) ^ h(aA,&) . 

This shows that : h(aA) = h(aA,£) . 

We now compute h(aA,&) . We distinguish two cases. 

First case. Each state i = 1, . . . ,k occurs. This means that D^^ 0 for each 

Di € & . It is not difficult to show by induction that we have in fact 

Nn+1(aA'^ = ca rd (&v. . .vc rAn&) = ||An|| . 

This proves the proposition in this case, as we saw above. 

Second case. Some states do not occur. One can see that a state i occurs, 

if, and only if, for each n > 0 , we have : 

E a(n) > 0 and E a(n) > 0 where An = (a(n)) . 
j=1 1J j=1 J1 1J 
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* Kll0J (n) Notice that if S a .. = 0 , then D a\ . = 0 for n > n , this is because 
j=1 1J J=1 1J 

each ap is > 0 . 

Now, we partition { l , . . . , k } into three subsets X , Y , Z , where : 
k / v k / % 

X = { i | V n > 0 £ aW > 0 , £ ain; > 0 } 

k / v k / x 
Y = { i | 3 n > 0 2 alnj = 0} = { i | for n large S aW = 0} 

j=i 1J j=i 1J 

Z = { 1 , . . . , k } - ( X U Y) . 

We have : 
k / v 

Z c {i I for n large 2 a[n} = 0 } . 
i=1 J 

By performing a permutation of {1, . . . ,k} , we can suppose that we have the following 

situation : 

{ 1 , . . . , t , t+1 , - . , s , s+1 , . . . , k} 

X Y Z 

If B is a k x k matrix, we write : 

B = 

BXX BXY BXZ 

BYX BYY BYZ ; 
\ 

BZX BZY BZZ ' 

where corresponds to the subblock of B have row indices in K and column 

indices in L . 

It is easy to show that : 

N n + 1 ( V ^ = c a r d ( £ v . . . v c ^ n £ ) = ll(An)x?xjj . 

On the other hand, by the definition of Y and Z , for n large, An has the form : 

A" = 

V(A") (A") 0 dffg 

0 0 0 

V(A") (A") 0 
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This implies that for n large, An and (An)^ x have the same non zero 

eigenvalues, in particular : 

log (spectral radius An^ ^) = n logX . 

Remark also that we get, for n large and k ^ 1 : 

( A k \ , X = [<An>XfX]k • 

This gives us, for n large : 

^ P k n T T l o g N k n + i ( V ^ = ^ " ^ k f e i HKAn)x,x]kll = 
1̂ -4og k~*°° 

This implies that : 

logX < h(crA,&) = lim sup 1 log N (o.,&) . 
n-*oo n n A 

As we showed the reverse inequality, we have : 

logX = h(aA,&) = h(aA) . • 

§ IV. - THE ENTROPY OF PSEUDQ-ANOSQV DIFFEQMORPHISMS 

Now we suppose that we have a compact, connected 2-manifold M without 

boundary with genus ^ 2 , and a pseudo-Anosov diffeomorphism f : M -+ M . Hence 

there exists a pair (3u,;iU) and (3 s,/iS) of transverse measured foliations with 

(the same) singularities such that f(3s,jjS) = (3s , ^ ^s) and f(3u,)L:U) = (3u,X/iU) 

where X > 1 . This means, in particular, that f preserves the two foliations 3 s and 

3 u ; it contracts the leaves of 3 s by ^ and it expands the leaves of 3U by X . 
A 

Let us recall that for any non trivial simple closed curve a we have 

log X - Gf(a) (see exposé 9, prop. 19), hence we get log X < G . [For the definition 
of Gf , look at the end of section n . 1 

Proposition. If f : M M is pseudo-Anosov, then h(f) = y . So in particular, f 
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DYNAMICS OF PSEUDO ANOSOV 

has the minimal entropy of anything in its homotopy class. Moreover h(f) = log X , 

where X is the expanding factor of f . 

Proof. Since Gf ^ log X , it suffices to show that h(f) < log X for a pseudo-Anosov 

diffeomorphism f . To do this, we find a subshift of finite type tfA : L + E and a 
A A. A 

surjective continuous map -> M such that : 

xa Aa 
"A 

e 

M f 
e 

M 

commutes, 

and log (spectral radius A) = h(o ) = log X for this same X . Thus we will have 

log X < Gf < y < h(f) < h(aA) or logX < h(f) < log X . • 

In the following, we construct A and 6 via Markov partitions. 

First some definitions. 

Definitions (compare expose 9). A subset R of M is called a (3 s,3 u) - rectangle 

or birectangle, if there exists an immersion cp: [ 0 , l ] x [ 0 , l ] - > M whose image is 

R and such that : 

- <p | ]0,1 [ x ]0,1 [ is an imbedding ; 

- V t 6 [0,1 ] , <p({t} x [0,1 ]) is included in a finite union of leaves and 

singularities of 5s , and in fact in one leaf if t € ]0,1 [ . 

- V t € [0,1 ] , <p([0, l ]x{t}) is included in a finite union of leaves and 

singularities of 3U , and in fact in one leaf if t € ]0,1[ . 

We adopt the following notations : 

intR = p( ]0 , l [ x ]0,1[) , d° R=p({0} x [0,1]) , c)1 R=<p({1> x [0,1]) , 

b R ^ ^ R U d ^ R , and in the same way, we define d° R , d 1 R , d R . 
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Remark that Int R is disjoint form d R U b R , because <p | ]0,1[ x ]0,1[ 

is an embedding. 

We call a set of the form <p({t} x [0,1 ]) (resp. cp([0,1 ] x {t})) a 3s-fiber 

(resp. a 3u-fiber) of R . We will call a birectangle good if <p is an imbedding. 

If R is good birectangle, a point x of R is contained in only one 3 -fiber 

which we will denote by 3s(x,R) . In the same way, we define 3u(x,R) . 

good 
rectangles 

birectangle (not good) 

Remarks. 1) If R is a 3u-rectangle (see exposé 9) and à^R and ò^.R are con

tained in a union of 3s-leaves and singularities, it is easy to see that R is in fact 

a birectangle. 

2) We used the word birectangle instead of rectangle, even though rectangle 

is the standard word in Markov partition, because this word was already used in exp. 9. 

3) If R^ and R2 are birectangles and R^ 0 R^ ^ 0 , then it is a finite union 

of birectangles and possibly of some arcs contained in(ò R U d R ) 0 (ò R U ò R ) . 
c?̂  ' 3^ 1 3*s 2 3*u 2 
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Moreover the birectangles are the closures of the connected components of 

Int R n Int R2 . 

If R is a birectangle, we define the width of R by : 

7;/(R) = max { JUU(3 s-fiber), ^S(3 U-fiber)} . 

Lemma 1. There exists e > 0 such that, if R is a birectangle with (R) < e , 

then it is a good rectangle. 

Sketch of Proof. If a birectangle is contained in a coordinate chart of the foliations, 

then it is automatically a good birectangle. The existence of e follows from compact

ness . • 

Lemma 2. There exists e > 0 such that if a (resp. fi) is an arc contained in a 

finite union of leaves and singularities of 3 s (resp. 3U) with /iU(a) < e (resp./iS(£) < e) , 

then the intersection of a and /3 is at most one point. 

Definition of Markov partition. A Markov partition for the pseudo-Anosov diffeomorphism 

f : M -+ M is a collection of birectangles ft = {R , . . . ,Rk} such that : 
k 

1) U R. = M ; 
i=1 1 

2) R̂  is a good rectangle ; 

3) Int R. 0 Int R. = 0 for i ^ j ; 

4) If x is in Int (R.) and f(x) is in Int (R )̂ , then f(3 S(x,R.)) c 3 s(f(x) ,R ) , and 

f"1(5u(f(x),R.))c 3U(x,R.) ; 

5) If x is in Int (R.) and f(x) is in Int (R ) , then 

f(5U(x,R.)) n Rj = 3U(f(x),R.) and f1 (3S(f(x),R )) H R. = 3S(x,R.) ; 

This means that f(R.) goes across R. just one time. 
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(daqd) 

R. 
J 

3S 

We will show in next section how to construct a Markov partition for a pseudo-

Anosov diffeomorphism. 

Given a Markov partition ft = {R , . . . ,R } , we construct the subshift of 

finite type EA and the map h : M as follows. Let A be the k x k matrix 

defined by a.. = 1 if f(lnt R.) P Int R. ^ 0 , and a.. = 0 otherwise. If b € SA , 

then P f (R, ) is non empty and consists in fact a single point. This will follow 

from the following lemma. 

Lemma 3 . i) Suppose a„ = 1 , then i(R^) P R̂  is a non empty (good) birectangle 

which is a union of 3 U-fibers of R. . 

ii) Suppose moreover that C is a birectangle contained in R̂  which is a 

union of 3u-fibers of R̂  , then f(C) Pi R̂  is a non empty birectangle which is a 

union of 3 u-fibers of R . . 

n _. 
iii) Given b £ L , for each n G IN , Pi f (R ) is a non empty birec-

i=-n i 

tangle. Moreover, we have W( p T1(Rb ))< X"n max{l*(R ), . . . ,^RR)} 
i=-n i 

Proof. Since ay = 1 , we can find x € Int (R.) P f~1(lnt R ) . We have f(3s(x,R.)) c 

s n s c 3 (f(x),R_.) <= R_. . Since each 5 -fiber of R̂  intersects 3 (x,R^) , we obtain 

that the image of each 3u-fiber of R̂  intersects R̂  . Moreover, by condition 5) 

f[R. -b R . ] P R . is an union of 3U-fibersof R. , hence f(R.)PR. = f(R. - b R.)PR. 
i 3 u i • J J 1 J 1 1 J 

is also a union of 3 U-fibers of R̂  . This proves i) . The proof of ii) is the same. 

To prove iii) , remark first that it follows by induction on n using ii) that 
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each set of the form f°Rb Hf (R ) Pi . . . Pi R is a non empty birectangle 
i i+1 i+n n 

which is a union of 3 -fibers of Rb .In particular, Pi f (R ) is a non empty 
i+n i=-n i 

birectangle in R . The estimate of the width is clear. • 
D0 

By the lemma, if b 6 D , the set P f 1(R ) is the intersection of a decrea-
A i£K i n 

sing sequence of non empty compact sets, namely the sets P f (R^ ) for n £ IN . 
i=-n i n 

Hence P f (R ) is non void. It is reduced to one point because W ( P f (R, )) 
i£K i i=-n i 

tends to zero as n goes to infinity. 

The map 6 : £ M given by 0(b) = P f X(R ) is well defined,it is easy 
A i€ X bi 

to see that it is continuous and that the following diagram commutes : 

da A 
"A 

6 

M f 

e 

M 

We show now that 6 is surjective. First remark that, for each i = 1, . . . ,k , 
k 

the closure of Int (R )̂ is R,. . Hence V = U Int (R )̂ is a dense open set. By the 

Baire category theorem U = P f X(V) is dense in M . If x G U , then for each 

n 16 Z 
n € ^ , the point f (x) is in a unique Int (Rb ) and b = {bn} is an element of 

n 
£ . It is clear that 6(b) = x . Thus 6(SA) U . As Z is compact and h conti-

A Pi Pi. 
nuous, we have 6 (1^) = M . 

Up to now, we have obtained that : 

log X < Gf < y < h(f) < h(aA) = log (spectral radius of A) . 

All that remains is to show that : 

(spectral radius of A) = X . 

To see this, we do the following thing. Put y. = /iU(3s-fiber of R )̂ , it is clear that 

this quantity is indépendant of the 3 s-fiber of R. and also y. > 0 . 
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We have trivially the following equality : 
k 
Xy ^ (2 a ) min y . 
J i=1 1J i 1 

which gives : 
k 

Xy. = 2 y. a. . 
yJ i=1 1 u 

[ in particular X is an eigenvalue of A1 . 

Hence, we obtain : 
k 

Xy ^ ( 2 a ) min y . 
J i=1 1J i 1 

This gives us : 

X ( Ly ) ^ || A|| min y 
J J i 1 

where || || is the norm introduced in section III. 

In the same way, we obtain for each n > 2 : 

X n ( 2 y.) > ||An|| rniny. 
J J 1 1 

Hence : 
X ^ | |A" | | l / n 'min(yl7 . . .,yk) 

l J 

\ l /n 

Since min (y , . . . ,y ) > 0 , lim 
' k n-̂ oc 

min (y . . .,yk) N 

J J 

1/n 
= 1 . 

We thus obtain : 

X > lim ||An|| 
n-*©o 

= spectral radius of A . 

Since X is an eigenvalue of A , we obtain : 

X = spectral radius of A . 
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§ V. - CONSTRUCTION OF MARKOV PARTITIONS FOR  
PSEUDO-ANOSOV DIFFEOMORPHISMS 

In this section, we still consider f : M M a pseudo-Anosov diffeomorphism 

and we keep the notations of the last section. We sketch the proof of the following 

proposition. 

Proposition. A pseudo-Anosov diffeomorphism has a Markov partition. 

Using the methods given in expose 9 , § V , it is easy, starting with a 

family of transversals to 3 contained in 3 -leaves and singularities, to construct 

a family ft of 3u-rectangles R , . . . ,R , such that : 
i 1 * 

i) U R. = M ; 
i=1 1 

ii) Int (R.) n Int (R ) =, 0 for i ^ j ; 
e e e e 

iii) f '( U d R.) c U b R. , f( Ud R.) c Ud R. . 
1 - 1 3 i=1 3 1=1 3 i=1 3 

By the remark following the definition of birectangles, the R '̂ s are birec-

tangles since the system of transversals is contained in 3 -leaves and singularities. 

We define for each n a family of birectangles ft^ in the following way : the 

birectangles of ft^ will be the closures of the connected components of the non empty 

open sets contained in V f1 ft = { D f1 (int Ra ) | Ra 6 ft } . 

It is easy to see that ftn still satisfies the properties i) , ii) and iii) given 

above. Moreover, if R € &n , we have 1/IHR) ̂  X~N max {W[R) | R € ft } . In 

particular, by lemma 1 of last section, for n sufficiently large,each birectangle R 

in ft. is a good one. n ^ 
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We assert that for n sufficiently large is a Markov partition. All that 

remains is to verify properties 4) and 5) of a Markov partition. It is an easy exer

cise to show that property 4) is a consequence of property iii) given above (see expo

se 9, lemme 10) . By lemma 2 of section IV, if n is sufficiently large and R,R' € 

then if x € R , f (3u(x,R)) intersects in at most one point each 3s-fiber of R' . Pro

perty 5) follows easily from the combination of this fact and of property 4) . • 

2 2 2 Example of Markov partition on T . Let A : T -+ T be the linear map defined by 

A = ( 2 j ) . Here T2 = JR2/J&2 ; and A acts on JR2 preserving Z,2 , thus A 
2 2 defines a map of T . The translates of the eigenspaces of A foliate T . The map A 

2 2 3 + VIT 
on T is Anosov. The foliation of T corresponding to the eigenvalue — is 

3 - VIT 
expanded, the foliation corresponding to — is contracted . 

We draw a fundamental domain with eigenspaces approximately drawn in. 

The endpoints of the short stable manifold are on the unstable manifolds after 

equivalences have been made. Filling in to maximal rectangles gives the following 

picture. 

3 v 5 

V1 
2 

6 

3 

6 

v1 
4 

qd 

The hatched line is the extension of the unstable manifold. Identified pieces are 

numbered similarly. One rectangle is given by 1,2,3,6 and the other by 4 , 5 . This 
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partition in two rectangles gives a Markov partition by taking intersections with direct 

and inverse images. 

The construction of the Markov partition of a pseudo-Anosov diffeomorphism 

f : M -> M, which preserves orientation and fixes the prongs of 3 and 3 , is the 

same as in the example above. We sketch here the argument, hoping that it will aid 

the reader to understand the general case. 

Since the unstable prongs are dense, we may pick small stable prongs whose 

endpoints lie on unstable prongs. 

Roughly, the picture is : 
small stable prong ^ I y 

We may extend these curves to maximal birectangles leaving the drawn curves 

as boundaries. By density of the leaves, every leaf crosses a small stable prong, so 

the rectangles obtained this way cover M . The extension process requires that the 

unstable prongs be extended perhaps but the extension remains connected. Thus we have 

a partition by birectangles with boundaries the unions of connected segments lying on 

stable or unstable prongs. Consequently an unstable leaf entering the interior of a 

birectangle under f can't end in the interior, because the stable boundary has been 

taken to the stable boundary, etc. . . 

f 
-> 

but not 
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The only thing left is to make the partition sufficiently small. To do this, it is 

sufficient to take the birectangles obtained by intersections f nft . . . v ft \ . . . . fn(&) 

for n sufficiently large. 

§ VI. - PSEUDO-ANOSOV DIFFEOMORPHISMS ARE BERNOULLI. 

A pseudo-Anosov diffeomorphism f : M M has a natural invariant probability 
s u measure \i which is given locally by the product of restricted to plaques of 3 

u s with /1 restricted to plaques of 3 . The goal of this section is to sketch the proof 

of the following theorem. 

Theorem. The dynamical system (M,f,/i) is isomorphic (in the measure theoretical 

sense) to a Bernoulli shift. 

Recall that a Bernoulli shift is a shift (S(€),or) together a measure v which 

is the infinite product of some probability measure on {1 } . Obviously, v is 

invariant under a , see [9] , [11] . 

We will have to use the notion and properties of measure theoretic entropy, see 

[11 ] . We will also need the following two theorems on subshifts of finite type. 

Let A be a k x k matrix and {L^,o^) be the subshift of finite type obtained 

from it. 

Theorem (Parry) [10] . Suppose that An has all its entries > 0 for some n . 

Then, there is a probability measure v invariant under aA such that the measure 
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theoretic entropy h, (a.) is equal to the topological entropy h(cr ) . Moreover, v 

is the only invariant probability measure having this property, and (^a^A'^A^ IS A 

mixing Markov process. 

Theorem (Friedman-Ornstein) [9 ] . A mixing Markov process is isomorphic to a 

Bernoulli shift. In particular, the (A,A,A ) above is Bernoulli. 

Now we begin to prove that (M,f,/i) is Bernoulli. For this, we will use the 

subshift (L^,o^) and the map 6 : (^A>aA) ~* (M>f) obtained from the Markov partition 

ft = { R r . . . , R k } . 

Lemma 1. There exists n ^ 1 such that AN has > 0 entries. 

Proof. Given R̂  , we can find a periodic point x̂  £ R̂  , call its period. Consi

der the unstable fiber 3U(X.,R.) ; we have, for e > 0 , f1 ni (3u(x.,R.)) => 3u(x.,R.) . 

Moreover the /iS-lengthof f€ ni (3 u(xi,R^)) goes to infinity, since it is 

XeniMs(3u(x.,R.)) . This implies that f ^ ni (3 u(x., R.)) , V j = 1,...,k , for 8 larg 
1 1 u 1 1 k J 

because the leaves of 3 are dense. Now, if n = € • n n̂  with 2 large enough, we 
n ° ° • (n) get f (R )̂ H R. / 0 for each pair (i,j) . Hence, we obtain that a\y > 0 for each 

(i,j) , where AN = ( a ^ ) . • 

This lemma shows that 'aA'^A^ *s BernouJ-ii by *ne results quoted above. 

All we have to do now is to prove that ( M , f i s isomorphic to (E ,a ,v ) . 
A A A 

Lemma 2. The measure theoretic entropy h^ (f) is log X . 

Proof. Since topological entropy is the supremum of measure theoretical entropies, 

see [2, 5] , we have h (f) ^ log X . Consider now the partition ft = {intR.} , its 
r* 1 
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/j-entropy h (f,&) with respect to f is given by : 
M 

h(f , f t ) = U r n a ^ X " n y . x l o g ( x " n y . x ) 
M n n ij i J i j 

where y. = uU(3s fiber of R.) and x. = /is(3u fiber R.) . As we saw and the end of 
1 (n) 1 J v J 

section IV , —^- < is bounded (by . ^ ) . This implies : 
A A 1 

,. 1 ~ (nh -n , ~ l i m — 2 a. . X y .x . l ogy .x . = 0 . n n ij i J i J 

We have also : 

2 a(n)X"n y.x. = 2 y . x . = S | i (R.) = M(M) = 1 . 

o 
By putting these facts together, we obtain : h (f,&)=logX . Hence, h (f) = log X , 

M M 
because log X =h (f,ft) < h (f) 5 h(f) = log X . • 

Proof of the theorem. Put dft = U dR. , we have /i(d&) = 0 . This implies that the 

set Z = M - U r(dft) has \i-measure equal to one. We know by section IV that 0 

induces a (bicontinuous) bijection of 8 (Z) onto Z , we can then define a probabi

lity measure v on 2A by v (B) = /¿(6 [ 6"1(Z) D B]) for each borel set B c 2^ . It 

is easy to see that v is invariant ; moreover, 6 gives rise to a measure theo-

ritic isomorphism between (2A, o ,v) and (M,f,pt) . In particular, h (aA) = h (f) = 

log X . Since log X is also the topological entropy of , we obtain from P a r r y ' s 

theorem that v = v^ and that (L^,o^,v) is a mixing Markov process. By the 

Friedman-Ornstein theorem, (^>ay^>^) is Bernoulli, hence (M,f,jii) is also 

Bernoulli. • 
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