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O P E R A T I O N S O N C E R T A I N N O N - C O M M U T A T I V E 
O P E R A T O R - V A L U E D R A N D O M V A R I A B L E S 

DAN VOICULESCU 

An example motivating the study of the addition of free pairs of "non-commutative 
operator-valued random variables" is provided by the computation of spectra of con
volution operators on free groups. 

Let G  be the (non-commutative) free group on two generators # 1 , g<i and let A 
denote the left regular representation on l 2(G). To compute spectra of convolution 
onprators 

Y = 
geG 

cg y(g) 

with c g ^ 0 only for finitely many g e G  it suffices to be able to decide whether such 
Y is invertible. This in turn is equivalent to deciding whether a certain operator 

X = 
GEg 

:(afc®A(9f) + i8fc®A(sJ)) 

where = a* k,, 0-k = PI are n x 71 matrices, is invertible. If n  = 1, i.e. if the 
matrices are scalars, then the spectrum of X can be computed using our results on 
the addition of free pairs of non-commutative random variables [8]. Thus the compu
tation of the spectrum of Y is reduced to a generalization of the addition of free pairs 
of non-commutative random variables to the case of "matrix-valued non-commutative 
random variables". (For a different approach to the question of computing the spec
trum of Y see [1].) 

The present paper deals with the extension of our previous work ([8], [9]) on addition 
and multiplication of free pairs of non-commutative random variables to, what might 
be called, the operator-valued case. This means that the field of complex numbers is 
replaced by an operator algebra, the free products are with amalgamation over this 
algebra and the specified states are replaced by specified conditional expectations. 
Also the natural frame-work of operator algebras with dual algebraic structure ([10]) 
for the considered operators in the "scalar" case has a corresponding extension to the 
"operator-valued" case. 

Though our results are meant for applications to operator algebras and spectral 
theory, most of our considerations will be in a purely algebraic context, since we shall 
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be mainly concerned with finding the formulae for computing the operation on the 
distributions of the random-variables. Concerning distributions of operator-valued 
non-commutative random-variables, let us only say that since the scalars C are re
placed by an operator algebra B, the moments of the variable X are the expectation 
valued of monomials of the form XbiXfa • • • Xbn-\X. It is an important fact for 
the computation of spectra that the addition of free pairs of ̂ -valued random vari
ables gives an operation among the symmetric parts of the distributions i.e. among 
the expectation values of monomials of the form bXbX ... bXb. For the symmetric 
distributions the addition formulae closely resemble those in the scalar case with the 
generating series viewed as germs of maps C —• C replaced by germs of maps B —• B. 

The paper has eight sections. 
The first section discusses free families of non-commutative J5-valued random vari

ables and distributions of such random variables. 
The second and third section deal with the algebras A(M) and the canonical form 

of a random variable with a given distribution. This is the analogue for the jB-valued 
case of the special Toeplitz operators which we used in the scalar case for studying the 
addition of free pairs of non-commutative random variables. We also give formulae 
for the canonical form of a random variable after multiplication by elements in B. 

The fourth section gives the solution to the addition problem for the symmetric 
parts of distributions of S-valued random variables. It is obtained by studying the 
differential equation for semigroups with respect to addition. The final formulae 
closely resemble those in the scalar case. 

The fifth section deals with the differential equation for semigroups with respect 
to the multiplicative operation. We also introduce a corresponding free exponential 
map. Studying the differential equations we show that multiplicative free convolution 
is well defined for the symmetric distributions. 

The sixth section presents the application to the computation of spectra of convo
lution operators on free groups. 

Section seven is a brief outline of the necessary adaptations to make the operators 
on B-valued random variables fit in a framework of dual algebraic structures as in 
the scalar case. 

Section eight deals with the free central limit theorem for B-valued random vari
ables generalizing our results from the scalar case [7]. 

The present paper is an expanded version of our paper with the same title (pre
liminary version) INCREST Preprint No. 42/1986, Bucarest. This revised version 
consists of the material of the preliminary version (without changes) to which we 
have added 3.3.-3.7., 5.4.-5.10. and section 8. 

While working on the expanded version of this paper the author was supported in 
part by a grant from the National Science Foundation and funda for the typing of 
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the manuscript were provided by a Faculty Research Grant from the Committee of 

Research at U.C. Berkeley. 

1. B-valued non-commutative random-variables. 

1.1. Throughout B  will denote a fixed unital algebra over C (this choice of the 

base field is inessential). Let A be another unital algebra over C containing B  as a 

subalgebra (with the same unit) and let <p : A —• B  be a conditional expectation i.e. 

a linear map such that <p{b\ab2)  —  &i< (̂a)&2 €  B, a € A and (p(b) = b  if b £ B. 
A n element a  £ A,  will be viewed as a B-valued random variable. 

1.2. Definition. Let  ( A , ip) be as in 1.1 and let B C Ai C A {i £ J) be  subalgebras. 

The family  (Ai)iej  will  be called free if 

(p(aid2 . ..an) = 0 

whenever dj  £  Aij  with  ¿1 ^ ¿2 ̂  • • • ^ in and tp(dj) = 0 for 1 < j < n.  A  family 
of subsets Xi C A (elements  di  £ A)  where  i E I will  be called free if the family of 
subalgebras Ai generated by  BUXi (respectively  B  U { a ; } ) is  free. 

Free families of subalgebras arise in the C*-algebraic context (in which case the 

conditional expectations are of norm one) from reduced free products with amalga

mation (see §5 in [7]). 

1.3. Proposit ion. Let  (A, if) be  as in 1.1 and let  B C Ai C A (i £ J) be subalgebras 
such that A is generated by  VJ^jAi and  (Ai)iej is  a free family Then  tp  is completely 
determined by  the (fi = ip \ Ai (i  e I). 

Proof. By linearity it is sufficient to prove that we may compute ip(a\...  an)  whenever 

dj £ Ai.  (1 < j  <  n).  We shall proceed by induction on the least non-negative 

integer such that ^(dj)  = 0 if k <  j  and ik+i ^  ik+2  in-  If k = 0 then 

ip{a\... an)  = 0. Assume our assertion has been established up to a certain k.  Then 

for k  -h 1 if ik 7̂  ifc+i we have 

ip(ai ...an)  =  (p(ai ... ak(<Pik+1 ( ^ + 1 ) ^ + 2 ) ^ + 3 • • • a n ) + 

4- <¿>(ai... afc<4+1afc+2 . . . an] 

so that the induction hypothesis applies. 

If ik  = îfc+i then we write 

<p(ai... an) = <p(ai... dk-\{dkdk+\ - <fik(dkdk+i))afc+2 . . . a n ) + 

-h ( a i . . . dk-i(pik(dkdk+i)dk+2 . . . dn) 
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D. VOICULESCU 

which is again a reduction to the induction hypothesis. 

1.4. The algebra freely generated by B  and an indeterminate X  will be denoted 

by B(X).  Let (A,  if) be as in 1.1 and a  €  A  a,  B-valued random variable. The 

distribution of a is the conditional expectation /xa : B(X) —•  B  defined by / i a = (por a 

where r a : B{X) —•  A  is the unique homomorphism such that r a(b) =  b  for b 6 B  and 

ra(X) =  a.  Quantities such as fjL a(boXbiX ... b n-iXbn) will be called moments. The 

set of all conditional expectations /x : B(X) —»  B will be denoted by £b-

1.5. Let £ n denote the symmetric group and let 

Sn(bi ...b n) = 
ce g 

6 < T ( 1 )X6 < T (2) . . .X6 c r ( T l ) 

Si (6) = b  and So  = 1. Let further 

S £ ( X ) = l . s .{5 n (6 , . . . , 6) I b  e B, n > 0} = 

= l . s . { 5 n ( 6 i , . . . , 6 n ) |6,- € B , n > 0 , n > j> 1} 

SB(X) 

where "l.s." denotes the vector space spanned by the given set. 

Lemma. We  have 
B(SB(X))B =  B  4- B(SB(X))B. 

Proof. The inclusion C is obvious. To prove the converse remark that if n >  k  + 1, 

n > 3, we have 

5 n (6 , . . . , 6 , l , . . . , l ) - (n - fc ) f c6X5n -2 ( 6,--.,6 , 1 , . . . , 1 ) X -

Ac-ti mes (fe—l)-times 
- (n-k)kXS n-i( b,...,b  ,l,...,l)Xb-

(k—l)-times 

-k(k- l)bXS n-2( b,...,b  ,l,...)Xb  = 
(k—2)-times 

= (n - fc)(n - fc - l ) X S ,

n _ 2 ( 6 , . . . ,6,1, •••, 1 ) X 

/c-times 

Taking into account that 

n(n -  l ) X S n _ 2 ( l , . . •, 1)X = 5 n ( l , . . . , 1) 

the preceding recurrence relation applied for k  = 1,..., n  — 2 can be used to prove 

inductively that for n > 3 and 1 < fc < n - 2 we have 

XSn-i lbì...ìbìlì...ìl)xxvvveB{SvvB(X))fgfBfxcvv. 

fc-times 
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Also 

X = 2-1S2(l,l)  e B(SB(X))B. 

The above lemma implies that if /x £ E# then /x | SB{X) is completely determined 

by /x | SB(X) and conversely /x | SB(X) is completely determined by /i | SB(X). We 

shall denote by SE# the set 

SEB = {(/x I B(SB(X))B) I /x € Eß} 

and we shall write S/J, = /x | B(SB(X))B if /x e E#. If a € A is a random variable, 

then 5/xa will be called the symmetric distribution of a and quantities of the type 

^a(S(b\,..., bn))  or fjLA(XS(bi,..., frrO-X") will be called symmetric moments of a. 

1.6. If { a i , a 2 } C A is a free pair of B-valued random variables then it follows from 

Proposition 1.3 that /xai+02 and Moia2 depend only on /xai and /xa2. For any given 

Mi? • • •, A*n ^ E# one can find a free family { a i , . . . , an} of random-variables in some 

(A, (p)  such that /x0j. = \iy  We shall not give an ad-hoc proof for this here since it 

will follow from our results on the canonical form of a random variable. This implies 

that there are well-defined operations, EB and Bon Eg such that if {a\,a<i\ is a free 

pair then 

(mn+i((mi ® • • • ® mn) 

ßav<<<;:!!,2 — Mai 

This gives two semigroup structures on E#. 

2. The algebra A{M). 

2.1. Let M be a right ^-module and let XN{M) = £ (M0n ,B) be the ra-linear B-

valued maps of M x . . . x M into B (the 0 and linearity are over C) and XQ{M) = B. 

Let further X(M) = 0n>oA'n(M) with its natural right B-module structure. If 

£ e XN(M) we define the endomorphism A(£) of the right i?-module X(M) by: 

A ( O T ? € XN+K{M) 

( A ( 0 » 7 ) ( m i ® - - - ® m n J = 

= r/(mn+i((mi ® • • • ® mn) ® ran+2 ® • • • ® mn+fc) 

if degry = A: > 0 where deg refers to the obvious grading of X(M) and 

\(Or1 = tTi 
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if deg77 = 0 i.e. rj e B. We also define A*(m), where m G M , by: 

A* (771)77 = 0 if deg 77 = 0 

deg A* (771)77 = deg 77 - 1 

(A* (77l)77) (mi 0 • • • 0 77ifc-l) = 77(771 0 7711 ®'" 0 77ljfc_i) 

if deg 77 = A: > 0. 

A(M) is the algebra of endomorphisms of the right J3-module X{M) generated by 

{ A ( 0 I Ì £ *n (M) ,n > 0} U {A*(m) 1771 G M}. 

Endowing A(M) with the natural grading corresponding to its action on X{M) we 

have degA(£) = deg£ and degA*(m) = - 1 . 

2.2. It is easy to check that the following equalities hold 

A ( 6 ) A ( & ) = A(A(£i)6) 

A*(m)A(£) = A(A*(m)0 if deg£ > 0 

A*(m)A(£) = A*(m£) if deg£ = 0. 

2.3. We define a linear map 

7 : (0n>o*n(M)) e (efc>0M®fc) - A(M) 

by 
7(£ 0 (mi 0 • • • 0 mfc)) = A ( f ) A * ( m i ) . . . A*(mfc). 

Lemma. 7 is  a bijection. 

Proof. Clearly the range of 7 contains the A(£)'s and the A*(m)'s and using the 

relations 2.2 we easily infer that the range of 7 is an algebra, so that 7 is onto. 

For the injectivity let 

a = 

ko<k<k\ i£lk 
! £ a ® vik ^ 0 

where &,fc £ ®n>oXn(M) and v^k € M0^ for Since a ^ 0 we may assume the 

i/̂ fc's are linearly independent and the &,fc's are non-zero. Then, fixing ¿0 € Iko there 

is 77 G Afc0(M) sucn that rj(ui0iko) = 1 eB and r]{y^kQ) = 0 for z € 40 \{*o}-
T,pf T7; a XA-  (M\ hp Hpfinpd hv 

^(mi ® • • • ® mfc0) = rj(mko ® • • • ® mi). 
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We have 

7(a)r / = 7 

\ieik0 

wzza ko vi kio n§ 

i e I ko 

Y eI Ki ( ki v )= yei ==a === 

= Ciò,fco ^ °-

2.4. J5 identifies via A : Afo(M) ~ B —> A ( M ) with a subalgebra of A ( M ) and 

there is a linear map EM '  A(M) —» -B defined by £M(7((n 0 Vk))  = 0 i f n + f c > 0 

where £n e  Xn(M),  vk e  M®h  and £m(7(£o ® %)) = 7(£o ® ??o) = £o^o € B if 

£o £ Ab(M) = B and VQ g M®° ~ C. It is easily seen that eu  is a conditional 

expectation i.e. that £Af(A(&i)aA(&2)) = h^M^fo and £m(M&)) = 6. 

2.5. Remark.  If B = C and M = Cn then A(Cn) is isomorphic with a certain dense 

subalgebra of an extension of the C*-algebra On  of Cuntz [3] realized on the Fock 

space for Boltzmann statistics ([6], [5], [4]). 

2.6. It will be useful to consider a larger algebra A{M)  D A(M) acting on X(M)  = 
FlnX) Xn(M) such that there is a bijection 

7 : 
in>0 

Xn{M) ® (efc>0M®fc) - » Ä(M) 

extending 7 and the multiplication of the formal sums which constitute A(M)  is also 

determined by the formulae 2.2. The obvious extension of EM to Ä(M) will be denoted 

also by SM' We have for T e Ä(M) 

eM(T) = (Tl)o 

where 1 € B =  X${M)  C X(M) and (-)o denotes the component of degree zero. Note 

also that along the same lines as in the proof of Lemma 2.3 it is easy to show that 

the representation of A(M) on X(M)  is faithful. 

2.7. If M =  Mi  0 Mi  there are injections 

Xj : 
n>0 

Xn(Mj) ® (e*>0Mffc) - > 

\n>0 
* n ( M ) ® (efc>oM^fc) 

given by 

XMn)n>0 ® I * ) = (Cn oprfB) ® ( i f f c^ ) 
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where ij  :  Mj M  are the natural inclusions and prj  :  M —>  Mj  the proejctions 
onto the two summands and £ooprf°  means just £o- Since the relations 2.2 determine 
the multiplication in the algebras A{-)  it is easy to check that the maps hj :  A(Mj) —• 
A(M) such that hjOj = 70^ are homomorphisms. Moreover we have hj(X(b)) =  X(b) 
ioi b  e  B = XQ(MJ) =  Xo (M) and EM 0 hj = £ M R 

Proposition. If M = Mi 0 M2 then with h\,h2  as above, the pair of  subalgebras 
(hj(A(M)))j=h2 is #-free in ( A ( M ) , e M ) . 

Proof. Write 
^ ( M ) = r i e r 2 e s 

where 
T j+= 

n>l 
£ (Mj <g> M 0 ^ - 1 ) , ! ? ) 

with C(Mj  <g> M 0 ^ - 1 ) , ^ ) identified with a subspace of £ (M0n ,B) via ryn ~+ r/n o 
(prj®idM®'''®idM)- UTe  h2(A(M1))  and £M(T) = 0 t henT( r20B) c I Y Also 
the analogue of this with 1 and 2 interchanged holds. This easily implies our assertion. 
For instance if Tj G h1(A(M1)) and Sj  G h2(A(Mj)) and eM(Tj)  = eM(Sj)  =  0 then 
T i l G Ti , Si T i l G T2 and continuing in this way we get SnTn ... Si T i l € T2 so that 

£M(SnTn . . .S iT i ) = 0. 

2.8. If M = Bm we shall denote 

A(M) by A(m)  and £M by £m. 

3. The canonical form. 

3.1. Elements a G -4(1) of the form 

a = A*( l )4 
n>0 

y e 

where £n € #n(i?), will be called canonical. 

Proposition. Given  a distribution u  G E r there is a unique canonical element 

0 = A*(l) + 
n>0 

y ebb 

250 
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SUch that  fjLa = fJ" 

Proof. We have fJ>a(X) — e\{a) = £o so that we must put £o = If n > 0 we 

have 

£i(aÀ(&i)aÀ(&2) - - • a\(bn)a) = 

= 6 1 (A*(1)A(6 1 )A*(1)A(6 2 ). . . A*( l )A(6 n )A (£n) )+ 

+ £ n ( £ o , . . . , £ n - i ) ( & i ® - - - ® & n ) 

where E n(£o, • • •, £ n - i ) € £ ( B 0 T \ B)  depends only on £o, • • • , £ n - i - Remark that 

e!(A*(l)A(6i) . . . A*(l)A(6 n )A(£ n )) = Ubn ® • • • ® 61). 

We infer that £ n satisfies £ n ( & n ® - • *®&i) = ^(Xb\Xb2 . . . XbnX)-En(£o, • • •, £ n - i ) ( M 

• • • ® 6 n ) which determines £ n inductively. • 

The canonical element a in the above proposition will be called the canonical form 

of a random variable with distribution /z and we shall write f n = Rn+i(fi). 

3.2. Proposition. Let 
ak =  A*( l )4 

n>0 
Kin,k) 

k — 1,2,3 be canonical elements. Then  f i a 3 = Mai EB /x0 2 if and oniy if 

Cn,3 — £n,i 4- £n,2 

for aii n > 0. 

Proof In view of the uniqueness of the canonical form it will be sufficient to prove 

that if £N>3 = £ n >i 4- £N?2 for all n > 0 then /z a 3 = /x a i B3/xa2- Passing to A(2)  we have 

in view of 2.7 that /11 (ai) 4- /¿2(^2) ^ a s distribution / / a i EE) / i 0 2 . 

Let 

r = / i i (ai) + / i i ( a 2 ) = A * ( i e i ) 4 
n>0 

??(/i(r)(Xio+i...XX 

+ £ n , 2 ° P T 2 ) . 

Expanding 

62( l r A(6i)r . . .rA(6 n )y) and 

£i(a 3A(&i)a 3 . . . a 3 A(6 n )a 3 ) 

our assertion is obtained from the following remark. Let 

e 2 ( 5 i A ( b i ) 5 2 . . . 5 n A ( 6 n ) 5 n + i ) 

251 



D. VOICULESCU 

where each Sj  is an element of one of the following forms 

A*(l 0 1), A(/3n o p r f n ) or A(/Jn oprf n). 

Then replacing Sj  by Sj where Sj is obtained from Sj  by replacing A*(l 0 1) by 
A * ( l ) , A(/? n oprfn) (k  = 1,2) by A(/3 n) it is easy to see that 

ei(S[\(b1)S'2...Sn\(bn)S'n+1) = 

= e 2 ( 5 1 A ( 6 i ) 5 2 . . . 5 n A ( 6 n ) 5 n + i ) . 

Thus we have proved that 

RnifJLi BB / i 2 ) = Rnfai)  + Rniw) 

for all n > 1 and \ij e E#, j = 1,2. 

3.3. The rest of this section will deal with the effect on the canonical form of the mul
tiplication of a random variable by an element in B. We begin with some definitions 
this will require. 

Since B  is a B  — B-bimodule, in addition to the right multiplication £ nb by an 
element b  € B of £ n € X n(M) we also may define 6£n by 

(&£N)(mi ® * * * ® ™ n ) = &(£n(rai ® * * • ® ran)). 

Further, if M = B and 6 e B, we shall also consider 

dn(6),sn(6),^n(6) : Xn(B) - * n ( B ) 

defined by the formulae 

(DN(6)CN)(6i ® • • • ® bn) = £N(»i ® • • • ® bbn) ( n > l ) 

do(&)£o = Co (n = 0) 

(*N(6)CN)(6l ® ' * * ® bn) = btnih ® &2& ® &3 ® ' ' * ® bn) ( n > 2 ) 

(*i(6)6)(6i) = 6Ci(fci) 

so(&)£o = £0 

(an(b)en)(b! ® • • • ® 6 n ) = ® • • • ® & » « . 

Let further d(6), 5(6) : # ( B ) - » # ( B ) be given by 

d(b) = 0 n >odn(&) 

*(&) = 0n>OSn(fc). 

Note that the somewhat unusual formulae for s n(b) (when compared to d n(b)) are 
due to a certain asymmetry in our definition of A(M), X(M). 
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3.4. The reader may easily check the following formulae for £ n e  X n(B) (n  >  0) 

d( dY 5N) = y den (b en ) de 

\*(l)d(b) =  d(b)\*(b) 

and 

A(<rn(ò)£nMò = *(Ö)A(&)A(&) 

A*(1)*(6) = «(&)A(6)A*(1). 

3.5. Proposition. Let  a  be  a B-valued random  variable  and let b  G B and  let 

A*(l) + 
n>0 

A(e») 

be the canonical  form of a. Then  we have: 
(i) The canonical  form of ab is 

A*(l) + 
n>0 

Hdn(b)Çnb). 

(ii) The  canonical form of ba is 

A*(l) + 
n>0 

> ( a n ( 6 ) ^ n ) . 

Proof, (i) The random variable ab  has the same distribution like 

( A * ( l ) 4 
n>0 

,A(&))A(&) = A*(6) + X<<N?./ 

n>0 

where we have used 2.2. 

To prove (i) we must show that T  = A* (b) + n>0 A(£ nò) and Ti = A*( l ) + 

^n>0 A(d„(6)£ n6) have the same distribution in (A(l),€i).  In view of 3.4 we have 

d{b)T = TnKb) 

and hence 

£i(TA(6i) . . . rA(6„)) = (TA(6i) . . . TA(6 n )l)o = 

= (d (6)TA(6 i ) . . .TA(6„) l ) 0 = 

= ( T 1 d ( 6 ) A ( 6 1 ) . . . T A ( 6 n ) l ) 0 = 

= (TiA(6i)d(6)TA(&2) • • . T A ( 6 n ) l ) 0 = 
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= --- = (T1A(61)...Tid(6)A(6n)l)o = 

= e1(T1A(fei)...T1A(6n)). 

(ii) To prove (ii) we proceed similarly using the second group of formulae in 3.4. 
Let T  = A(6)(A*(1) + £ „ > o A(£„)) and let Tx  = A*( l ) + £ n > 0 ® ( / i ( r ) ( 6 i o + i . . X 6 i o + j l ) ) ) We have 

s(b)T = TlS{b). 

It is also easy to check that 

*(6)A(6i) = X(h)s(b). 

We have 

e i ( T A ( 6 i ) . . . TA(6n)) = ( T A ( 6 i ) . . . TA(6„)1)0 = 

= (s(6)TA(61)...TA(6n)l)o = 

= (T1A(61)S(6)TA(62)... TA(6n)l)o = 

= --- = (TiA(6i)...T1A(6n)s(6)l)o = 

= ei(TiA(6i). . .T1A(6n)). 

3.6. Proposition. Let  (A,  tp) be a  B-probability space,  let  a  E A  be  a  random 
variable and let e  € B be  an idempotent e  = e2 ^ 0. Let 

T =  A*( l ) + 
n>0 

A«n) (tneXn(B)) 

be the canonical form of  eae G A and let 

S = A*(e) + 
n>0 

y e d_(n) 

be the canonical form of  the eBe-valued random variable  eae (i.e.  eae G eAe, where 
we consider the eBe-probability space (eAe, (p(e • e)) , so  that e is the unit ofeBe and 
Vn € Xn{eBe)). Then we  have 

£n(bi ® • • • <8> bn) = rjn{ebie 0 efoe 0 • • • 0 efene). 

Proof. In view of Proposition 3.5 we have 

£n{bi ® • • •  ® bn) = e£n(ebie 0 • • • 0 e6ne)e. 
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We identify n>0 Xn(eBe) with a  subspace y C Ln>0 Xn{B) by identifying %n <E 

A^(eBe) with Cn € A^(B) defined by 

Cn(öi ® • • • ® 6«) =  Xn(e6ie <g> • • •  <g> ebne). 

Remark that Ty  C  y, A*(l)y C  y, A(£n)y C  y =tnd •A: I y = A*(e) I y. Moreover 

(TX(b1)TX(b2)T...X(bk)Ti)0 = 

= (p(eaebieaeb2e... ebkeae) = 

= (TÀ(eòie)TÀ(eÒ2e)... A(eòfce)Te)0 = 

= (5A(e6ie)SrA(e62e)... X(ebke)Se)0. 

To conclude from here that 

£n(6i ® • • • ® 6n) = Vniebie ® • • • ® e6ne) 

one proceeds by induction on n. Let 

Tn = A*(l) + 

fc=0 

n 
qqf(1= 

fn = A*(e) + 
T7.-1 

fc=U 

y ( e1) + 

Sn = A *(e) + 
fc=0 

n. 
xabbt 

Assume we proved £k{h  ® • • * ® &fc) = Vk(ebie <8> •  • •  <g> efr^e) for k <  n.  This implies 

A(&) | y = A(r/fc) | y for k < n.  It follows that 

(SnA(e&ie).. • 5nA(e6ne)5ne)0 = 

= (SA(e6ie)... SX(ebne)Se)o  = 

= (TX(bl)...TX(bn)Te)0  = 

= (Tn\(b1)...Tn\(bn)Tne)0  = 

= (fnA(61)...fnA(6n)Tne)0. 

Like in 3.1 we get from this equality 

£n(bi ® • • • ® 6n) = 7]n(ebie <g> •  • •  ®  e6ne 

(since the terms involving ryfc(fc < n) are identical). I 

3.7. The next corollary outlines a standard application of the preceding result. 
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Corollary. Let  X  ̂ (1 < i,j <  n) be free random variables  in a C-probability space 
( A , r ) . Consider  the Mn(C)-probability space  (A®.Mn(C), r ® idn) and  the  Mn(C)-
valued random variable 

X = 

l<t,j<n 

Xij ®  dj 

where eij (1 < i,j <  n) are the canonical matrix units of Mn(C). Let 

R(X«)(z) = 
n=0 

oo 
Rn + ex x £ 
£IJ ZN 

be the R-series of  X^. Then  the  canonical form A*(l) + J2k>o ofT  is  given by 

a ( M m ® . . . ® M W ) = 

l<t,jf<n 

ghha(Mm¨%POK®...®MW) = 

where M « = Ei<ij<nm$eii e M^)-

Proof. The random variables X^ ® 7n are A^n(C)-rree in (A ® A<n(C), r ® idn) and 

hence X^- ® (1 < i,j < n) are also A/fn(C)-free. Using the fact that the Ä-series 

gives the canonical form of a C-valued random variable and 3.6, we get that the 

canonical form 

A*( l ) + 

n>0 

[tin) 

of Xij  <g> eu is given by 

f]n(M{1) ® • • • ® éM= ß U n + I ^ O M ^ . . . mg* eu 

If A*( l ) -I- ]Cn>oMCn) is the canonical form of ® eÛ , then Xij  ® eij = (Xij ® 
eu)(I ® Cij) together with 3.5 gives 

C„(Af^ ® . . . ® m W ) = ^(eyM*1* ® • • • ® eijM^dj 

so that 

<„(M& ® • • • 0 M M ) = RGH^X^UUUm^mfi  • • • 

To conclude the proof it suffices to use Proposition 3.2. 

256 



NON-COMMUTATIVE OPERATOR-VALUED RANDOM VARIABLES 

4. The differential equation for EE). 

4.1. Lemma. Let T  e  A(l)  and  let  A*(l) + X)n>o^(£n) € ^ ( 1 ) t>e a  canonical 
element. Then  ifY(a) =  Ai(A*(l ) 4- en X^n>o A(£n))> w e have 

M 

dot 
£2 (A(6))(y(a) + Ä2(T))A(6)R)| t t=o = 

m—1 

n=0 fcoH \-k n+i—m—n—l 
Dd A K****A 

e1(A(6)(rA(fe))fc°A(e„((6(£1((TA(6))fe"))® 

• • • ® fei t a ( 6 K 1 )(TX ft r n + 1 

where a € C and b e B. 

Proof. The expression the derivative of which must be computed is a polynomial in 

a e  C with coefficients in which shows also the sense in which this derivative 

should be understood. 

We have Y(a)  = A*(100)4-a £ n > 0 A ( & ) where & = & o p r f \ Let r/n = A(&)6, 

S =  h 2(TX(b)) and X ( a ) = A*(60 0) + a £ n > o A(ryn). 

We have 

e2(X(b)aY(a) +  h 2(T))X(b)r) = 

= e2(X(b)(S + X(a))m) 

and hence 

A 

da 
£2 (A(6)( (y(a) + / i 2 ( T ) ) A ( 6 ) ) - U o dd 

m—1 

j = 0 
e2(Aft)(S + A*ft©0))'> • 

n>0 

;A(r/ n )(5 + A*(6 0 O ) R - 1 ^ ' ) . 

For the computation which follows one should keep in mind that £M(R)ùùùùbr = oo 
and the proof of Proposition 2.7. We have 

TO— 1 

3=0 

e2(\(b)(S +  \*(b®0)y 
n>0 

v A ( 7 7 n ) ( 5 + A * ( 6 e o ) r - 1 - ^ ) = 

j = 0 n = 0 n + f c o + -+DE 

de mi r0 a,aa 

6e 2(S f e°A*ft© 0 ) . . . Sk"-1\*(b®0)Sk"X(rin)Sm-1-j) = 

TO—1 

ro=0 fc(H h ^ n + 1 = ^ — 1 
fc0>0,...,fcn+i>0 

Ò£2(5 f c oA*(ò 0 0 ) . . . S * - 1 A*(6 0 0 ) 5 ^ ^ ( ^ ) 5 ^ + 0 = 
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771 — 

n=0 fcoH T-K n+i=M—N—L 
/e o>0,...,fc n +i>0 

tea^*0 A (»^( ( (6e 0)62(5*-) 

® ( ( 6 0O)£ 2 (5 1 ) ) )5 f e "+ 1 ) ) = 

N=0 fcoH h f c n + i = m — n — 1 
fco>0,...,fcn+i>0 

m—1 

£ i ( A ( 6 ) ( T A ( 6 ) ) f e o A ( ^ ( ( 6 e i ( ( T A ( f e ) ) f c " ) ® . . . 

® ( 6 e i ( ( T A ( 6 ) ) F C 0 ) ) ) A ( 6 ) ( T A ( 6 ) ) f e - 1 ) -

4.2. It is easy to see that the same computation yields the more general formula 

d 

zz 
2(X(b0)(Y(a) + h2(T) ) A ( 6 i ) . . . A ( 6 m _ j ) ( y ( a ) + ft2(T))A(6ro))|a=o = 

<l — J 

n=0 fcoH h f c n + i = ' " i 

ei(A(6o)TA(6i)...TA(6 f c n 

A(£n(£i(A(6fc 0+...+ f c n_ 1+ n)T ffofc^J | _ f c „ 4-rx_l)TA(&fcn_|_...4-fc„ + r r ) ) ® 

® ^i(A(6fc 0 + i)T.. . A(6fc 0 + f c l + i )TA(6 f c o + f c l +2) ) ) 

A (6fco+-+fc n +n+i ) r • • • A(6fco+. . .+fc n + 1 +n)rA(6fc 0 + . . . + fc n + 1 + n+l)) 

where bo. ... ,bm G 1 

4.3. Before passing to the differential equations we have to discuss certain formal 
series which are the analogue of formal power series when maps C —• C are replaced 
by maps B —•  B. 

Let SX n(B) C Xn(B) be the subspace of symmetric n-linear maps i.e. £n(&i ® • • • ® 
bn) = tn(baW ® • • • ® 6 a ( n ) ) for all cr G <?n. If r/ G ^ n ( B ) we denote by Sr)  G 5-V n (B) 
the element such that Sr}(b® n) =  ri(b® n). Elements of SX(B) =  Un>o s*n{B) will 
be written 

n>0 

SX(B) is a ring with multiplication such that ( £ m £ n ) ( & 0 ( m + n ) ) = U ( & 0 m ) £ n ( & 0 n ) . 
SX(B) has a natural filtering given by the powers of the ideal formed by elements of 
the form Ym>i U- If = E n > o and V = E n > i ^ then the composition <p o ̂  is 
easily seen to be well defined as follows cpoip  = £ n>oCn where 

Co = £o and if k >  1 

<* = E E u ^ ^ * 1 ) ® - - ® ^ ^ ) ) . 
m > l fciH \-km=k 

fci>l,...,fcm>l 
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The differential of ^ G SX(B) is an element of Y[n>0SC(B®n,C(B,B)) where 

SC(B®n,E) denotes the symmetric n-linear E- valued maps. If y>  = y L ^ n £ n then 

the differential is 

D<p = 

where D^n G £ ( B ^ n - ^ , £ ( B , B ) ) is such that (Z?fw(^w"10)(/') = E*=o 6 » ( & ® - y ® ft® 
Ac-times 

)9®6® •••<8)ö). 

We shall write formally also <p(b)  = En>o£n(&0n), ( I ty ) (&)[#] or (A>^)(6)[/?] anc 

n>l 

dgh<<: 

xxw::!< 

" V = 2^n>o sn and the £n s depend on a parameter t 

respect to this parameter is meant component wise. 

4.4. If /x G SEb we consider the formal series 

G Ab) = 

hen the derivative of <p with 

ssf:!; 

n>( 
> ( & W ) . 

It will be also useful to consider 

rM(fc) = 
n>0 

> ( ( X 6 ) n X ) 

so that 

GJb)=b +  bTJb)b. 

If // G Es we shall write also GM for Gs^ for TM for r^^. Also if // is a distribution 
/iT we shall write GT and I > instead of GMT and TMT. 

4.5. Proposition. Let  T G Â(l) and let  Y (a) = Ai(A*(l) + «En>oA(£n) ) € 

hi(Â(l)) . Let T(a) = Y  (a) + M T ) . Then we have GT(o) = GT and 

d 
da GT(a){b) = (DbGTM)(b)[bS(GTdsM(b))s<<<b],bbb 

where S(6) = En>oín(68n). 

Proof. If a  = 0 the equality of the terms which are of degree m + 1 in b  in the 

differential equation is precisely the equality established in Lemma 4.1. The general 

case can be reduced to the case a = 0 since in view of 2.7 and 3.2 we have 

cx:::w<<x(DbGTM)(b)[bS(GTM(b)<<x:vn:;;;:!!^ùùfff 
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4.6. Corollary. Let /i G and a = A* ( 1 ) + ] £ n > 0 A ( f n )
 o e t n e canonical  element 

with distribution /i. Then  the (5£n)n>o depend only on S/x and conversely 5/x depends 
only on  the  (5£ n ) n >o. In  particular if  /ii,/x 2 G EB then 5(/xi EB / i 2 ) is completely 

determined by  and 5/ssi2. 

Proof. Let a(a) = A*(l)s + asfs£n>0 

We have 

d 

da 
(A(6)(a(a)A(fe))m) - 6S£m-i(& ® • • • ® 6)o4 

+ F(5^,ei(A(6)(a(a)A(qqfaw6))J>,0 < j < m - 2) 

where F  is a "polynomial" of the quantities on which it depends. These differential 

equations with initial condition £i(A(o)(a(0)A(6)) m) = 0 if m  >  1 can be solved 

recurrently and we obtain that 

e i(A(6)(a(a)Aq(6)DQQ = 

= abSZ m-i(b®-qq-®b)b+ 

+ P(a,b,SZj,0  <qj  < ra-2 

where P  is "polynomial". Taking a  = 1 we see that Sfi  completely determines 

the (S£ n )n>o and also that conversely the (S£ n)n>o completely determine Sfi.  The 

assertion concerning S(/ii EB / i 2 ) follows now from 3.2. • 

4.7. The differential equation in 4.5 immediately implies the following fact: if / ¿ 1 , / i 2 G 

5EB and / i (a) G 5£B is such that SR n{n(a)) =  SR n(ni) 4- a5 i? n ( / i 2 ) then 

9 

da 
G M ( a ) ( 6 ) = (D t G M ( a ) ) (6 ) [6S(G M ( a ) (6 ) )6 ] 

where S = E n > 0 £n where £ n = 5i2 n +i(/x 2 ) . Interpreting this equation as a system of 

ordinary differential equations as in 4.6 we see that with the initial condition G^o) = 

gg we have G>(i) = G>!ffl/*2 which is completely determined by the differential 

equation. 

4.8. We shall now assume B is a Banach algebra and and hence G^  is an analytic 

function in some neighborhood of 0 G B.  This implies that the symmetric moments of 

/x viewed as n-linear maps Bn —•  B  are continuous and the formal series defining G M 

is absolutely convergent in some neighborhood of 0. For instance if T is a B-valued 

random-variable T  G A  where A  is also a Banach algebra, A  D  B with a continuous 

conditional expectation ip  :  A-+ B  then GT(b) =  £ n > 0 <p(b(Tb) n) =  <p(b(l  -  T 6 ) " 1 ) 

satisfies these assumptions. 

For the lemma which follows we shall denote by M  the set of germs at 0 G B  of 

analytic B-valued maps and we shall use the notation F _ 1 only for multiplicative 

inverses, not for inverses with respect to composition. 
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Lemma. Let I \ G  G M be  such that  G(b) =b  +  bT(b)b  near 0. 

(i) IfKeM  is  such that  K(G(b))  =  G(K(b))  =  b  near 0, then  there  is  Q  G M 
such that  K(b)  =  b+bQ(b)b. 

(ii) There  is R  G M  such  that  for some  neighborhood V  of  0 G B  we  have 
(K(b))-1 =  b-1  +  R(b)  ifbeVD  GL(B).  R  is  unique. 

Proof, (i) If ||6|| is small enough, we have 

ò = G(6)(l + r(ò)ò)-1 = G(b)(l + TiKiGmKiGib)))-1 

so that there is H  e M tor which 

Similarly there is J  6 M so that 

K(b) = bH(b). 

K{b) = 7(6)6. 

We have 

6 = G(b) - bT(b)b = G(b) - G(b)H(G(b))T(K(G(b)))J(G(b))G(b) 

so Q(6) = -H(b)T(K(b))J(b)  will do. 

(ii) Choosing V  small enough, if b € V  n GL(B)  we have 

6-1Q(6)(l + ww<<6ccc!!:Q(6))"1::!. 

= 6-1Q(6)(l + 6Q(6))"1. 

The uniqueness of R  is easily seen from the fact that R\  (V  C\  GL(B)) determines 

the germ of R  at 0. • 

4.9. Theorem. Assume  B is  a  Banach algebra  and  /x G ST>B is  such that  1^(6) is 
analytic in some neighborhood ofOeB. Let  K  and  R  be  germs of B-valued analytic 
functions at  0 G B such  that 

K(Gli(b)) =  Gfl(K(b))  =  b 

and 
K(b)~l = ft"1 + R(b) 

for b  G GL(B) in  some neighborhood of 0. Then  we  have 

R(b) = t 
n>0 

,SiWi(/x)(&®n) 
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where the  SRn+i(u) are  given by  the canonical element with distribution  /x. 

Proof. Let 

K(a,b) = + aRib))-1 = 6-1Qv(6)(l + 6Q + abRib)))'1 = (1 + abR(b))-xb 

which for 0 < a < 1 makes sense in some fixed neighborhood of 0, the last equality 
making the invertibility of b superfluous. There is a neighborhood of 0 indepen
dent of 0 < a < 1 for which K(a, b) has an inverse (with respect to composition) 
K(a, G(a, &)) = G(a, K(a, b)) = b. 

We have 
qA 

da 
-G(a,K(a,b))=0 

which with b\ = K(a, b) gives 

0 = 
d 

da 3(a,6i) + (AG)(a,6i)h6iil(6)6i] = 

sf 
d 

da 
-G(a,6i) - (UbG?)(a,6i)[6ifl(G(a,6i))6i]. 

Moreover G(0,6) = 6. Thus defining //(a) G 5EqqB by G M ( a ) ( 6 ) = G(a,6) we 
have that ^G ^a){b) =  (DbG ^a))(b)[bR(G^Q)(b))qfb] and /i(0) is the distribution of 
the 0 random-variable. In view of 4.7 this implies that G  is the generating series 
for a symmetric distribution for which the corresponding symmetric parts of the 
components of the corresponding canonical element yield the series R(b). Thus we 
have 

R(b) 
n>0 

S i W M i ) ) ^ " ) . 

On the other hand G M ( i ) = G M so that /x(l) = /i. 

4.10. We have chosen in 4.8 and 4.9 to work in the Banach algebra context where 
we work with genuine functions since this is the situation for the applications to 
computations of spectra. On the other hand the reader will not find it difficult to 
transpose Lemma 4.8 and Theorem 4.9 in the framework of formal series and general 
B where similar statements hold. 

4.11. Thus in the B- valued case the computation of //i EB//2, G ST,B is done as in 
the scalar case: one forms GH, then the inverse K/Jkj then the multiplicative inverses 

6" 1 4- RH. Then R^m^ = +  Rp 2 and from Rm®t*2  one Soes back to Km®v>2 
and G^ff l^ . 
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5. The differential equation for 

5.1. Lemma. LefcTì,. . . ,Tm e A(l), let a(r) = A*(l) + A( l ) + r 2 n > i A ( ( n ) £ A(l) 
be a canonical element and let Y(r) = hi(a(r)). Then  we  have 

d 
dr 

e2(Y(T)h2(T1)Y(T)h2(T2)... Y(T)h2(Tm))\T=o = 

P>1 JoH \-jP+i=m 

£ i (T i . . .TJOA(^p(ei(rjo4....+J- +i . . .Tjo+...+j )® 

jo>0 
ii>l,...,ip+i>l 

• • • ®£i(Tjo + i . . .Tj0+jJ))TJO+...jp+i . . .TJO+..._|_Jp+1). 

Proof. For the computation it will be convenient to put £' = £»oprfp so that \(£L) = 
fti(A(&)) and Sk  = h2(Tk) 

We have 

e2(Y(T)S1...Y(r)Sm)\T=0 = 
d 
dr 

m 

¿=1 

e2(Y(0)Sl... Y^Sm-j A(e;)5ro_j+iy(0)5m_J+2... Y(0)Sm) = 

xvd 
m 

sff 
£2((A*(1 0 0) + A ( l ) ) 5 i . . . (A*(l 0 0) + A(l))5m_,-

p>i 

^(€p)Sm-j+l • • • Sm) — 

m 

7=1 P>1 7NH h.7«=m—7 
J'o>0 

ii>l,...,ip>l 

£2(5i...57nA*(le0)S?o+i... 
*̂  70 + 71 A * ( i e o ) 

A*(l 0 0)5j0+...+jp_1+i... Sfj0+...+jpA(^)S;-(J+...+jJ,+i... Sm) = 

P>1 JcH k?p+i=TO 
J'o>0 

7l>l,...,Jp+i>l 

£2 (Si •. • Sjo\(£p(e2(Sjo+...+jp_1+i... Sjo+...+jp)® 

• • • ® £2(Sj0-f 1 . . . S'j04-j1)))5j0+...+j , ! . . . Sm) = 

P>lJoH hjp+i=m 
jo>0 

ii>l» — ,Jp+i>l 

e i ( T i . . . Tjo\(£p(ei(Tjo+...+jp_1+i... Tio+...+Jp)® 

* * * ® £i(TjQ+i... Tj0+j1)))Tj0+...+jp+1... TJ0+...+Jp+1). 

5.2. Corollary. Let  T e A(l), let 

fl(r) = A*(l) + A( l ) + r 

n>l 
A « „ ) € Ä ( 1 ) 
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be a canonical element and let Y(r)  = /ii(a(r)). Then  we  have 

d 
dr 

•e2' ( (A(6)y(r)f ta(r)) m ) | r =o = 

p>ljoH h?'p+i=m 
io>0 

ji>lv,ip+i>l 

£ l (A (6 ) ( rA (6 ) )^A(^( e i ( (TA (6 )^ ) ® . . . 

® e i ( ( r A ( 6 ) ) ' 1 ) ) r ( A ( 6 ) r ) i ' + 1 - 1 ) 

where 6 e B and r € C. 

5.3. Proposition. Let  T €  Â(l)  and let 

r ( T ) = fti(A'(l) + A(l) + 7 
n>l 

Atf»)) 6 ¿(1). 

Let T ( t ) = y (T ) f t 2 (T ) . Then we have 

d 
dr 

[brT(T)(b))\T=0 = (A(6r T ( o)))(6)[6(e(r T ( 0 )(fe)6))] 

where 6(6) = £n>i£«(&®"). 

Proof. The proposition is obtained from Corollary 5 . 2 by looking at the terms which 

are degree m in b.  • 

5.4. The use of differential equations in the study of the operator S relies on viewing 

wwxbn { M € Ев I ß(X) = 1} 

as a kind of infinite dimensional Lie group with respect to multiplicative free convo
lution and to identify the solutions of the differential equations: 

d 
dr 

(x(r)(Xb1...Xbm) = 

(*) 
P>lio+—+ip+i=m 

30 >o 
ji>l,...,jp+i>l 

/ i ( r ) № . . . X 6 j o 

£p((M^)№o+--+j P - i+ i • • • ^ i o + . . . + i p ) ) ® . . 
® ( / i ( r ) ( X 6 i o + i . . . X 6 i o + j l ) ) ) 

xxw®(/i(r)(xxxX6ixxxo+i...X6io+jl)))ddd 

with the integral curves of right-invariant vector fields on this group. Here /x(r) £ 
S I , B , £P £ ^ P ( - B ) and the equations are obtained from those in Lemma 5 . 1 by taking 
Tj =  TX(bj)  with T  a function of r and / i (r) the distribution of T. 
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5.5. Before looking at the differential equations let us note a few facts aboutxs dddddh 

The set E I } B has an obvious affine space structure. Denoting by E^g the set of n-th 

order distributions (i.e. the restrictions of distributions to noncommutative monomials 

biXbzX ...  b mXbm+i of degree m < n)  it is easily seen that (E^s , is the inverse 

limit of groups (E^g, E3n). We shall denote by /ii the distribution of 1, which is the 

neutral element of (Ei}s,E3) and by ^ the corresponding n-th order distribution. 

It is easily seen that if //, v e  E I , B then 

(fi®v)(b1Xb2X...brnXbrn+1) = 

= /i(6lX62 • • • Xbm+l) + v(blXb2 . . . X 6 m + l ) + 

+ F ( / / n - 1 ) , i / ( n ~ 1 ) ) 

where F{^n x \ u^ n *)) depends only on ^n v^ n x \ Note also that H n is a poly

nomial map in the sense, that if Vi, V2 C E ^ are finite-dimensional affine subspaces 

then there is an affine subspace V3 C E ^ such that 

and the map 

Vi S n V 2 C V3 

V1xV2-^ V 3 

defined by S n is a polynomial map of degree < n.  A more careful inspection of the 

map defined by G3n, also yields the following fact which we record as a lemma, the 

proof of which is left to the reader as an exercise. 

5.6. Lemma. Let  V\,V 2 C E^g be  ünite-dimensional affine subspaces. Then  there 
is a. ßnite-dim&nsinnal affine snhsnare W C y^nl such  that 

V2cW and  Vx E N W C W. 

With these preparations we are ready to study the free exponential. 

5.7. Definition. The free exponential is the map 

fexp : 

n>l 

Xn{B) - E I , B 

defined by fexp((£ n ) n >i) = /x(l) where /x(r) satisfies (*) with initial condition /¿(0) = 

Pi-
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5.8. Proposition. 
a) The map fexp is a bijection. 
b) If  /x(r) satisfies (*) with initial condition /i(0) = 1/ G £ I , B , then 

1/(1) = fexp((í„)„>i) В V. 

Proo/. a) Denote by /i(r; n) the element (&i<g>- • -®6n) —• n(r)(Xbi... X6n) of Xn(B). 
The system of differential equations (*) for the /x(r; n) can be solved recurrently. It is 
easily seen by recurrence that the right-hand side of (*) is a polynomial in r of degree 
< m  with zeroth order term 

<<<::://QSQQddCqqmqq—1dqqq 

while the higher order terms depend only on £i,..., £m_2. This easily gives that fex 
is a bijection. 

b) It will suffice to prove that 

lim /XZ(n;r) = /i(r) 

where 
Z(n;r) = / i n + i ^ ^ / n ) ) . . . ^ ^ / ^ ) ^ ! ^ ) , 

T G A ( l ) has \IT — v  and / i i , . . . , /in+i are the homomorphisms A(l)  —• A(n + 1), 
corresponding to the canonical summands in Bn+1. Note indeed that this means 

MZ(n;r) = ®(/i(r)(Xsss,::6io+i...X6io+jl)))qq 

n-times 
and that for the special case T = A(l), fir — Mi we also get 

lim (vY(T/n))®n = fexp((£n)n>i) 
71—>-00 V ' ' ~ 

In all these considerations, the limits make sense in view of Lemma 5.6. Indeed, by 
Lemma 5.6 we have that for fixed &i,..., 6m and all n 

V<Z(n,T)(Xbi ... Xbm) 

takes values in a fixed finite dimensional vector subspace of B. The limit is with 
respect to the usual topology of this finite-dimensional complex vector space. 

To prove the assertion we have to use again Lemma 5.6. Let Vi,V2 C T>\ g be 
finite-dimensional affine subspaces, such that 

»y{t) e vi for all r G C 
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and iÁm>, ßl1' € V2. Let W  be as in Lemma 5.4. Then 

D(j) : W — W 

is a polynomial map of bounded degree, depending polynomially on r  € C and such 

that D (0) = \dw-  The first m  equations (*) describe in view of Lemma 5.1 precisely 

the integral curves of the vector field on W  defined by 

d 
dr 

D(r)w\T=o at w  e W. 

In this context, where all the maps etc. are polynomial it is immediate that 

lim (Z?(r/n))ni/(m) = (/x(r))(m) 
n—KX) 

which is the desired result. • 

5.9. Proposit ion. The  symmetric part  5/x(r) of  a solution of (*) depends  only  on 
the symmetric parts  (S^n)n>i  and  on the symmetric part  Sfi (0) of  the initial  data. 
In particular,  there  is  a  map  fexp : Yln>1 SXn(B)  —• S E B , I (the  free  symmetric 
exponential) such  that 

(/i()6io+i...X fexp Eß,l 

5 

/i(r)X6io+i..X6io+jl))) 
fexp 

SZBA 

S 

is a commutative diagram  and fexp is  a bijection. Moreover  H fa) depends  only 
on Sfii  and  Sfa. 

Proof. For the first assertion it is clearly sufficient to show that the system of differen

tial equations (*) yields a system of differential equations for 5/x(r), which completely 

determines Sa(r) for a given initial condition and which involves only the symmetric 

parts of the £n. Such a system of differential equations is provided by the equations (*) 

with 61 = • • • = bm-i = b and 6m = 1. To see that this system involves only the sym

metric parts of £p, note that the sum inthe right-hand side sum of (*) when restricted 

to fixed p, j0 and is a sum over ji >  1,... ,jp  >  1, j i + • • • + jp = m - jo - Jp+i-

The permutation group C?p acts on this set of p-tuples (j\ ,..., jp) and the partial sums 

over its orbits involve onlv svmmetrizations 

, £p(Ä,(l)®"-®Är(p)) 
WXV 

where . . . ,(3P G B, which are completely determined by S£p.  In turn, the partial 

sum for fixed p, j i , . . . ,jp  is a sum of the form 

ß(r){ßXbXb ...X)  +  ß{r){XbßXbX... bX)+ 
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••• + n(r)(XbXb...Xb(3X) = 
= 0fi,(T)(XbX  ...bXbX)+ 
d 
de' 

u(T)(Xb(l +  e0)Xb(l +  £/?)... Xb(l + e/3)X)\ £=0. 

This concludes the proof of the first assertion (an alternative proof could have been 
based on 5.3 and 4.6). The existence of the map fexp is an immediate consequence. 

To see that fexp is a bijection, remark that 

d 
drr 

\x(j)(XbX...XbX)-

- U - i ( 6 ® " - ® 6 ) = 
= right-hand side sum of (*) restricted t o l < p < m — 2 

and hence this difference depends only on S£\,..., S£m-2- The last assertion is now 
an immediate corollary in view of 5.8. • 

5.10. Remark. The differential equations for 5/z(r), in view of the preceding propo
sition and of Proposition 5.3 can also be written in terms of "generating series" in the 
form: 

d 
dr (BTsuMib)) = 

= (A(6r S M ( T ) ) ) (6)[6 (E(R S M ( r ) (6)6)) ] 

where 

W/i(rSSS)6io+i.6io+jl))) 

n>0 
,Sn(T)(b(Xbr) 

and 

0(6) 
n>l 

W<<<?./ 

This differential equation can also be used to compute the symmetric multiplication 
free convolution 

WW<.?//%% 

provided we compute (fexp)D<<W// 
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6. Computation of spectra. 

As we mentioned in the introduction the results concerning the operation EB provide 
a method for computing spectra of left convolution operators in l2(G)  where G  = 
Z * Z is the free group on two generators gi,g2-  Actually the same ideas provide a 
method for dealing with more complicated groups obtained by taking free products 
with amalgamation. We shall however stick here to the case of Z * Z since we think 
this particular example will suffice to explain our approach. 

6.1. Let Y  = YlgeGc9^(9) where cg  G C, cg  ^ 0 only for finitely many g  G G  and 
where A is the left regular representation of G on l2(G). To compute the spectrum of 
Y we have to provide a method for deciding whether Y  —  zl is invertible for a given 
z € C. Since Y —  zl is of the same form as Y  we may state our problem as deciding 
whether Y  is invertible. 

6.2. We recall one of the standard algebraic tricks with matrices. 
Let A  be a ring and let co, •. •, cn and ui,...,un  be elements in A.  Let further 

V =  Co + Ylk=i ckUk  . . . tii and yp =  cp  +®(/i(r)(X6io+i... ckuk . . . tip+i- Then in the ring 
KA„ 1 1 (A) of (n.A-W  X (n.A-W matrirfts nwr A wp lmvfi: 

1 
0 0 

1 

'v c 
1 

Vo 1. 

1 

0 

0 

-Un 1 / 
C0 CI 

—Ul 1 

0 

0 

-un 1 

This identity shows that y is invertible if and only if the matrix 

co ci . . . cny 
-ux 1 0 

E -Un 1 

is invertible. 

6.3. Let C*(G) be the reduced C*-algebra of G. An application of 6.2 to the element 
Y in 6.1 with A  - C; (G) , y = y, Ci € C, € { A ^ A ^ A t e r 1 ) , * ^ 1 ) } shows 
that given Y  there is q G N and there are aj ,(3j G .M9(C), ( j = ±1) and 7 G Mq(C) 
with afj, /? j and q  depending on {g  G G | c5 ^ 0} and 7 a first order polynomial 
function of the cg,  such that: (Y  invertible) (a_i 0 A(#fJ) 4- c*i ® A(<7i) 4- 0 
Af^T1) + 0i® A(<72) 4 - 7 0 1 invertible). 
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6.4. It will be convenient to make one further matrix transformation so as to be in 
the self-adjoint case. With the notations of 6.3 put 

a = a-i ® \{gx l) + ot\ <g> A(#i) + 7 <g> 1 

6 = ^_1®A(p2-1) + /3i®A(^2). 

Then we have 

I a 4- b invertible) <=> 
0 

X +B 
D 

0 invertible 

So denning X\ = 
0 
a* 

a 
0 and X2 = 0 

6* 
b 
0 we have 

(y invertible) 4* (Xi + X2 invertible). 

Moreover 

Xj = x; e  M2q(C) ® c*(A(5i)) c M2g(c) ® c ; ( G ) 0 = 1,2) 

and if {# € G I cp ̂  0} is a fixed finite set then X2 is constant and X\ is a first order 
polynomial in cg and cg(g  G G). Also only ^(gf1) appear in the expression of Xj. 

6.5. Let B = M2g(C),  A  = M2q(C)  ® Gr*(G), A, = M2g(C) ® G*(A(^)) c A and 
: A —• M2q(C) the conditional expectation = id <8>r where r is the canonical trace 

on C*(G). Then {A\, A2} is a free pair of subalgebras in (A, tp) and hence {Xi,X2} 
is a free pair of A129(C)-valued random variables. It is especially easy to compute 
GXJ since Aj ~ M2q(C) ® G(T). Using the results of section 4 we have a method for 
computing Gx!+x2(6) = - (Xi + X2)b)-1) for 6 G M2q(C)®(/i(r)(X6io+ Note that 
Tr29 o<£ is faithful on A so that taking b = z/2(?® J, 2 G C and Tr29(Gx14Of2(z^29®-0) 
gives us the generating series for the moments of X\ + X2 with respect to a faithful 
trace on A.  Solving this moment problem one gets the spectrum of X\ 4- X2 and 
hence the possibility of deciding whether X\ + X2 is invertible. 

7. Dual algebraic structures. 

This section deals with the necessary adaptations that have to be performed in our 
considerations in [10] in order to fit the J3-valued case. 

7.1. The basic ideals to replace the category of unital pro-C*-algebras in [10] by some 
other category. Corresponding to the two cases: the purely algebraic one when B is 
just a unital algebra over C and the G*-algebraic one when B is a unital G*-algebra, 
we will consider the categories CB and respectively C%. 
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CB is the category of unital algebras A over C containing B as a subalgebra B <-̂ > 
A , the inclusion being unital and the morphisms are homomorphisms for which the 
diagrams 

Ai 

B 

A2 

are commutative. 
CB is the category of B-pro-C*-algebras, i.e. unital C*-algebras (A, || | | ) with 

1 G B C A and endowed with a family of C*-seminorms (|| ||a) a e I indexed 
by some directed set / so that ||6||a = ||6|| if b G B and a < /3 \\x\\a < IMI/?> 
||x|| = supaG/ ||x||a if x G A and moreover 

A\ = lim Aai 
aei 

where the subscript 1 is for the unit ball and Aa is the quotient of A by the ideal 
annihilated by || ||a. Morphisms in C*B are morphisms of unital pro-C*-algebras (see 
1.4 in [101) A —» A' making the diagram 

A 

B 

A ! 

commutative. 

7.2. A dual algebraic structure is an algebraic structure in a category as defined in 
Chapter IV, §1 of [2]. We examined in [10] what a dual group structure means in the 
category of unital pro-C*-algebras. In CB and C*B we have a similar situation. 

Let fi,j,x be the binary, unary and miliary operations defining the dual group 
structure on A. Here 

A x 

n 
is commutative. 

Also the free products with amalgamation over C have to be replaced by free 

products with amalgamation over B. Thus ¡1 : A —> A*A. If i e Cg, this free 

product is defined as follows: it is the inverse limit of the C*-algebraic free product 

with amalgamation A 
a * A(x. 

B 

7.3. If A G CB the state space of A denoted by S(A) is the set of conditional 
expectations ip : A —• B. If A G C*B then S(A) is the set of conditional expectations 
ip : A —* B such that ||y>(a)|| < ||a||a for one of the seminorms of A. 
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If ipj G S(Aj) (J  = 1,2) then there is a unique <p G S(A\  * J42) such that <p(ai... an) = 
0 whenever ak  G A3(k),  j(k)  G { 1 , 2 } , <pm{ak)  =  0, j(k) ^  j(k  + 1) (1 < k  < n  - 1) 
and cp  |  Aj =  (fj. 

Uniqueness of <p follows from 1.3 both in the C# and C*B  cases. Existence of <p in 
the Cg  case is obtained from §5 of [7]. 

o 
The existence of <p in the C#-case is seen as follows. Let A3- —  k e r ^ and Dn  = 

{ ( n , . . . , tn) | tj G {l ,2} , i fc ^ 1 < j <  n, 1 < k  < n - 1}. Then we have 

Ai*A2 ^ B 
B n>0 (T1,...,Tn)GDn 

Ah <g>B Ai2 ® B • • • ®B Aln 

and we define (p  as the projection onto the B-summand. 
We shall denote <z> by cpi *  y>2. 

7.4. If (A, j , x) is a dual group in C B or C # (actually dual semigroup would suffice) 
and if (pi ,(f2 £ S(A)  then {<p\,ip2)  (fi@ip2  = (<£>i * <p2) o /x defines a semigroup 
structure on S(A)  with unit x-

7.5. In C B there is a dual group structure on B(X) defined by 

B(X) A B(X)  *B  B(X) ~  B{XUX2) 

p(X)=X1 +  X2, j(X)  =  -X 

and xihXbi ... 6n_iX6n) = 0 if n > 1 and x(&) = &• Then S(B(X))  = EB and 6 is 

Similarly in C £ a corresopnding dual group is A = R<c,nc * c -B (with the notations 
of 5.1 [10]) and since (R<c,nc *cB)*B (R<c,nc * c B) =  (R<c,nc * c Rc,nc) * c B we define 

\i from the dual operation of R<c,nc-
It is easy to construct similar examples for other dual groups considered in [10] by 

taking free products with B. 

7.6. There axe also examples of a somewhat different nature involving tensor products. 
For instance let B\X]  be the polynomials in X with coefficients in B (X  and b  G B 
commute) and let 

ti(X) =  X1 + Xi 

where Xj axe the two images of X in B[X] *B B[X], j(X) =  -X  and x(bXn)  =  0 if 
n > 0, X(b)  =  b. 
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8. The 5-valued Central Limit Theorem. 

The f?-valued central limit theorem for free random variables is an immediate 
consequence of the properties of the canonical form. 

8.1. Definition. A random variable a is called B-semicircular if its canonical form 

is 
A*(l) + À(6>) + A(6). 

The distribution of such a random variable is also called J5-semicircular. The B-
semicircular random variable is centered if cp(a) = 0 (equivalently if £o = 0). 

8.2. Since this paper concentrates on algebraic aspects, we will use the weakest kind 
of convergence for distributions. Clearly, there is a lot of room for improving the 
convergence side in our central limit result. 

Definition. Let B be a Banach algebra and /i,/xn : B(X) —•  B  (n G N) 2?-valued 
distributions. We shall say \xn convergence pointwise to /z if for every P G B(X) we 
have limn-,00 \\fin(P) - fJ>(P)\\  = 0. 

8.2. Remark  It is easy to see along the lines of 3.1 if {pt)iei is a family of B-valued 
distributions (B  a Banach algebra) with canonical forms 

A*(l) + 
n>0 

xw<<:: 

then the following two conditions are equivalent 
(i) there are constants Co,..., Cn such that 

sup\\ßl(Xb1X...bkX)\\<Ck\\b1\\...\\bk\\ 
c€l 

for all &i,. . . , bk G B, 0 < k < n. 
(ii) there are constants Do,..., Dn  such that 

sup ||&|4(6i ® • • • ® 6fc)ll < Dk\\bi\\... ||6fc|| 

for all 6 1 , . . . , bk E J3, 0 < k < n. 

8.3. Remark. Assume B is a Banach algebra, are B-valued distributions (j  G 
N) and assume the equivalent conditions of 8.2 are satisfied by (/Xj)jeN- Then the 
following are equivalent: 

0) lim ft (XbiX... bkX) = ix(XbiX... bkX) 
j—>oo 

for all 0 < k < n and 6i,..., bk G B. 

(Ü) lim £kJ(bi ®---®bk) =  Zk{h ®---®bk) 
7—K30 

for all 0 < k < n and 6i,..., bk G B. 
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8.4. Theorem. Assume  B is a Banach algebra  and  CLJ (j  € N) is a B-free sequence 
of random variables,  such that 

1°. <p(aj)  =  0, j € N 
2°. there  is a bounded linear map rj: B —• B such that 

lim n 1 
n—>oo L<J<n 

ip(ajbaj) = 7/(6) 

3°. there are constants Ck (k > 1) such that 

sup M A J & I O J . . .6fca})|| < Cjfe||&i||... ||&fc|| 

Let Sn  = n 1^2(ai H 1- an). Then the distribution of Sn converges pointwise to 
the semicircular distribution with canonical form 

A*(l ) + A ( » ) . 

Proof. Let 
A ' ( l ) + 

fc>0 

W<</ 

be the canonical form of dj. We have 

6 u = 0 ( j e N ) 

lim n"1 
n 

XV 

??./ (6) = 77(6) 

s u p | | £ N | J - ( & I ® . . . 0 k O | | < C ? n | | 6 i | | . . . | | M ( n > 1) 
i€N 

for some constants Cn (n G N) . 
Let 

A*(l) + 
XXC 

XA??. 

be the canonical form of Sn. It follows from 3.2 and 3.5 that 

r7fc,n = n - ^ / 2 ( C M + --- + 6,n). 

Clearly 77o,n = 0, 

lim 7/I,N(&) =7/(6), 

||»7fc,»(6i ® • • • ® M I L < CFCLLM • • • ||6fc||»-(fc-1)/2. 

and 
| |m,»(6)LL<Ci | |6||. 

In view of 8.3 and 8.2 this implies that the distribution of Sn converges pointwise to 
the distribution of 

A*(l ) + A(„) 

i.e. to a J5-semicircular distribution. 
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