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Ergodic Actions of Compact Matrix 
Pseudogroups on C*-algebras 

Florin P. Boca 

Dedicated to Professor Masamichi Takesaki 
on the ocasion of his 60th birthday 

Let G be a compact group acting on a unital C*-algebra M. The action is said to 
be ergodic if the fixed point algebra MG reduces to scalars. The first breakthrough in 
the study of such actions was the finiteness theorem of H0egh-Krohn, Landstad and 
St0rmer [HLS]. They proved that the multiplicity of each 7r £ G in M is at most dim(7r) 
and the unique G-invariant state on M is necessarily a trace. When combined with 
Landstad's result [L] that finite-dimensionality for the spectral subspaces of actions of 
compact groups implies that the crossed product is a type / C*-algebra (and in fact, as 
pointed out in [Wal] is a direct sum of algebras of compact operators), the finiteness 
theorem shows that the crossed product of a unital C*-algebra by an ergodic action of 
a compact group is necessarily equal to ®,/C(W,). 

The study of such actions was essentialy pushed forward by Wassermann. He devel
oped an outstanding machinery based on the notion of multiplicity maps, establishing 
a remarkable connection with the equivariant A'-theory. This approach allowed him to 
prove, among other important things, the strong negative result that SU(2) cannot act 
ergodically on the hyperfinite II\ factor [Wa3]. 

The aim of this note is to study ergodic actions of Woronowicz's compact matrix 
pseudogroups on unital C*-algebras, extending some of the previous results. In this 
insight we prove in §1 the analogue of the finiteness theorem. More precisely, if G — 
(A,u) is a compact matrix pseudogroup acting ergodically on a unital C*-algebra by 
a coaction a : M —> M ® A such that CT(M){\M ® A) is dense in M ® A, then 
there is a decomposition of the *-algebra of cr-finite elements into isotypic subspaces 
Mo = © a € g ^ a 5 orthogonal with respect to the scalar product induced on M by the 
unique <T-invariant state w. Moreover, the spectral subspaces Ma are finite dimensional 
and dim(.Ma) < M^, Ma being the quantum dimension of a £ G. If the Haar measure 
is faithful on A, then Mo is dense in the GNS Hilbert space Hu. 

Although w is not in general a trace, we prove the existence of a multiplicative 
linear map 0 : Mo —> Mo such that u(xy) = u(0(y)x) for all x £ M,y £ Mo and 
0 is a scalar multiple of the modular operator Fa when restricted to each irreducible 
cr-invariant subspace of the spectral subspace Ma. 

The crossed products by such coactions are studied in §2 where we prove, using 
the Takesaki-Takai type duality theorem of Baaj and Skandalis [BS], that they are 
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isomorphic all the time to a direct sum of C*-algebras of compact operators. As a 
corollary, if a compact matrix pseudogroup with underlying nuclear C*-algebra acts 
ergodically on a unital C*-algebra Af, then M follows nuclear. 

We are grateful to Masamichi Takesaki for discussions on [BS] and [Wor], to Gabriel 
Nagy for valuable discussions on this paper and related topics and to the referee for 
his pertinent considerations. Our thanks go to Magnus Landstad for his remarks on 
a preliminary draft of this paper. After a discussion with him, I realized that the 
dimension of the spectral subspace of a is bounded by M^, improving a previous rougher 
estimation. 

§1. The isotypic decomposition and finiteness of multiplicities for ergodic 
actions 

We start with a couple of definitions. 

Definition 1 ([BS]) A coaction of a unital Hopf C*-algebra (A,AA) on a unital C*-
algebra M is a unital one-to-one *-homomorphism a : Ai —> A4® A (the tensor product 
will be all the time the minimal C*-one) that makes the following diagram commutative 

M a M ® A 
(T idM <g> A A 

M® A 
<r®idA Ai ® A® A 

A C*-algebra AÍ with a coaction a of (A,AA) is called an A-algebra if a is one-to-
one and CT(A4)(IM ® A) dense in AÍ ® A. 

Definition 2 The fixed points of the coaction a : M —> M ® A are the elements of 
M° = {x € M \ a(x) = x (8) I A}- The coaction a is called ergodic if M.a = Clj^. 

We denote by Al* the set of continuous linear functionals on A4. 

Definition 3 <f> € M* is called a-invariant if 
(<f> <g> tf>)(<r(x)) = (<í>® ^){x ® 1A) = il>(U)<l>(x) for all ij> € A*. 

Let G = (A,u) be a compact matrix pseudogroup group with comultiplication 
: A —> A ® v4, smooth structure A and coinverse K : A —• A (cf [Wor]). Then A* is 

an algebra with respect to the convolution <j>*ip = (^(g^JA^, <j>,if> G A* and there exists 
a unique state h on A, called the Haar measure of G, so that (j>* h = h * </> = (j>(\A)h 
for all <j) € A*. Let M be a unital C*-algebra which is an A-algebra via the coaction 
a : M —> M ® A and consider 0 = (idM ® h)a. 
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Lemma 4 i) 0(x) G Ma for all x G M. Moreover 0 is a conditional expectation from 
M onto Ma. 

it) If a is ergodic, then 6(x) = UJ(X)\M and U> is the only a-invariant state on M. 

Proof, i) Note that 

a(0(x)) = <r((idM ® h)(a(x)) = (a ® h)(cr(x)) 
= (idM ® id>A ® h)(<r ® id^)(cr(x)) 
= (id** ® *«U ® h)(idM ® AA)(a(x)) 
= (idM ® (ià>A ® h)AA)(a(x)), x e M. 

Since (idA ® /i)(A^(a)) = h * a = /i(a)l^, a G A ([Wor, 4.2]), we obtain further : 

(0i 0 if>2)((idM ® (idA ® h)AA)(y ® a)) 
= (0i ® 02)(y ® («k ® fc)(AA(a))) 
= (il>i®i/>2)(y®h(a)lA) = Mym(^A)h(a) 
= (0i ® ifo)((idM ® h)(y ® a) ® 

for all y G A4,a G A,0 a G wM*,02 € A*. Therefore for x G -M,0i G .M*,02 € A* 
we have : 

(01®0 2)(*(0(*)) = (0i ® i>2)((idM ® h)a(x) ® 1A) = (01 ® 02)(^(X) ® U) 

and consequently cr(0(a;)) = 0(x) ® 1,4 for all x e M. 0 is a norm one projection 
since 

= (idM ® h)((j(x)) = (¿¿^1 ® A)(x ® 1) = x G Ma. 

ii) Let 0 G A*. Then we get for all x G M : 

(a; ® 0)(<7(z)) = (WA* ® AW® tb)(a(x)) 
= (idM ® tp)((idM ® A)cr ® ic/i4)((j(x)) 
= (idM ® ij))(idM ® /i ® idj4)((<7 ® id^)cr(x)) 
= (¿¿A4 ® il>)(idM ®h® idA)((idM ® AA)a(x)) 
= (idM ® i>)(idM ® (A ® idA)AA)(cr(x)) 
= 0 ( U ) ( ^ ® = 0(UM*), 

therefore a; is a <r-invariant state on M.. Finally, assume that <j> is a or-invariant state 
on M.. Then for all x G -M : 

<Kx) = fa® = ^((WjM ® h)((r(x))) = m*)) = *w*)iM)=v(x). 

Remarks. 1). The proof of the previous statement doesn't use the faithfulness of 
a but only the equality (cr ® idA)cr = (idj^ ® AA)cr. 

2). Since the tensor product of two faithful completely positive maps is still faithful 
[T], it follows that if a is one-to-one and h is faithful on A, then u is a faithful state on 
M. 
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3). Although one can easily pass from a compact matrix pseudogroup to the reduced 
one, which has faithful Haar measure, as indicated at page 656 in [Wor], it turns out 
that the Haar measure is faithful in several important examples (e.g. on commutative 
CMP, on reduced cocommutative CMP or, cf. [N], on SU^(N)). 

Denote by Ww the completion of M with respect to the inner product (x,y)2 = 
w{y*x) and let M acting on Ji^ in the GNS representation. Consider the C*-Hilbert 
module Hw ® A with the A-valued inner product (xu ® a,yw ® b)A = u>(y*x)b*a, for 

G M, a, 6 G A, which can be viewed as M ® A in the Stinespring representation of 
the completely positive map u ® id A- Define also V : ?i w ® A —* Hw ® A by : 

(a(x)(l„ ® a),a(y)(l„ ® b)) Xi G M,di G A. 

Lemma 5 V is a unitary in C{HW ® A) = M(JC(Hu,) ® A) (the multipliers of the 
C*-algebra JC(HW) ® A) and a(x) = V(x ® 1A)V*, X G M. 

Proof. For any <f> G A*, a, 6 G A, denote by <j>(a · b) G A* the linear functional 
<j>(a - b)(x) = <j>(axb), x G A. The cr-invariance of u> yields : 

M(u) ® idA)((lM ® b*)<r(x)(lM ® a)) = {u® cj>(b* · a)){a(x)) 
= </>(6* · a)(lA)u{x) = 0(6*a)a;(x), x G M,a,b € A,(¡> e A*, 

therefore we have for all a, 6 G A,x,y G M : 

(V{x(JJ®a),V(yUJ®b))A = (a(x)(l„ ® a),a(y)(l„ ® b))A 

= (UJ® idA){{lM ® b*)a(y*x){lM ® <*)) = u(y*x)b*a — (xw ®a,yu® b)A 

and V follows isometry on 7iw 0 A. Furthermore V is unitary since G{M){\M ® A) 
is dense in M ® A and the relation V(x ® 1A) = <7(x)V, x G A4, is obvious. 

Definition 6 ([BS]) A corepresentation of the Hopf C*-algebra (A, A^) is a unitary 
V G C{HV ® A) = M(JC(Hv) ® A) such that 

Vl2Vl3 = (idC{Hv)®&A)(V). 

All the corepresentations throughout this paper will be unitary unless specified 
otherwise. Note that in the case when dimHv < oo V is called in [Wor] a (finite di
mensional) representation of the quantum matrix pseudogroup G = (A,u). Thus the 
representations of the quantum matrix pseudogroup G = (A, u) are the corepresenta
tions of (A, AA) and we will call them simply the corepresentations of A. 

Lemma 7 The unitary V from Lemma 5 is a corepresentation of A. 
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Proof. Let T = {idC(H„) ® &A)(V) G C{HW ®A®A) = M{K{HJ) ® A ® A). Since 
l w ® IA is fixed by V, then ( V ^ ® l>t),x* ® I A) A = M**) ® *^)(V r) = and 
consequently : 

(w(x-) ® ic?i4(8)>1)(zc?£(Ka;) ® AA)(V) = M * 0 ® A A )(V) 
= AA(Hx')®idA)(V)) = AA(u(x)lA) = u>(x)l AQA, x g M. 

Then, for any a, a', 6, V G A : 

(Tfiu, ®a®b),x„®a'® V)A = (u ® idA®A)((x* ® a'* ® b'*)T(lM ®a®b)) 
= (a'* ® V)((u(x*-) ® idA9A)(T))(a ® b) 
= u(x*)a'*a ® U*b = (lw ® a ® 6, xu ® a' ® 6%, 

therefore T( l w ® a ® 6) = ® a ® b. Furthermore, since T is unitary, we also have 
T*(l„ ®a®b) = lu®a®b and for any x G M, a, b G A : 

Vi2 Vi 3(xw 0 a ® 6) = Vi 2(^)l3(la,® a® 6)) = (o- ® id )̂((r(a:))(lU; ® a ® 6) 
= (td^ ® Ai4)((7(x))(lü, ® a ® 6) 
= T(x ® U ® ® a ® 6) = T^Xc® a® 6). 

Remark 8 Let W G C(Hw ®A) be a corepresentation, Hv C be a closed subspace 
ofHw and denote by P the orthogonal projection from Hw onto Hv- If (P ®idA)W = 
W(P®idA), then V = W(P®idA) G C(Hv®A) is by definition a subcorepresentation of 
W. Clearly VL = W(PL ®idA), where PL = Ic(nw) ~~ P> ^s a^so a subcorepresentation 
ofW. 

For V G M(K(Hv)®A) and p € A* define as in [Wor] Vp = (idC(nv)®p)V G C(HV)-
Then Lemma 6 yields for any /), p' G A* : 

VpVp, =(id®p)(V)(id®pf)(V) = (id®p®p')(V12V13) 
= (id®p® p'Mid® AA)(V) = (id®(p*p'))(V) = Vp*p,. 

One checks immediately as in [Wor, 4.3] that E = 14 is the projection of Hv onto 
the subspace {£ G Hv \ VP£ — p(l>i)£ , V/9 G A*} of all V-invariant vectors of W^-

The tensor product of the corepresentations V G C(Hv ® A) and W G £(Ww ® A) 
is defined as in the finite dimensional case by V 0 W = V13VK23 G ® ® A) 
and is still a corepresentation since 

(id®AA)(V®W) = (id® AA)(V 1 3)(«d® AA)(WÌ3) 
13 — (VQW)12{VQW)1S. 

When dimHw < 00, Wc denotes as in [Wor] its contragradient corepresentation, 
acting on the conjugate Hilbert space H'w. 

Lemma 9 / / the Haar measure is faithful on A and V G M{K{Hv) ® A) is a corepre
sentation of A such that (V 0 ac)h = 0 for all a G G, then V = 0. 
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Proof. Denote da =dim(a). Then a = £ e t J ® u t J G -4, where {etj}i<tj<dQ 

da _ 
is the matrix unit of C(Ha) and a c = £ efj ® tx̂ * G ® -4· I f &¿ denotes the 
linear functional on C(H'a) defined by <t>ij(^li) = 6ik6ji we obtain for all <j> G C(Hv)* : 

(<¿> ® &¿ ® idA)(idc(Hvma) ® 0 « c) = M ( ^ ® « ^ ) ( V K * ) . 

Since {tig-}^. 
,j<da,aeG 1S a lmear basis in .4, then h((<f>® idA){V)a) — 0 for all a G -4 

and therefore for all a G A But h is faithful on A hence ® ̂ ^ ( V ) = 0 for all 
<t> G £(Wy)* and therefore V — 0. 

Corollary 10 ^ //" £fte Haar measure is faithful on A, then there are no irreducible 
infinite dimensional corepresentations of A. 

ii) All the finite dimensional corepresentations (not necessarily unitary) of A are 
smooth (compare with a related question at page 636 in [Wor]). 

Proof. i) Let V be an infinite dimensional corepresentation of A on Tiy- By the 
previous Lemma, there exists a G G such that (V 0 ac)h ^ 0. Pick a nonzero element 
S G Ran(F®ac)/ l. Since a is finite dimensional, S G Mor(a, V). But KerS is a-invariant 
and a irreducible, thus S is one-to-one and we get the V-invariant finite-dimensional 
subspace Ran5 C Wy, contradicting the irreducibility of V. 

ii) Consider now a finite dimensional corepresentation V of A, not necessarily uni
tary. The statement in the previous Lemma holds true, thus either V is completely 
degenerate or there exists a G G such that (V 0 ac)h ^ 0 and 0 ^ S G Mor(a, V). It 
follows that Hv contains a V-invariant subspace JC — Ran.? and V |/c is equivalent to 
a, therefore it is smooth, irreducible and nondegenerate. By [Wor, Prop.4.6] K has a 
V-invariant complement and the process continues until we write Tiy as a direct sum 
of linear subspaces Hv = ®iHi ® Ho, e a c n subspace being V-invariant, V \ni being 
equivalent to a corepresentation from G and V \n0 completely nondegenerate. 

The statements in the previous Corollary are implicit in S. L. Woronowicz, Tannaka-
Krein duality for compact matrix pseudogroups, Invent. Math. 93(1988), 35-76, as the 
referee informed as. 

For any a G G consider as in [Wor, §5] /)« G A*, pa(o) = Mah((fi * xa)*a). Then 
Pa * Pß = baßpa for all a, ß G G. Therefore, if U G M(K(Hu) ® A) is a representation 
of A, Pa = UPa = (idc(Hu) ® Pa){U) are mutually orthogonal projections, but they 
are not self-adjoint in general. Consider also the bounded linear maps Pa : M —• 
Pa(x) = (idM ® Pa){&{x))- Then we have for all x G M : 

PaPß(x) = (idM ® P*)(v({idM ® P0)(<7(x))) 
= (idM ® pa)((idM®A ® Pß){? ® idA)Mx))) 
= (idM ® pa){(idM®A ® pß){idM ® Ai4)(cr(x))) 
= (ldM ® ¿>a(¿<Ü ® /0/?)Ai4)(cr(x)) 
= (¿¿A4 ® (/>a * pß)){<r{x)) = 6aßPa(x). 
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We denote by Ma the closed subspace Pa(M) of M, a e G and call it the spectral 
subspace associated with a. 

The following lemma contains a couple of properties of the functionals pa G A*, 
aGG. 

Lemma 11 i) MQ

c = M*a for all a G G. 
ii) (h ® pßc ® pa)(AA(a)i2AA(b)13) = 0 for ali a,b e A,a ^ ß in G. 

Proof, i) Let x G Ma. Then x = (idM ® pa)(a(x)) and we have to check that 
x* = [idM ® pac){&(x*))' Obvious computations which are implicit in [Wor, 5.6] show 
that (/i * xac)* = X a * /_! and Ma = Mac, where Ma = f-i(xa) = /i(x«), therefore we 
have for any a G A : 

pa(a) = Mah((fx * XaYa) = Mah(a*(fi * xa)) 
= Mah(a*(fi * xa * /_! * fx)) = Mah((x«*f-i)a*) 
= Mah((h * Xac)*a*) = Mach((fi * xac)*a*) = pac(a*). 

This shows that x* = (idM® Pa)(&(x))* = (^A 1® /9 ac)(<j(x)*) = (idM®Pac)(<7(x*))-

ii) Since 5pan{W7J}1<T J < d 7 € g is norm dense in A it is enough to take a = u]j,b = ukl 

for some 7,0 G G and to remark that : 

(h ® />0c ® pa)(AA(ul)12AA(u
e

kl)13) 

= (Ä ® ® Pa)( E E TL7RTLJ, ® 11?; ® LIF,) 
r=l s=l 

= E E h(uiruks)Sßc^6rjSaeSsi 
r=l3=1 = = h(ul*u°kl) = 0. 

Corollary 12 u>(i^(t/)*Pa(z)) = w(Pa(x)P (̂y)*) = 0 for all x, y G -M, a ^ ß in G. 

Proof. Denote x 0 = Pa(
x),yo — Pp(y)- By the previous lemma Xq G RanPac and 

t/J G RanP^c Then we obtain : 

a(x0) = (j((idM ® pa)(<r(x))) = (idM®A ® pa)(idM ® AA)(a(x)) 
= (idM ® (idA ® pa)AA)(<r(x)) 

and the similar relations for the pairs (XQ, a c), (yo, /?), (y£, /3°). The cr-invariance of 
u) and the previous relations yield : 

u(yoxo) = (u> ® h)(a(y*)a(x0)) 
= (w ® A)((Û*A< ® (*'<k ® P^A^My*)) (^A< ® (¿¿,4 ® pa)AA)(a(x))), 
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which is equal to 0 by Lemma 11 ii) since we have for any a, 6 G A : 

h({idA ® Pßc)(AA(a))(idA ® /9a)(A^(6)) = (Ä ® ftje ® /9 a)(A^(a) 1 2AA(6) 1 3) = 0. 

The equality o;(x0yo) = 0 follows similarly. 

The previous corollary actually shows that the spectral subspaces Ma<> a G G 
are mutually orthogonal with respect to both scalar products (x,y)2,w = w(y*x) and 
(#,2/)i,a/ = u(xy*) on M. 

The next statement is the analogue of the decomposition of a representation of a 
compact Lie group into isotypic subrepresentations. 

Proposition 13 i) The spectral subspaces Ma, a € G are a-invariant. Moreover 

Cr(Ma) C Ma ® Aa = Span{Xij ® ufj \ Xij € Ma, 1 < i J < da} 

and if V is a finite dimensional a-invariant subspace of Ma, then a is the only irre
ducible subcorepresentation of a \y. 

ii) Any finite dimensional subspace of Ma is contained in a finite dimensional a-
invariant subspace of Ma

in) If the Haar measure is faithful on A, then Mo = span{Ma | « G G} is dense 
in the Hilbert space H^. 

Proof, i) Remark first that 

a(Pa(x)) = cr((idM ® Pa)(<r(x))) = (idM®A ® P*)(idM ® AA)(a(x)) 
= (idM ® {idA ® Pa)AA)(a(x)), x G M. 

Since (idA ® /o a)(A>i(A|) C .4« it follows that o~(Ma) C M ® Aa- Using again the 
density of span {A/3 \ /3 G G} in A and the equality 

(Pa ® ldA)(AA(t4)) = «a/jtlg = (tdx ® f)a){AA(u^)), 

we obtain (p a ® idA)AA = (¿¿,4 ® p a)A^ and furthermore 

(Pa <g> ίάΑ)(σ(χ)) = ((idM (g) ρα)σ ® idA)(a(x)) 
= {idM ® Pa® idA)(cr ® zdi4)(<j(x)) 
= (¿¿AI ® Pa ® idA)(idM ® AA)((T(X)) 

= (¿¿AI ® ® zdi4)Ai4)(i7(a;)) = <r{Pa(x)h x e M. 

This shows in particular that cr(Ma) C A4 a ® A*« If V C -M a is finite dimensional 
and cr-invariant, then a |y contains only copies of a since (z'd̂ f ® pa)(a(x)) = x, x G V. 

ii) It is enough to prove that for any x G Ma, there exists Vx C Ma finite dimen
sional a-invariant space that contains x. Set Vx = {(idM ®/ ? )( c r ( x )) I P € ^*}? subspace 
of jM a which contains £ since x = (id^t ® pa)(a(x)) and is finite dimensional since 
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da 

o~(x) = E Xij ® u?j for some x t J G Ma> Therefore Vx C span{xij | 1 < i,j < da} and 

finally Vx is <j-invariant since for any p, p' € A*, x £ M. we have : 
{idM ® pf){cr((idM ® p)Mx))) = (idM ® p'){(idM®A ® p)(idM ® AA)(a(x))) 

= (idM ® p'((idA ®p)o AA))(cr(x)) = (idM ® (pf * p))(cr{x)). 

iii) One can easily check as in the case when both corepresentations are finite di
mensional that for any a G G and any corepresentation V G C(Hv ® A) of A we still 
have: 

Mor(a,V) ={ieHv®H,

a=C(H0l,Hv) \(VQa%i = p(lA)i, fyGA*} 
= (VOac)h(Hv®K). 

Assume now that Mo ^ Hw. Then, since U is a subcorepresentation of U it 
follows that there exists V G C(Hv® A) corepresentation of A with 0 ̂  Hv C H^QMo-
By Lemma 9 there exists /3 G G such that (V © f3c)h ̂  0 and we find a nonzero 
S G C(Hp,Hv) with (S ® idA)/3 = V(S ® idA). Since KerS is ^-invariant and /? 
irreducible, S follows one-to-one. But RanS is a finite dimensional V-invariant subspace 
of Hv, thus /3 ·< V. Since Hv is orthogonal to Mo we have (idc(np) ® Pa)((3) = 0 for 
all a G G, therefore /? = 0 by [Wor, 5.8]. But a is one-to-one, thus V is nondegenerate 
and we get a contradiction. Consequently Mo — Hu. 

Proposition 14 Mo is a *-algebra and MaMp C span{M1 | 7 •< a © /?} /or a// 
a,/? GO. 

Proof. Fix a,/3 E G,ua e a,up e /3 and W a C .M a , W/? C -M/? irreducible finite 
dimensional cr-invariant subspaces. Let {et}i<t<<fa and { / r } i< r <^ be orthonormal basis 

in Ha and respectively such that cr(et) = E (8) i*?- and <r(/r) = fs ® uSr-
j=l 3=1 

The restriction of <j to W a (respectively to Hp), Va : Ha —> Ha ® A (respectively 
VpiHp -+ Hp(8)A)implements ua (respectively i / ) . Then V : Ha®Hp Ha®Hp®A, 
V(x®y) = Va(x)i3Vp(y)23 = o~(x)i3a(y)23 implements u a0u^. Consider the onto linear 
operator S : Ha ® Hp —> spanHaHp, S(x ®y) = xy. Since : 

Vía® fr) = da *ß 
E E e,-/. ® ujit*fr = 
7=13=1 

( 5 > j ® t i ^ ( E e , ® t £ ) 
7 = 1 3=1 

= cr(e t>(/ r) = cr(e t/ r) = aS(ei® /r), 

the following diagram is commutative 

Ha® He 
v 

Ha® Hp® A 

S S <8> ic/̂  
spanHaHp σ spanHaHp ® .4. 
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Therefore S G Mor(ua 0^,(7 \spanHaHp) and any irreducible sub corepresentation 
°f & \spanHaHp should appear in a © /?, hence decomposing the last corepresentation into 
irreducible components we get MaMp C span{M1 \ 7 •< a® /3}. M0 is *-closed since 
Ma

c = M*a by Lemma 11. 

Denote by Hh the completion of A with respect to the scalar product (a,b)2th = 
h(b*a), a, 6 G A and consider VK(xu; ® a^) = (<r(x)(lA4 ® a))(l„ ® 1^), a: G M,a G A. 
Clearly W G >C(Wo, ® W/J is a unitary. Since pa = Mah((fi * x«)*-) and /1 * x a G A, it 
follows that / ) a G C(Wh)* and /?a coincides on C(Hh) with the vector form Aftt( (/i* 
X«)/i)2,/i- Therefore it makes sense to consider p(a) = (idc(nw) ® Pa)(W) G £(7^)· A 
straightforward computation yields for any x, y G : 

(Pa(a?L,yu;)2 = "(y* PJx)) = u(y*(idM ® pa)(a(x))) 
= U>((idM ® ft,)((y* ® UMx)) ) 
= (o;®/> a)((y*®l AW:r)) = (w(y*.) ® h(Ma(fi * xa)*-)M*) 
= ® U), y« ® M a ( ( / ! * X„)*)fc>2 
= {W(XW ® U), yw ® M a ((/ i * Xa)*)fc>2 

= U>((idM ® ft,)((y* ® UMx) = (P(A)(*u/),yu/)2. 

We obtain : 

Remark 15 Pa extends to the bounded operator p(a) G C(7iw) and p(a) is a projection 
from 7iu onto Tia = {xw \ x G Ma}. Moreover, it is easy to see thatp(a) is self-adjoint. 

Lemma 16 £ < * 2 K i ) = SpqlA 

i=l 
= E K 2 K K 

¿=1 
for all a G G, 1 < p,q < da. 

Proof. Using the antimultiplicativity of K and K(U?J) = uj* we obtain : 

= Σ>Κ)«Χ,·) 
t=l = Σ > Κ ) « Χ , · ) 

t=l = Σ>Κ)«Χ,·) 
t=l 

= « ( É « ( u 5 K ) = ^ 

X X « p ) < 
I'=l 

da 
= Z) , c K¿ , c Kp)) = ¿P91^-

t'=l 

Theorem 17 If G = (A,u) is a compact matrix pseudogroup and M is a unital C*-
algebra with an A-algebra structure given by the ergodic coaction a : M —> M ® A, then 
the spectral subspaces ftAa are finite dimensional and dimMa < 
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Proof. Let a 6 G and fix ua G oc acting on Ha and an orthonormal basis £ 1 , £ j Q in 

Ha such that ua(£i) = E £r ®u^. Let V i , V ; v C Ma be mutually ( , orthogonal 
r=l 

irreducible a-invariant subspaces and let Uk £ £ (W a ,Vfc ) , 1 < < N be unitaries 

such that crUk = (Uk <8) ¿ ¿ 4 ) 0 * . Denoting e j ^ = it follows that e¥\...,e^ is an 

orthonormal basis in \4 and 

(1) 
o(ei

(k)) = I 
E 
r=l 

er

(k) O uri, 

thus 

o 
da 

E 
i=l 

ei

(k) ei

(l)*) = da 

E 
t,r,s=l 

er

(k) es

(l)* O uriusi = 
da 

E 
r=l 

W ® ^ 

and 
da 

E 
t=l 

e ! f c ) e p € C I * . 

Moreover, the equality (Fa 0 id^ja — accFa and the previous Lemma yield : 

o 
dQ 

E 
t=l 

ei

(k)* ulFa Ul (ei

(l))) = <7 
da 

E 
t=l 

ei

(k)*UlFa(Ei)) 

= 
da 

E 
t=l 

<r(e\k)'№F¿lUt®idA)á*tti) 

da 

E <j(e} ) da E 
s=l 

ei

(k)* ulFa Ul (ei

(l))) O k2(usi) 

da 

E 
r,5 = l 

ei

(k)* ulFa Ul (ei

(l))) O 
da 

E 
¿ = 1 

uri* k2(usi) 

da 

E 
r=l 

ei

(k)* ulFa Ul (ei

(l))) O 1A, 

thus 

(2) 
dn 

m 
¿ = 1 

ei

(k)*UlFa Ul(ei

(l)) = da 

E 
t=l 

e^UlF-iUr{e<J)))lM 

= 
da 

E 
t=l (U,F?Ur(4%4ki)2*,ÍM 

= 8klTr{F-l)lM = 6kiMaìM. 

Since the modular operator Fa associated with ua is positive ([Wor, 5.4]), the matrix 

C - ((F~l£i,£j))ij € Matda(C) is positive definite. 

Denote C 1 / 2 = (A t-A,-, xri = 
da 

E 
i = i 

\Tjef and X = (xri)ri € M a t d a ^ ( 7 W ) . Then 

da 

• J 
¿ = 1 

ei

(k)*UlFa Ei = 
da 

E 
t j= l 

<^ ,6.6>ei') ,e?) = 
da 

E T~.\ . e <*K(0 -
da 

E 
r=l 

xrkxrl, 

or in other words X*X = M a 7 in M 0 M a t N ( C ) . This yields XX* < MaI in 

M ®Matda(C). 
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Consider the positive linear functional </> £ MatdQ(C)*, <j>(Y) = Tr(C 1Y), Tr being 
the normalized trace on Mat^Q(C). Then 

IMI = 4>{i) = Tr{c~l) 
da 

= Be-1),-,- = Ì,{Fati,ti) = Tr(F0) = Ma 

i=l 
and the last inequality yields : 

Ml > \\u> ® cj>\\ · \\XX*\\ > (u> ® <t>){xx*) 
da N 

= E E <f>(eij)w(xikXjk) 
i,j=l k=l 

= E . .E Xtj{C-l)iiKu(e^eik)m) 
k=l i,j,r.s=l 

N da .,V t,. 
= E E w ( e ' ) ^ ) 

Jfc=l r=l N da „ 
- E E ||e *)||t. 

fc=l r=l 
This inequality plays a crucial role since it shows that if Wa C Ma is a <r-invariant 

subspace and AjyQ the positive invertible operator on Wa (with respect to ( , ) 2 j U J) such 
that (AWa(x),y)2v = (x,y)iw x,y € W a , then 

(3) T r (A^) < Ml 

Consider now a finite-dimensional <7-invariant subspace W C Mo and let A\y be 
the unique positive invertible operator on W with (Aw(x),y)2,v = (a;»J')i,w» X,V €. W. 
Since (Af 0 ) •M,(?)i,u/ = 0 f° r o; ̂  /3, it follows that Aw invariates each spectral subspace 
Wa of W and 

(4) Tr(Aw) = Σ Tr{AWa) < Σ M I 
Ot<W OL<W 

If in addition Aw is *-invariant and Ja; = x*, x G M, then 

(JA^Jx,y)2,„ = (y*,Aw{x*))i,u; = (y*,«*)2,u; = (̂ ,y)lfd; = (Aw{x),y)2fUn x,y ew. 

Therefore J Aw J = Aw and in particular if A is an eigenvalue of Aw with multi
plicity mA, so is A - 1 with the same multiplicity. It follows that 

(5) Tr(Aw) = ^mxX 
A 

= m i + ^ 2 + ̂  1 ) ^ m i 
A>1 

+ £ 2 m A = diro(W0-
A>1 

Finally let V C A4<* be a finite-dimensional a-invariant subspace. Since V* C Ma

c it 
follows that W = V + V* is cr-invariant. If a is self-conjugate, then W C W = W* 
and therefore dim(V) < dim(W) < M\. In the case when a ^ ac in G the sum V+V* is 
orthogonal and by (4) and (5) we get 2dim(V) = dim(W) < M^ + Mjc = 2M*. 

The next statement describes the modularity of u>. 

Proposition 18 There exists 0 : Mo —> A^o linear multiplicative map such that 
u(xQ(y)) = u)(yx), x € M,y € Mo- Moreover 0 invariates all the irreducible cr-
invariant subspaces of Mo and is a scalar multiple of the modular operator Fa on such 
a subspace of Ma for all a £ G. 
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Proof. Let V\.Vjy be the mutually orthogonal irreducible <j-invariant subspaces 
of Ma and let , . . . ,e^ be an orthonormal basis in Vk (d = dim(ct)) such that 

<r(4k)) = E 4*} ® <·, I < i < d,l < k < N. Then E c|fc)c{°* € M°, therefore 
r=l t=l 

there exist \ k l G C, 1 < fc, / < iV such that E ej^ef* = XMIM- The matrix A = 
t=l 

(^ki)i<kj<i,N is positively definite, hence there exists a unitary S = (ski)i<kti<N G 
MatN(C) and Ai,...,A# > 0 such that SAS* = diag(\i,A^). Replacing e)^ by 
E 5 f c p e} p ; we get : 
p=l 

(6) 
TueV = Σ «(ej*>ef Je? 

1 < Jfc, / < JV. 

Fix now 1 < kj < N and consider Tkl : Vk -> V/, Tw(a:) = E w(xtf*)ef, x G Vk. 

Combining the cr-invariance of a;, the orthogonality relations (5.25) in [Wor] and (6) we 
get for 1 < i < d : 

TueV = Σ «(ej*>ef Je? = E («®A)(4*)eW*®t,-.««f)cf 

aT* = ^-(r({idM <g> /i)a) aT* = ^-(r({idM <g> /i)a) 

= ^ E / i ( t i S i ) ^ ) = ^ ^ / i ) W e f } ) ) , 

thus Tfc/ = ® /1) o or. We check now that Tk = Tkk G Mor(a \vk,°cc 

The previous formula for Tk yields : 

aT* = ^-(r({idM <g> /i)a) At 
= Jf(idM ® ((/l ® ^)A A ))<7 

and 

(Tfc ® id^a = -~-((idM ® /1)^ ® *d>i)a 
At 

= j ^ ( W A 4 ® ((/l ® t<k) A^))*. 

Since /c2(a) = /_i * a * /i, a G -4 we also have : 

(idM ® K2)(idM ® (idA ® /1) o A^)(y ® a) = y ® « 2 ( / i * a) = y ® (a * /1) 
= (id^ ® (/i ® tcM o A^)(y ® a), y G .M,a G A 

hence (T* ® idA)a = (idM ® /c2)crTfc = a^T* on V*. 
But Mor(a,acc) = {XFA | A G C}, therefore ^(c^cj. 0*) = o\/A'fc(Fa)j.. Comparing 

the previous relation with (7) we get : 

(ei

(k), ej

(l)) 1,w = ws(ei

(k) ej

(l)) At 
= Jf(idM ® ((/l ® ^)AA))<7 
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thus u>(xy*) = 6kiv(y*Q(x)) = w(y*S(x)) for all x e Vk,y e V}, where we let 
0 \vk= M^Fa £ £{Yk)- The orthogonality of the spectral subspaces AAa implies now 
that uj(xy) = u>(yQ(x)) for all x G M0,y G AA. Clearly 0 is linear by definition and 
follows multiplicative by the previous equality. 

§2. The structure of the crossed product 

Using the finite dimensionality of the spectral subspaces AAa we prove that the 
reduced C*-crossed product Af = M xa A (as defined in [BS]) of a unital C*-algebra 
Ad by an ergodic coaction of a compact matrix pseudogroup G = (A, u) with faithful 
Haar measure /i on A, turning AA into an A-algebra, is isomorphic to a direct sum 
of algebras of compact operators, generalizing Proposition 2 in [L] and Corollary 2 in 
[Wal, §1.4]. The main ingredient is the Takesaki-Takai duality type theorem of Baaj 
and Skandalis and the line of the proof follows Wassermann's one for the case when 
A = C(G), the commutative C*-algebra of continuous functions on a compact group G 
and Af = AA xa G. 

Remark first that A is an A-algebra via the comultiplication : A —> A ® A, that 
is ergodic and that h is the A^-invariant state on A. Denote H = Hh and consider 

as in Remark 15 the operator V G C(H ® H), V(ah ® bh) = (AA(a)(lA ® b))(lh <g> U), 
a, b G A. Then V is a biregular irreducible multiplicative unitary. Moreover, the partial 
isometry U (no relationship with the unitary associated to the coaction a in §1) in the 
polar decomposition T = U \ T \ of the closure of the preclosed operator T0 defined by 
To(dh) = K(a)h, a G A is a unitary on H with U2 = In- In fact UXK = (fi * «(#))/i? 
x G A and (7i, V, [/) is a Kac system (see [BS, §6]). Consider the reduced C*-crossed 
product Af = M x„ A, defined in [BS, §7] as the C*-algebra generated by products 
of type <TL(X)(1a ® p{w)), x G AA,w G £(W)*. Then, there exists a dual coaction 
a = &Mx ^ o n N\ which transforms this way into an A-algebra. Let A acting in 
the GNS representation of h on H and denote (TR(X) = (ICIM ® AdU)((j(x)^, x G M, 
A (a;) = (2c?£(W) (8) a;)(V), a; G Then, by Theorem 7.5 in [BS], M xa A identifies 
with the norm closure of span{aji(x)(lj^i (g) A(a;)) | x G A4,u> G £(W)*}, AA (g) K,(7i) 
with the closure of span{crji(x)(\M ® A(a;)a) | x G A^,a; G £(W)*,a G A} and denoting 
cr'(a: ® k) = V23 (̂̂ )I3(1M ®k® l ^V^ , x G AA, k G fC(H), the double crossed-product 
((AA xa A) x~ A, a) is isomorphic to (Al ®/C(W),a') as A-algebras. Moreover, the last 
two equalities in the proof of that theorem show that via the previous identification 
AA x(TAc{M®K{H)Y'. 

The proof of the structure of the crossed-product will make use of the next Lemma: 

Lemma ([Wal, §1.4]). Let A be a (not necessarily unital) C*-algebra with an ap
proximate identity pi < pi < ... consisting of finite rank projections (i.e. dim(piApi) < 
oo). Then A is isomorphic to a direct sum of algebras of compact operators. 

Theorem 19 Let G — (A, u) be a compact matrix pseudogroup and let AA be a unital 
C*-algebra which is an A-algebra via the ergodic coaction a : AA —> AA ® A. Then 
AA X0Á~®ÍK{HÍ). 
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Proof. Replacing A by its reduced C*-algebra, the crossed product M xa A is still 
unchanged (we owe this remark to the referee), thus one may assume that that the Haar 
measure is faithful on A. For each a G G consider the projections p(ct) from H onto Ha 

defined in Remark 15. Since p(a) — (idc(n) ® Pa){V) and pa G C(H)* it follows that 
p(ct) G A. But M is unital, therefore \M ® p(a) G N= M xa A. Since £ p(a) = 1̂  

in the strict topology, it follows that writing G = UnFn with card(Fn) < oo we get an 
approximate unit p n = p(.Fn) = £ p(a), n > \ oi N. Finally we check that each 

cr€F„ 
p(Fn) has finite rank, or equivalently that dim(p(a)Np(7r)) < oo for all a , i G G. Since 
IM ® p(«) G and AT C (M ® we obtain : 

p{a)Np(ir) C p(a)(A4®/C(W))'V(<) C(>l®j>(a)£(?0pM)^ = (Μ®£(Ηπ,Ηα))σ'. 

If a 0 ^ G is fixed, then a1 |.Mac w0) 1 S a corepresentation of A that coincides 
with the tensor product corepresentation a \j^c ®a0 \c(Hn,Ha) a n d therefore 

( « W ( W ) ® h)(a'(Mco ® C(Hr,Ha))) = Ran(a \Mc 0σ ο \c(Hn,H*))h 
= Mor((T |A<C,(7O |£(W 7 R,KQ))T-

Since there are only finitely many ao G G that appear in cr0 \c{H1tyHa)'> the space 
(.M®£(W,r,Wa))a' = (idM®h)(a\M®C(Hi<,'Ha))) follows finite dimensional. 

Remark 20 Although we didn't use it in proving the last theorem, it is easy to check 
that in fact M x a A = (M ® JC(H)Y via the realization of the crossed-product in 
M®K(H). 

This is the case since the canonical conditional expectation E = (idM®K{H) ® h)crf 

carries total sets in M ® /C(W) onto total sets in (A< ® fC(H)Y . In particular the set 

S = {E{aR(x)(lM ® A(w)a)) I x G M,u G C{H)*,a G A} 

is total in (Af ® tC(7i)y'. But the formula for a1 and (irf̂  ® ft)A^(a) = h(a)\A 
a G A, yield for any x G A1,u> G £(W)*,a G A : 

£(<TR(Z)(U< ® A(w)a)) 
= (idM®)C(H) ® /0((<^(*)(Ui ® A(w)) ® U)(Uf ® A^a)) 
= flrÄ(x)(l^ ® \(U>))(1M ® (idc<n) ® A)AA(<0) 
= Ä(a)<7Ä(x)(lA< ® A(u>)), 

therefore S C M x a A. 

Let i? and C be unital C*-algebras, G = (A, w) be a compact matrix pseudogroup 
with A nuclear and a : C —» C ® A be a unital *-morphism. By the associativity of the 
maximal tensor product and the nuclearity of A, the diagram : 
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B ®raax C 
â = ids ®max <T 

B <8>max (C ® A) = (B ®m a x C) ® A 

d t¿fl®mMC ® = idg ®max (¿dC (g AA) 

B <8)max (C (8) A) = (B ®m a x C) ® A 
max 

(B ®max C) ® A ® ;4 = B <g>max (C ® i4 ® A) , 

is commutative although a may not be one-to-one in general (note that <7©maxid,4 = 
idB®meLx(or®idA)). But Lemma 4.1 i) holds true in such a case, thus E = (idB®m!LXc®h)d-
is a conditional expectation from B ® m a x C onto (B ©max C)d and it turns out that 
E = ids ©max E, where E = (idc* © ̂ )<7 is conditional expectation from C onto C°'. In 
particular, this shows 

Remark 21 (B © m a x Cf = B © m a x Ca. 

The next statement, whose proof follows the line of [Wa2, Lemma22], shows that if 
A is nuclear, then M itself follows nuclear. 

Proposition 22 Let (Ai,a) be an A-algebra such that M. xa Á and A are nuclear 
C*-algebras. Then M is nuclear. 

Proof. We prove that given any unital C*-algebra JE?, the natural *-morphism 6 
that maps B ©max M onto B © M is one-to-one. 

Consider the coaction a' : M^K(H) —> M®K,(H)®A and define as in the previous 
remark & : B ©max (M © K,(H)) -> B © m a x (A4 © K(H)) © A. 

The map 0 = 9 © i d ^ ) : 5 © m a x ( X © K(H)) -+ B®M® K(H) is A-equi variant, 
i.e. (zc/jg©^7)© = 0<r' and using the canonical conditional expectations onto fixed point 
algebras 

E? :B®m^{M®K,{K)) •(£<8W (A4® £(«)))'' = B®nax(M®K{K)f 

and 

EiiB®°' :B®M® fC(H) (B® M® lC(H))idB®°' = B ® (M ® K(W))'\ 

we get 0E°' = EidB®°'Q. Consequently 

{Ker6 ® K(H)f' = Ker(B ®max{M®iC{H)r' B®(M®K{H)Y'). 

Since (M ®K{H)Y' ~ M xa Â is nuclear, it follows that (Ker6 ®tC(H)f' = 0 and 
therefore KerO = 0. 

Corollary 23 If G = is a compact matrix pseudogroup, the C*-algebra A is 
nuclear and M. is a unital C*-algebra which is an A-algebra via an ergodic coaction, 
then M is nuclear. 
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