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FRACTIONAL SOBOLEV INEQUALITIES: 
SYMMETRIZATION, ISOPERIMETRY 

AND INTERPOLATION 

Joaquim Martin, Mario Milman 

Abstract. — We obtain new oscillation inequalities in metric spaces in terms of the 
Peetre K—functional and the isoperimetric profile. Applications provided include a 
detailed study of Fractional Sobolev inequalities and the Morrey-Sobolev embedding 
theorems in different contexts. In particular we include a detailed study of Gaussian 
measures as well as probability measures between Gaussian and exponential. We 
show a kind of reverse Polya-Szego principle that allows us to obtain continuity as a 
self improvement from boundedness, using symmetrization inequalities. Our methods 
also allow for precise estimates of growth envelopes of generalized Sobolev and Besov 
spaces on metric spaces. We also consider embeddings into BMO and their connection 
to Sobolev embeddings. 

Résumé (Inégalités de Sobolev fractionnaires : symétrisation, isopérimétrie et inter
polation) 

Nous démontrons de nouvelles inégalités d'oscillations dans des espaces métriques 
qui s'expriment via la fonctionnelle K de Peetre et le profile isopérimétrique. Cela 
permet une étude détaillée des inégalités de Sobolev fractionnaires. Nous en dédui
sons aussi une démonstration du théorème de plongement de Morrey-Sobolev dans 
différentes situations. Nous donnons en particulier une étude détaillée de mesures 
gaussiennes ainsi que de mesures de probabilités entre gaussiennes et exponentielles. 
Nous démontrons un principe de Polya-Szego inverse qui donne un résultat de conti
nuité à partir de certaines majorations. Nos méthodes permettent aussi d'estimer 
précisément la croissance d'espaces de Sobolev ou de Besov généralisés sur des es
paces métriques. Enfin nous considérons des plongements dans des BMO et leur liens 
avec des plongements de Sobolev. 

© Astérisque 366, SMF 2014 
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PREFACE 

This paper is devoted to the study of fractional Sobolev inequalities and Morrey-
Sobolev type embedding theorems in metric spaces, using symmetrization. The con
nection with isoperimetry plays a crucial role. The aim was to provide a unified 
account and develop the theory in the general setting of metric measure spaces whose 
isoperimetric profiles satisfy suitable assumptions. In particular, the use of new point-
wise inequalities for suitable defined moduli of continuity allow us to treat in a unified 
way Euclidean and Gaussian measures as well as a large class of different geometries. 
We also study the role of isoperimetry in the estimation of BMO oscillations. The 
connection with Interpolation/Approximation theory also plays a crucial role in our 
development and suggests further applications to optimization... 

The authors are grateful to the institutions and agencies that supported their 
research over the long course of time required to complete this work. In particular, 
the second named author acknowledges a one semester sabbatical provided by FAU. 





C H A P T E R 1 

I N T R O D U C T I O N 

In this paper we establish general versions of fractional Sobolev embeddings, in
cluding Morrey-Sobolev type embedding theorems, in the context of metric spaces, 
using symmetrization methods. The connection of the underlying inequalities with 
interpolation and isoperimetry plays a crucial role. 

We shall consider connected, measure metric spaces (fi, d, ¡1) equipped with a finite 
Borel measure ¡1. For measurable functions u : Q —> R, the distribution function is 
defined by 

Vuit) = p{x e Q : u(x) >t} (t e R). 

The signed decreasing rearrangement of u, which we denote by i£*, is the right-
continuous non-increasing function from [0,//(f2)) into R that is equimeasurable 
with u; i.e., u* satisfies 

fjLu(t) = n{x e Q : u(x) >t} =m({s e [0,//(fi)) :m({s e [0,//(fi)) > t}) , t € R 

(where m denotes the Lebesgue measure on [0, The maximal average of ^* is 

defined by 

w<<<^ù 
x;:!^$$$w< 

1 

t '0 

< 
u;(s)ds, (t>o). 

For a Borel set A C Q, the perimeter or Minkowski content of A is defined by 

P(A: Q) = lim inf 
xww 

¡1 ({x £ : d(x, A) <h}) - fx (A) 
h 

The isoperimetric profile In(t),t £ (0,//(fi)), is maximal with respect to the in
equality 

(1.1.1) IMA)) < P(A;Sl). 

From now on we only consider connected metric measure spaces whose isoperimetric 
profile IQ is zero at zero, continuous, concave and symmetric around /x(fi)/2. 



2 CHAPTER 1. INTRODUCTION 

The starting point of the discussion are the rearrangement inequalitiesx<<of <[<70] 
and [71], where we showed that (2\ under our current assumptions on the profilex<< 

for all Lipschitz functions / on ft (briefly / G Lip(Q))<<, 

(1.1.2) \f\;*(t)-\f\;(t)<<< 
t 

c<<< 
^ù*$ 
vw<< 

<< 
^ùm 

0<t< n(Q), 

where 

|V/(x)| = lim sup 
d(x,y)—>0 

№ * ) - № \ < < 
d(x,y) 

In fact, in [70] we showed that (1.1.2) is equivalent to (1.1.1). 
Since the integrability properties do not change by rearrangements (i.e., integra-

bility properties are "rearrangement invariant"), rearrangement inequalities are par
ticularly useful to prove embeddings of Sobolev spaces into rearrangement invariant 
spaces (3). On the other hand, the use of rearrangement inequalities to study smooth
ness of functions is harder to implement. The main difficulty here is that while the 
classical Polya-Szego principle (cf. [60], [15]) roughly states that symmetrizations are 
smoothing, i.e., they preserve the (up to first order) smoothness of Sobolev/Besov 
functions, the converse does not hold in general. In other words, it is not immediate 
how to deduce smoothness properties of / from inequalities on /* . From this point 
of view, one could describe some of the methods we develop in this paper as "suitable 
converses to the Polya-Szego principle". 

As it turns out, related issues have been studied long ago, albeit in a less general 
context, by A. Garsia and his collaborators. The original impetus of Garsia's group 
was to study the path continuity of certain stochastic processes (cf. [42], [41]); a clas
sical topic in Probability theory. This task led Garsia et al. to obtain rearrangement 
inequalities for general moduli of continuity, including Lp or even Orlicz moduli of 
continuity. Moreover, in [40], [44], and elsewhere (cf. [43]), these symmetrization 
inequalities were also applied to problems in Harmonic Analysis and, in particular, to 
study the absolute convergence of Fourier series. From our point of view, a remarkable 
aspect of the approach of Garsia et al. (cf. [44]) is precisely that the sought continuity 
can be recovered using rearrangement inequalities. In other words, one can reinter
pret this part of the Garsia-Rodemich analysis as an approach to the Morrey-Sobolev 
embedding theorem using rearrangement inequalities. 

It will be instructive to show how Garsia's analysis can be combined with (1.1.2). 
To fix ideas we consider the setting of Garsia-Rodemich: The metric measure space 

1. For more detailed information we refer to Chapter 2 below. 
2. See also the extensive list of references provided in [70]. 
3. Roughly speaking, a rearrangement invariant space is a Banach function space where the norm 

of a function depends only on the -̂measure of its level sets. 
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CHAPTER 1. INTRODUCTION 3 

is ((0, l)n, |-| ,dx) (that is (0, l)n provided with the Euclidean distance and Lebesgue 
measure). For functions / G Lip(0, l)n the inequality (1.1.2) takes the following 
form (4) 

I/I** (t)-\f\*(t)<cnWW 
t<< 

nmm(t,l-ty-Vn 1W 
|v/r*(t), 0 < t < 1. 

In fact (cf. Chapter 6), the previous inequality remains true for all functions / G 
W[p(0, l)n (where 1 < p < oo), and WlP(0, l)n is the Sobolev space of real-valued 
weakly differentiable functions on (0,l)n whose first-order derivatives belong to Lp). 
Moreover, as we shall see (cf. Chapter 4), the inequality also holds for (signed) rear
rangements; i.e., for all / G WlP(0, l)n, we have that, 

(1.1.3) r*(t)-f*(t)<crW, 
t 

mm(t, 1 - i)1"1/WWW« 
|V/ | " (<) , 0<<<1WW. 

Suppose that p > n. Integrating, and using the fundamental theorem of calculus (5), 

we get 

/<<< (0) / " ( 1 ) 
r1 

Jo 
<<<<lm^ù c<<:m dt 

t 

cw<< 
^* 
cw< 
0 

71** (t) 
dt 

min(£, 1 - t)1-1/71 

<^ù*$ IV/ I LP 
1 

min(t, 1 -t)l-l/n\ Lp' 
(by Holder's inequality) 

= a .p | | |v / | | |LP, 

where the last inequality follows from the fact that for p > n, l 
min(i,l-*)A_1/n 

w<<< 
oo. Summarizing our findings, we have 

(1.1.4) ess sup 
w^ùmmw< 

f-
• i 

o 
< < r ( o ) - r ( i ) < c n . p \ \ \ V f \ \ \ L P . X < < < 

Applying (1.1.4) to — / yields 

(1.1.5) 
,1 

'o 
f — ess inf 

xG(0,l)n 
/<C„.P|||V/|||LP. 

Therefore, adding (1.1.4) and (1.1.5) we obtain 

(1.1.6) )sc(/; (0,1)") := ess sup 
xE(0,l)" 

f — ess inf 
ze(o,i)n 

/<2C„.P|||V/|||LP. 

4. The rearrangement of / with respect to the Lebesgue measure is simply denoted by /*. 
5. Recall that d , 

dt y 
0xRMB)] (/**(*)-/*(*)) 

t 

SOCIETE MATHEMATIQUE 2014 W 



4 CHAPTER 1. INTRODUCTION 

We have shown that (1.1.2) gives us good control of the oscillation of the original 
function on the whole cube (0, l)n. To control the oscillation on any cube Q C (0, l)n, 
we use a modification of an argument that originates (6) in the work of Garsia et al. 
(cf. [40]). The idea is that if an inequality scales appropriately, one can re-scale. 
Namely, given two fixed points X < y e (0,1) one can apply the inequality at hand 
to the re-scaled function ,7) f(t) = f(x + t(y-x)),te [0,1]. . This type of "change of 
scale argument" can be extended to the cube ( 0,1 w< , but for general domains becomes 
unmanageable. Therefore, we needed to reformulate the idea somewhat differently. 
From our point of view the idea is that if we control V / l on (0,1 n then we ought to be 
able to control its restrictions. The issue then becomes: How do our inequalities scale 
under restrictions? Again for (0,1 n all goes well. In fact, if / W i 

LP 0,1 w< then, 
for any open cube Q c (0,1 n we have fXQ e W 

-1 
LP :q)- Moreover, the fundamental 

inequality (1.1.3) has the following scaling 

[fxQr (t) - UxqT (t) < cn 
t 

m i n ( t , I Q I — t l - l / n | V ( / x o ) l " ( i ) , 0<t<\Q\. 

Using the previous argument applied to fXQ we thus obtain 

Osc(f;Q) < cUiP 
t 

min(t, \Q\ -t) i l - l / n 
^p/(o,|Q|) 

V/ | | |LP(Q). 

By computation, and a classical argument, it is easy to see from here that 
(cf. Remark 6 in Chapter 5 

\f(y) - f(z)\ < Cn,p \y - z\ ( l - n 
V V f 

< a.e. y, z. 

When p = n this argument fails but, nevertheless, by a simple modification, it yields 
a result due independently to Stein [90 and C. P. Calderón [23]: namely 8 , if 

< << oo, then / is essentially continuous (cf. Remark 6 in Chapter 5). 
We will show that, with suitable technical adjustments, this method can be 

extended to the metric setting (9 . To understand the issues involved let us note 
that, since our inequalities are formulated in terms of isoperimetric profiles, to achieve 

6. In the original one dimensional argument cf. [40], [44]; one controls the oscillation of f in 
terms of an exnression that involves the modulus of continuitv, rather than the gradient. 

7. For example, consider the case n = 1. Given 0 < X < y < 1, the inequality (1.1.6) applied to 
/ yields 

ess sup f — ess inf f • 
< < 

cp \y - x\ 
• 1 

0 
f'(x + t(y-x) E dt 

l/p 

= Cp\y - X 1-1 p 
1 

0 
l / ' lp 

1/ p 

8. We refer to (7.1.3), (7.1.4) for the definition of Lorentz spaces. 
9. For a different approach to the Morrey-Sobolev theorem on metric spaces we refer to the work 

of Coulhon [28], [27]. 
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CHAPTER 1. INTRODUCTION 5 

the local control or "the change of scales (in our situation through the restrictions)" we 
need suitable control of the (relative) isoperimetric profiles on the (new) metric spaces 
obtained by restriction. More precisely, if Q C 0 is an open set, we shall consider the 
metric measure space Q,diQ,ii\Q) . Then the problem we face is that, in general, the 
isoperimetric profile Iq of Q,d\Q,li\Q is different from the isoperimetric profile IQ 
of [Q, d. a). What we needed is to control the "relative isoperimetric inequality" 10 

x< 
and make sure the corresponding inequalities scale appropriately. We say that an 
isoperimetric inequality relative to G holds, if there exists a positive constant 
CQ such that 

IG{s) > CGmm(In(s),IQ(ß(G) - s)). 

We will say that a metric measure space Q. d, a) has the relative uniform isoperi
metric property if there is a constant C such that for any ball B in Q, its relative 
isoperimetric profile IB satisfies 

Ib s) > Cmm(In(s)JMB) - s)), 0 < s < p(B). 

For metric spaces Q. d, a satisfying the relative uniform isoperimetric property we 
have the scaling that we need to apply the previous analysis. This theme is developed 
in detail in Chapter 4. The previous discussion implicitly shows that 0,1) n has 
the relative uniform isoperimetric property. We shall show in Chapter 5 that many 
familiar metric measure spaces also have the relative uniform isoperimetric property. 

We now turn to the main objective of this paper which is to develop the cor
responding theory for fractional order Besov-Sobolev spaces. This is, indeed, the 
original setting of Garsia's work, and our aim in this paper is to extend it to the 
metric setting. The first part of our program for Besov spaces was to formulate a 
suitable replacement of (1.1.2) for the fractional setting. To explain the peculiar form 
of the underlying inequalities that we need requires some preliminary background 

information. 
Let X = X w!ù* be a rearrangement invariant space ir on m^ù and let ^* be the 

modulus of continuity associated with X defined for g£X by 

LUX t,g) = sup 
\h\<t 

|0I • + h] -9(-)\\x-

10. Recall that given an open set Gen, and a set A C G, the perimeter of A relative to G 
(cf. Chapter 2) is defined by 

P{A-G) = lim inf 
x<w 

u {{x G G : dix, A) < h}) - u (A) 
h 

The corresponding relative isoperimetric profile of Gen is given by 
Ig(s) = I{ G,d,n] (s) = inf {P(A; G): AdG, fi(A) = s} . 

11. See Section 2.2. 
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6 CHAPTER 1. INTRODUCTION 

It is known (for increasing levels of generality see [401, [551, [651, [631 and the 

references therein), that there exists c — cn 0 such that, for all functions 
x<<< 
nmùpp 

w< + W -1 < Rn), 

(1.1.7 / ** It) < f * t < < 
UJX t1 n 

1 
< 

0xW ^^ t > 0, 

where W 1 x 
^^ is the homogeneous Sobolev space denned by means of the seminorm 

u \w ̂^ ̂ ^ •= IIIVül X <l>x{t] is the fundamental function (12 of X, and /1 * is 
the rearrangement of /1 with respect to the Lebesgue measure (13) 

The inequalities we seek are extensions of (1.1.7) to the metric setting. Note that, 
in some sense, one can consider (1.1.7) as an extension, by interpolation, of (1.1.2). 
Therefore, it is natural to ask: How should (1.1.7) be reformulated in order to make 
sense for metric spaces? Not only we need a suitable substitute for the modulus of 

continuity ̂ ^ww but a suitable re-interpretation of the factor ^^ nit is required as well. 
We now discuss these issues in detail. 

There are several known alternative, although possibly non equivalent, definitions 
of modulus of continuity in the general setting of metric measure spaces $1, d, fi) 

(cf. [47] for the interpolation properties of Besov spaces on metric spaces). Given our 
background on approximation theory, it was natural for us to choose the universal 
object that is provided by interpolation/approximation theory, namely the Peetre 
K- functional. Indeed on w the Peetre K —functional is defined by: 

K(tJ;X ^^ 
< W rl 

^^ 
ww :=inî{\\f-g\\x+t\\\Vg\\\x : -9 e W T 

x ' 
[Rn] < 

Considering the K—functional is justified since it is well known that < [cf. [13, 
Chapter 5, formula (4.41)]) 

K{t,f-X(Rn), W T 
X' 

(Rn) m({s e [0,//(fi)) 

In the general case of metric measure spaces m({s e 
[0,//(fi)) 

we shall consider: 

K(t,f;X(iì),Sx(iì)) :=inf f-g\ X(Q) + t Vfflllxcn; :geSx(n)}, 

where X(Q) is a r.i. space on SI, and Sx w xw feLtp(iì): (I I V/1 II oc j . We 
shall thus think of K(t,f;X(Ü),Sx(Ü) as "a modulus of continuity". 

12. For the definition, see (2.2.3) below. 
13. In the background of inequalities of this type lies a form of the Pólya-Szegò principle that 

states that symmetric rearrangements do not increase Besov norms (cf. [3], [65] and the references 

therein). 
14. Here the symbol f — g indicates the existence of a universal constant c > 0 (independent of all 

parameters involved) such thai l/c)f < a < cf. Likewise the symbol / ^ g will mean that there 
exists a universal constant : c> 0 independent of all parameters involved) such that / < eg. 
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CHAPTER 1. INTRODUCTION 7 

Now, given our experience with the inequality (1.1.2), we were led to conjecture 

the following reformulation 15 of (1.1.7): There exists a universal constant c > 0, 

such that for every r.i. space X(Q) , and for all feX(n) + Sx(Q), we have 

(1.1.8) / 
w< 

t I * 
< 

t c 

K t 

<m^* J-X(Q),SX(Ü) 

<ßx(t) 
-, 0 < t < //(fi). 

We presented this conjectural inequality when lecturing on the topic. In particular, 

we communicated the conjecture to M. Mastylo, who recently proved in [731 that 

indeed (1.1.8) holds for t e (0,/i(Q)/4) and for all rearrangement invariant spaces X 

that are "far away from L1 and from L°°". 

The result of [73], while in many respects satisfying, leaves some important ques

tions open. Indeed, the restrictions placed on the range of t (i.e., the measure of 

the sets), as well as those placed on the spaces, precludes the investigation of the 

isoperimetric nature of (1.1.8). In particular, while the equivalence of (1.1.2) and the 

isoperimetric inequality (1.1.1) is known to hold (cf. [70]), the possible equivalence 

of (1.1.8) with the isoperimetric inequality (1.1.1) apparently cannot be answered 

without involving; the space L1. 

One of our main results in Chapter 3 shows that (1.1.8) crucially holds for all 

t G ( 0 , M f i ) / 2 ) and without restrictions on the function spaces X (cf. Theorem 7, 

Chapter 3 below). The possibility of including X = L1 allows us to prove the following 

fractional Sobolev version of the celebrated Maz'ya equivalence i 6 ; (cf. [75]). 

Theorem 1. — Let (Q,d,u) be a metric measure space that satisfies our standard 

assumptions. Then (cf. Theorems 7 and 11), 

ri) For all rearrangement invariant spaces x<<mù and for all f eX(Q) + Sx(Q), 

1.1.9 1 / 
** 

lu t) f\ 
* 

< 
< < i6 

K t 

^x<< 
, / ; X ( f i ) , S x ( f i ) 

* e ( 0 , / / ( f i ) / 2 ) , w< 

fl.1.10 

<t>x(t) 

f-fo w 
lu 

< < f-fo 'A* 
< < i6 

K t 

^cvw< 
m({s e [0,//(fi)) 

, t€ (0,/i(fi) 1 

where 

4>x(t) 

l . i . i i fn = 
1 

<^ù* w< 
fd/i. 

15. At least for the metric measure spaces {Q:d, p) considered in [70] (for which, in particular, 
1.1.2) holds). 

16. Which claims the equivalence between the Gagliardo-Nirenberg inequality and the isoperimetric 
inequality. 
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8 CHAPTER 1. INTRODUCTION 

(ii) Conversely, suppose that G : (0,u(il) R+, is a continuous function, which 
is concave and symmetric around m({s e [0,/ and there exists a constant c > 0 such 
that 17 for all / e X(íí) + Sx(íí), 

w 
w 

w w 1/ i* (t) < c-
K t 

Git) 
, / ;X(í í) ,Sx(í i) 

t 5 t € (0, /i(Q)/2). 

Then, for all Borei sets with ß{Ä) < /i(íí)/2, we Ziave £fte isoperimetric inequality 

G(V(A)) < cP(A,Ü). 

As a consequence, there exists a constant c > 0 stzc/& that for all t e (o,/i(fi)), 

G(í) < c/n(i). 

Using (1.1.9) and (1.1.10) as a starting point we can study embeddings of Besov 
spaces in metric spaces and, in particular, the corresponding Morrey-Sobolev-Besov 
embedding. 

We now focus the discussion on the fractional Morrey-Sobolev theorem. We start 
by describing the inequalities of [44], [43], which for Lp spaces (18) on [0,1] take the 
following form 

1.1.12 
r(x)-r (1/2) 

f*(l/2)-f*(l-x) < c 
i 

'x 

(jJLp w^ù dt 
t1 ̂ ù* t i x e 0, 

l 

2 

Letting x —>> 0 in (1.1.12) and adding the two inequalities then yields 

ess sup 
[o,i] 

< ess inf 
o,i 

f<c 
•1 

0 

UJLp x<< dt 
t1 < t 

Using the "change of scale argument" leads to 

\f(x)-f(y)\<2c 
x-y\ 

'0 

LÜLP tj) dt 

t1 < t 
; x,y e [0,1], 

from which the essential continuity 19) of / is apparent if we know that •l 
o 

UJLp < dt 
t1 p t < 

oo. To obtain the n—dimensional version of f 1.1.12) for [0,1 In Garsia et al. had to 
develop deep combinatorial techniques. The corresponding n—dimensional inequality 
is given by cf. [43, (3.6) and the references therein) 

P ( x ) - / * ( l / 2 ) 
/ * ( l / 2 ) - / * ( ! - * ) < c 

•i 

lx 

UJLp t1 n < 
^^ 
cw< 

dt 
tl> 'p t x e x g o, 

1 
2 < 

17. In other words we assume that (1.1.9) holds for X = L1(Q), and with t G(t) replacing t 
18. Importantly, Garsia-Rodemich also can deal with X = LP, or X = LA Orlicz space), our 

approach covers all r.i. spaces and works for a large class of metric spaces. 
19. An application of Holder's inequality also yields Lip conditions. 
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CHAPTER 1. INTRODUCTION 9 

which by the now familiar argument yields 

I.I.I3; \ № - H y ) \ X < w< 
Cp 

< 

x-y\ 

0 

LUlp w< dt 
< < t 

; x , y e 0, 
1 

2 

n 

However, as pointed out above, the change of scale technique is apparently not avail
able for more general domains. Moreover, as witnessed by the difficulties already 
encountered by Garsia et al. when proving inequalities on n—dimensional cubes, it 
was not even clear at that time what form the rearrangement inequalities would take 
in general. In particular, Garsia et al. do not use isoperimetry. 

For more general function spaces we need to reformulate Theorem 1 above as follows 
'cf. Chapter 3): 

Theorem 2 (cf. Theorem 10, Chapter 3). — Let (fi, d, a be a metric measure space 
that satisfies our standard assumptions, and let X be a r.i. space on fi. Then, there 
exists a constant c > 0 such that for all f e x + sx(si), 

( 1 . 1 . 1 4 ; < ^ù 
ù 

^^w< < 1 / 
I * 
<< 

t/2 c 
K ( é ( t ) , f ; X , S x № ) W 

4>x{t)W 
- , 0 < t <WWW 

where 

m = 
4>x(t) 

t 
s 

Ms) 
•X(o,t) s 

x' 
7 

and X denotes the associated (20) space of X. 

Remark 1. — Note that when X = L1 the inequalities (1.1.14) and (1-1-9) are equiv
alent, modulo constants. 

A second step of our program is the routine, but crucially important, reformulation 
of rearrangement inequalities using signed rearrangements. Once this is done, our 
generalized Morrey-Sobolev-Garsia-Rodemich theorem can be stated as follows 

Theorem 3 (cf. Theorem 13, Chapter 4). — Let (fi , d, ¡1) be a metric measure space 
that satisfies our standard assumptions and has the relative uniform isoperimetric 

property. Let X be a r.i. space in fi such that 

1 

Ms) x' 
< 00. 

/ / / m({s e [0,//(fi)) satisfies 

x< 

'0 

w< K <l>x(t] x< 
<l^ù X(0,t] S 

X' 
m({s e [0,//(fi)) dt 

< (t) t 
< 00, 

then f is essentially bounded and essentially continuous. 

20. Cf. Chapter 2 for the definition. 
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10 CHAPTER 1. INTRODUCTION 

To see the connection (21; between our inequalities and those of Garsia et al let 

us fix ideas and set w< [ti) = 1. Observe that on account of (1.1.9), and the fact that 
K t 

i{t) , f \X ,SxXW is increasing and <o it) is concave, we have 

k k 
w 

w f * 
fi t < 16 

K t 
In(t) , /; X, Sx 

§x (t) 

^^ 
16 

In 2 
-2 

r2t 

r 
t 

K s 
In(s) )•> /; x, sx ds 

, t e (0,1/2]. 
<Px(s) s 

Combining the last inequality with (cf. [9, (4.1), p. 1222] 

(1.1.15) 1 k 
III 

^^ 
2 ^^ glk * hg < 2 k ** k k > * 

t 
7 

yields 

f, 
* 

k 
k 
2 

k k k 
16 

In 2 
2 

•2t 

t 

K s 

kw< 
m({s e [0,//(fi xw< 

, t e ( 0 , 1 / 2 ] . 
5 </>x(s) 

Therefore, for n = 2 , . . . 

<^ù* 
1 

2n w< 
< 

l 
2 

n 

c 
<v 

l 
x< •f 1 

f* 
1 

2J' xw 
16 

In 2 
2 

l 

^$* 

< s <ol ,f',X,Sx 

9 x x< 

ds 

s < 

and letting n —> oo, we find 

ess sup 
ft 

s f* 
1 

2 c 
l 

0 

i f s 
In < m({s e [0,//(fi)) ds 

</>X w s 

Likewise, applying the previous inequality to — / and adding the two resulting in

equalities, and then observing that <nb 
w 

l 

2 b^* w < 
w 

1 
2 

, yields 

ess sup / 
< 

— p. s s inf 

ft 
< S c 

< 

'0 

K s 
hi < 

,f;X,Sx 

4>x < 

ds 

s 

From this point we can proceed to study the continuity or Lip properties of / using 

the arguments .22 outlined above. 

21. The full metric version of Garsia's inequality is given in Chapter 10. 
22. Interestingly the one dimensional case studied by Garsia et al somehow does not follow directly 

since the isoperimetric profile for the unit interval (0,1) is 1. Therefore in this case the isoperimetric 
profile does not satisfy the assumptions of [70]. Nevertheless, our inequalities remain true and 
provide an alternate approach to the Garsia inequalities. See Chapter 10 below for complete details. 
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CHAPTER 1. INTRODUCTION 11 

Next let us consider limiting cases of the Sobolev-Besov embeddings connected 

with these inequalities and the role of BMO. Note that the inequality (1.1.13) can be 

reformulated as the embedding of B n 
p 

x< [0,1 n into the space of continuous functions 

c([o, i; n 

(1.1.16' B n 
P 

fp,l 
0,1] in CCI 0,1 , where n < 1. 

Moreover, since 

LÜLp <m^ù 
< ^"Pi w< f W l LP x 

we also have 

W l 
Lp 0,1 n 

c B < 
v 

< [0,1 n 
x 

Therefore, (1.1.16") imnlies the (Morrev-Sobolevl continuitv of Sobolev functions in 

W 
v 

when p > n. On the other hand, if we consider the Besov condition defined by 

the right hand side of (1.1.7), when X <m^ù* and n/p < 1, we find ( 2 3 Ì 

/ B p,oo [ o , i ; w< = sup 
te 0,11 

ULP {t, f) 

t71' 'P < 

Now, for functions in B n 
P 

'p,oo 
0,1 ITT we don't expect boundedness, and in fact, ap

parently the best we can say directly from our rearrangement inequalities, follows 

from (1.1.7): 

1.1.17 sup 
0,1] 

<où (t) r x< c 1 / B >p 
'p,oo 

[0,1 
n < 

In view of the celebrated result of Bennett-DeVore-Sharpley [11] (cf. also [13]) 
that characterizes the rearrangement invariant hull of BMO via the left hand side 
of (1.1.17), we see that (1.1.17) gives < ^^ < w< 

< 
'p,oo 

' [ 0 , 1 1 n ^^ ^^ ^^ BMO\0A]. In fact, 
a stronger result is known and readily available 

1.1.18) B n 
p 

p,oo .0,1 in' C BMO. 

It turns out that our approach to the estimation of oscillations allows us to extend 

(1.1.18) to other geometries. Our method reflects the remarkable connections between 

oscillation, isoperimetry, interpolation, and rescalings. We briefly explain the ideas 

behind our approach to (1.1.18). Given a metric measure space 'fi, d, ¡1 satisfying our 

standard assumptions, we have the well known Poincaré inequality (cf. [70, p. 1501 

and the references therein) given by 

1.1.19 
In 

\f(x)-m(f)\d» 
x 

x (il 
2 J n O / ( f l ) / 2 ) In 

\Vf(x)\dLL, for all / G S li ( f i ) , 

23. Note that we have 
i / i B x p. oo [0,1] x 

cp,n \f B 'p x [0,1 n 
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12 CHAPTER 1. INTRODUCTION 

where m{f] is a median f24' of / . Then given a r.i. space X on w< we can extend 
1.1.19) by "by interpolation" and obtain a if—Poincaré inequality (25̂  (cf. Theorem 6, 

Chapter 3) 

1 

< [SI] < 
f-fa\dti< c-

K a(Q)/2 
/n(/x(n)/2) 7 / ; X, Sx 

9x <^*ù 

Now, if Q supports the isoperimetric rescalings described above, the previous inequal

ity self improves to (cf. Theorem 24, Chapter 71) 

/ BMO(Q)< x< sup 
B bal ls 

1 

< < IB 
f - fB\dn c sup 

t<n(Q] 

K t 
<où 

,f;X,Sx 

<t>x [t] 

It is easy to see that for metric spaces with Euclidean type isoperimetric profiles, i.e., 

In ^ù ùw t1 -1/ n , on (0,1/2), we recover (1.1.18) (cf. Corollary 1, Chapter 7). Indeed, 

the result exhibits a new connection between the geometry of the ambient space and 

the embedding of Besov and BMO spaces. For further examples we refer to (7.1.14)). 

In the opposite direction, we can use the insights we gained "interpolating between 

a r.i. space X and the corresponding space of Lip functions Sx" to obtain analogous 

results interpolating with BMO. This is not a coincidence; for recall the well known 

Euclidean interpretation of BMO as a limiting Lip condition. This can be seen by 

means of writing Lipa conditions on a fixed Euclidean cube Q as 

/ Lip a sup 
Q'CQ 
Q c ub 

l 

Q' 
1-a n x<< 

\f ~ fo'\dx < oo. 

In this fashion BMO appears as the limiting case of Lipa conditions when a —>> 0. 

With this intuition at hand we were led to formulate the corresponding version of 

Theorem 1 for BMO. It reads as follows 26 

Theorem 4 (cf. Theorem 27, Chapter 7). — Suppose that (n,eL a) is a metric measure 

space that satisfies our usual assumptions and, moreover, is such that the Bennett-
De Vore-Sharpley inequality 

(1.1.20) sup 
t 

< t] w< f < t) c /1 BMO(Q) ' 

holds. Then, 

/ u 
t < 

< 
t C 

K(óx(t\ f:X(ii\BMO(Çl\ 

&x < 
-, 0 < tw<< <0xrMB)] 

24. For the definition of median, see Definition 1, Chapter 3. 
25. See (1.1.11) above. 
26. In particular, we arrive, albeit through a very different route than the original, to an extension 

of an inequality of Bennett-DeVore-Sharpley (cf. [13, combine Theorem 7.3 and Theorem 8.8]) for 
the space L1 
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From this point of view the Bennett-DeVore-Sharpley inequality (1.1.20) takes 

the role of our basic inequality (1.1.2). In this respect it is important to note that 

(1.1.20) has been shown to hold in great generality, for example it holds for doubling 

measures (cf. [86]). Finally, in connection with BMO, we considered the role of signed 

rearrangements. Here the import of this notion is that signed rearrangements provide 

a theoretical method to compute medians (cf. Theorem 25) and thus quickly lead to 

a version of the limiting case of the John-Stromberg-Jawerth-Torchinsky inequality 

(cf. (7.2.1)). 
Our approach to the (Morrey-) Sobolev embedding theorem also leads to the con

sideration of "Lorentz spaces with negative indices" (cf. Chapter 9), providing still a 

very suggestive approach (27) to these results, at least in the Euclidean case. 

In Chapter 5 and Chapter 6 we have considered explicit versions of our results 

in different classical contexts. In particular, in Chapter 6, we obtain new fractional 

Sobolev inequalities for Gaussian measures, as well as for probability measures that 

are in between Gaussian and exponential. For example, for Gaussian measure on Mn, 

we have for 1 < q < oc,6> G (0,1) 

i 

o 

2 
w< * 

In \t) < log 
1 

t 

< 
2 dt 

i , Q 

C l / l B 
,6 
L 

a 
,q In < 

where c is independent of the dimension. Likewise, the same proof yields that for 

probability measures on the real line of the form ;28; 

d¡ir(x) = < — i 

r 
exp < \x < )dx, re (1,2 

and their tensor products 

we have 

ßr,n < 
.<8>n < < 

.1/2 

0 
1/ 

* 
ßr,n 

t < log 
1 

t 

< 1-1 < 
dt 

< 
c i / i B -.0. 

L q ,fJ>r,n < 

We refer to Chapter 6 for the details, where the reader will also find a treatment of 

the case q = oo, which yields the corresponding improvements on the exponential 

integr ability: 

sup 
te o, I » 2 ) 

f I** 

ßr,n 
[i w \f I * 

<< 
t) log 

1 

t 
1- l 

^ù 
)0 

c l / l È .0, 
L oo .oo ißr,n) x< 

Applications to the computation of envelopes of function spaces in the sense of 
Triebel-Haroske and their school are provided in Chapter 8. 

27. Although in this paper we only concentrate on the role that these spaces play on the theory 
of embeddings, one cannot but feel that a detailed study of these spaces could be useful for other 
questions connected with interpolation/approximation. 

28. Where Z -l 'r is a normalizing constant. 
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14 CHAPTER 1. INTRODUCTION 

The table of contents will serve to show the organization of the paper. We have tried 
to make the reading of the chapters in the second part of the paper as independent 
of each other as possible. 

Acknowledgement. — We are extremely grateful to the referees for their painstaking 
review that gave us the opportunity to correct, and fill-in gaps in some arguments, 
and thus contributed to substantially improve the quality of the paper. 
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CHAPTER 2 

PRELIMINARIES 

2.1. Background 

Our notation in the paper will be for the most part standard. In this paper we shall 

only consider i connected measure metric spaces ( x<<< equipped with a finite Borei 

measure x< which we shall simply refer to, as "measure metric spaces . For measurable 
functions u : ft - > M , the distribution function of u is given by 

ßu(t) = v{x G Sì : u(x) > t} [t e R). 

The signed decreasing rearrangement '2' of a function u is the right-continuous 
non-increasing function from <^*ùù into R which is equimeasurable with u. It can 

be defined by the formula 

* 
xww 

S = inf t 
w< 

0 : Vu x<< s < s e m({s e [0,//( 

and satisfies 

Pu (t) = /jl{x G ft : u(x) > t} = m s G [0,/i(fì) <^* (s) > t 1 t G R 

(where m denotes the Lebesgue measure on " 0 , u ( î î ) ) . It follows from the definition 
that 

( 2 . 1 . 1 ) (u + v) 
* 

< 
v5 << 5/ '21 + * ,5 ' 2 ' 

< 

Moreover, 
* 

0 + ^x< ess sup u and 
ft 

<^* p w< < = ess inf 7i. 

ft 

1. See also Condition 1 below. 
2. Note that this notation is somewhat unconventional. In the literature it is common to de

note the decreasing rearrangement of u\ by <^* while here it is denoted by x<< * since we need to 

distinguish between the rearrangements of u and \u\. In particular, the rearrangement of u can be 
negative. We refer the reader to [85] and the references quoted therein for a complete treatment. 
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The maximal average u w t is defined by 

u 'ß 
** [t] w 

1 

t 

w 

w 
u * ß x<< wkù* 

1 

< 
sup 

E 

U S d\i : /il < < , t > 0. 

The operation it w it 
** is sub-additive, i.e., 

2.1.2 it + i> 
** 
< 

5 U 
ß 
< 5 + V ß 

8 < 

Moreover, since it 
* 

'm 
is decreasing. it 'm 

** is also decreasing and u 
* 
ß < u < 

The following lemma proved in [40, Lemma 2.1] will be useful in what follows. 

Lemma 1. — Let f and fi ni n = 1. .., be integrable on Q. Suppose that 

lim 
n < 

\fn X f ,x) dfjL = 0. 

Then 

fn 
** 
ß 

t ^^ 
' ß 

t I, uniformly for t ̂ ^ 0,/i(f2) ] , and 

<^^ 
* 

ß 
t) f ^^ 

' ß 
't] at all points of continuity of 

7 , 
p* 

ß' 

When the measure is clear from the context, or when we are dealing with Lebesgue 

measure, we may simply write u* and u . ** , etc. 
For a Borel set i c l ) , the perimeter or Minkowski content of A is defined by 

P(A- fi) w< lim inf 
<bn: 

< Ah w< A 

h 
' 7 

where Ah = {x e tt : d(x, A) < h is the open h—neighborhood of A. 

The isoperimetric profile is defined by 

la' S < I m({ < - i n f m({s e cw< 'A) = s < 

2-e., /(n,d,/x) : 0,/x(£ï [0,oo is the pointwise maximal function such that 

2.1.3 P(A-Q) > /n ( / i (A) ) , 

holds for all Borel sets A. A set A for which equality in (2.1.3) is attained will be 

called an isoperimetric domain. Again when no confusion arises we shall drop the 

subindex Q and simply write / . 
We will always assume that the metric measure spaces m({s e [0,//(fi)) considered satisfy 

the following condition 

Condition 1. — We will assume throuqhout the paper that our metric measure spaces 

w;:!^ùù are such that the isoperimetric profile L x<<< is a concave continuous func

tion, increasing on ;o,u(n)/2), symmetric around the point M « ) / 2 that moreover, 

vanishes at zero. We remark that these assumptions are fulfilled for a large class of 

metric measure spaces (3 < 

3. These assumptions are satisfied for the classical examples (cf. [18], [77], [10] and the references 
therein). 
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2.2. REARRANGEMENT INVARIANT SPACES 17 

A continuous, concave function, J : [0,/i(fi)] -> [0,oo] I, increasing on (O ,P№/2)W<< 
symmetric around the point ß fi /2 , and such that 

'2.1.4' << 
J, 

will be called an isoperimetric estimator for 'fi, d, /i' . Note that (2.1.4) and the 

fact that In 0) = 0 implies that J ( 0 ) = 0. 
For a Lipschitz function / on fi briefly / e Lip (fi we define the modulus of 

the gradient by (4; 

V/(x) | = lim sup 
d(x,2/)->0 

fix) f ù 
d(x,y) 

Let us recall some results that relate isoperimetry and rearrangements (see [70], 

[65]). 

Theorem 5. — The following statements hold 

1. Isoperimetric inequality: y A c fi, Borei set, 

P(A;Sl) > In(n(A)). 

2. Oscillation inequality: m({s e [0,//(fi)) 

2.1.5 1/ 
I * * 

w 
w w 1/ 

* 

w 
t 

In t 

t 

1 

t 

w 

0 
v/w I* (s w 0 < t < ju( f i ) . 

Lemma 2. — Let h be a bounded Lip function on fi. TAen £ftere exists a sequence of 

bounded functions w 
w 

C Lip(Q), such that 

1. [2.1.6Ì ^^ ^^ 
< 

<k 
l 

n 
V/ii x) 7 x G fi. 

2. 2.1.7^ xw 
pmù 

h in L l 

3. '2.1.8 
< 

< 
< < I * 

< < In < 

* 

s ds 
^ww 

0 
wkl * 

S ds, 0 < < fi 

'TTie second rearrangement on the left hand side is with respect to the Lebesgue 

measure on [0,/x(fi k 

2.2. Rearrangement invariant spaces 

We recall briefly the basic définitions and conventions we use from the theory 

of rearrangement-invariant (r.i.) spaces, and refer the reader to [13] and [58] for a 

complete treatment. 

4. In fact one can define |V/| for functions / that are Lipschitz on every ball in (Q, d) 
(cf. [18, p. 2-3] for more details). 
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18 CHAPTER 2. PRELIMINARIES 

Let X = X(Q) be a Banach function space on fi, d, / 1 ) , with the Fatou property ,(5' 
We shall say that X is a rearrangement-invariant r.i. space, if geX implies 

that all im measurable functions < with /<1 
* 

< 9\ 
* also belong to X and moreover, 

l/llx = llflllx. The functional < x will be called a rearrangement invariant norm. 

Typical examples of r.i. spaces are the Lp-spaces, Orlicz spaces, Lorentz (6) spaces, 

Marcinkiewicz spaces, etc. 
On account of the fact that ß fi 00, for any r.i. space < < we have 

L°°(fi) C X(f i ) c Lx(fiw<<<), 

with continuous embeddings. 
For rearrangement invariant norms (or seminorms) <^^ we can compare the size 

of elements by comparing: their averages, as expressed by a maiorization principle, 

sometimes referred to as the Calderón-Hardy Lemma: 

2.2.1 Suppose that 
^^ 

lo 
1/ 

* 

^^ 
S I ds 

^w< 

o 
9 

* 

< s ds holds for all 0 t ß ' f i ; 

l/l X < \9\ \x • 

The associated space X' [a is denned using the r.i. norm given by 

\h vxww — sup 
9 ^ 

< g(x)h(x)\dfi 

\9 <w^ù* 
= sup 

9^0 

u( 
'0 

< h < 
< s 9 < s ds 

\g\ X ( f î ) 
< 

In particular, the following generalized Holder's inequality holds 

(2.2.2; 
w< 

\g(x)h(x)\dfi < \\g\\x{n) h\ X'(Çl) • 

The fundamental function of X(fi) is defined by 

(2.2.3: 4>x s < Xe X ' 0 s ß (fi 5 

where E is any measurable subset of fi with ß (E' — s. We can assume without loss 

of generality that 4>x is concave (cf. fl3l) . Moreover, 

(2.2.4) <Pxf <nn,; s = s. 

For example, if X = Lp or X = Lp < ,a Lorentz space), then (pLP (t) < 4>Lp^ t) < t1-< -> 

if 1 P 00. while for P x< 00, 0Loo (t) < 1, If N is a Young's function, then the 

fundamental function of the Orlicz space X < Ln is given by 4>LN (t] = 1 IN < 1 It) J-

5. This means that if fn <lpù and fn f, then fn \x l/l x< i.e. the monotone convergence 
theorem holds in the X norm). The nomenclature is somewhat justified by the fact that this property 
is equivalent to the validity of the usual Fatou Lemma in the X norm (cf. [13]). 

6. See (7.1.3), (7.1.4), for the definition of Lorentz spaces. 
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2.2. REARRANGEMENT INVARIANT SPACES 19 

The Lorentz A(X) space and the Marcinkiewicz space M(X) associated with X 

are defined by the quasi-norms 

;2.2.5) k 
M(X] = sup 

t 

k 
k 

k w<;,: 1 l / l A ( X ) k 
:w<< 

0 
k k 
k 

t) d(j)x(t). 

Notice that 

4>M(X] k (PA(X) k k Çx1 t 1 

and, moreover, 

2.2.6 A ( I ) C I CM(X). 

Let X(tt be a r.i. space, then there exists a unique r.i. space X = X(0,n{n] on 

(0,M(Q)),m) m denotes the Lebesgue measure on the interval (0,/x(flV such that 

(2.2.7; 1/ X(Q) l/l < 
Im 

IX(0,/Lt(fì))-

<< is called the representation space of ' 1 ( 0 1. The explicit norm of m({s e [0, I is 

given by (see [13, Theorem 4.10 and subsequent remarks]) 

;2.2.8; h\ X(0,^(Q) = sup 

/XI 

'0 

< 
/1 < < 0 

* 

l/x 
5 ; < I s cw< 1 

'the first rearrangement is with respect to the Lebesgue measure on <x<:!^* w< 
Classically conditions on r.i. spaces can be formulated in terms of the boundedness 

of the Hardy operators defined by 

w<<^* < 
1 

t 

< 

0 
< s) ds; Qf(t) = 

< < 

Jt 
fi S) 

ds 

s < 

The boundedness of these operators on r.i. spaces can be best described in terms of 
the so called Bovd indices (7) defined by 

ax = inf 
S>1 

In hx(s) 
In s 

and QLx = sup 
s<l 

In hx(s) 

In s 
' 1 

where hx s) = sup 1/ X 1 E8f X denotes the norm of the compression/dilation 

operator Es on w< defined for s > Ü, by 

m({s e [0, 
w< 

0 

< 
< 

0 < t < s. 

s <t < u(tt). 

7. Introduced by D.W. Boyd in [21]. 
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20 CHAPTER 2. PRELIMINARIES 

The operator Es is bounded on X on every r.i. space x{n) and moreover, 

(2.2.9' hx Is, max 1 , 5 ), for all s > 0. 

For example, if X xw LP, then x< < QLlv < 
l 

p' 
It is well known that 

'2.2.10) 
P is bounded on X <̂> ax < 1, 

Q is bounded on X 4=> ax > 0. 

We shall also need to consider the restriction of functions of the r.i. space <bn;:ù 

to measurable subsets Gen with G) ¿ 0 . We can then consider G as a metric 
measure space m({s e [0,//(fi)) where the corresponding distance and the measure are 

obtained by the restrictions of the distance d and the measure /i to G. We shall 

denote the r.i. space X G d GI№\g) by Xr G ). Given u:G ^R,ue XJG) we let 
û : ft -> R, be its extension to ft defined by 

(2.2.11 x<<p^* 
w(x 

0 

x eG, 

x e ft G. 

Then, 

it k G k l lx<< < 

Proposition 1. — Let X(Çl) be a r.i. space on ft, and let G be a measurable subset of ft 

with w G) wc< Then, 

w<<jn uex(ii), then uxg € Xr :g) and 

UXG\\Xr{G) x<< 
U X(Q) • 

2. Let X, r be the representation space of X r G) and let X be the representation 

space of x(n). Let u e X 
< G) . Then 

< XRI G < < < 
lu. \G 

Ix 
i 

where given h : 0,a(G] 0,oo] h denotes its continuation by 0 outside 

0 ,M(G) . Thus by the uniqueness of the representation space, if h e Xr, then 

\h XT << h 
\x 

3. The fundamental function of X r << is given by 

'2.2.12 <t>xr G S < <PX\ < < 0 < s < 11(G)), 

4. Let X -r g: < be the associated space of X 
< G) . Then 

2.2.13) (X r :g) 1 x(n)r r (G J. 
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Proof. — Part 1 and 4 are elementary. For Part 2, note that if u e XJG) ), then 

u 
x G ww Ü x < 

< U 
* 

Jul x 
by (2.2.7)). 

Since << < ¡1 on G, it follows from the definition of u that 

< * 

< ̂ ^ 
u 

0 

* 

•\G 
S s G ( 0 , a x ( G ) ) , 

se(fi(G)lß(ü) ) . 

Thus 

w< 
< x 

< u 
. * 
Ml G X(0,/x(G) < 

< u 
I * 

Ml < < 
Now Part 3 follows from Part 2 taking in account that 

0 X ( f t ) 5 < </>X << • 
In what follows, when w<^*ùù is clear from the context, and it is a function defined 

on C, we shall use the notation ü to denote its extension (by zero) defined by (2.2.11) 

above. 

2.3. Some remarks about Sobolev spaces 

Let 0, d, fi be a connected metric measure space with finite measure, and let X 

be a r.i. space on Q. We let Sx x< Sx* < < / e LiP(Ü) : IV/I e , equipped 
with the seminorm 

1/ Sx < v/l x • 

At some point in our development we also need to consider restrictions of Sobolev 

functions. Let G e n be an open subset, then if <iklpm Sxi x<< we have fXG e Sx G) 5 

and 

\fXG Sx G IV/ XG <iùk 

x<< | v / X ( f t ) 

<< 1/ Sx IQ << 

K—functionals plav an important role in this paper. The K—functional for the 

pair ;x(fi) ,5x(n) for is defined by 

(2.3.1 K(tJ;X(n),Sx(n)) < 
9es >x < 

inf / -9\ XtQ) + t IVsl \x(q) << 

If G is an open subset of 0, each competing decomposition for the calculation of the 

K—functional of f,K(t,f;X(n),Sx№) , produces by restriction a decomposition for 
the calculation of the K—functional of / XG , and we have 

K 'tJxG;Xr(G),SxAG)) < K(t,f;X(n),Sx№)-
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22 CHAPTER 2. PRELIMINARIES 

Notice that from our definition of Sx [Ci] it does not follow that h G Sx implies that 

hex. However, under mild conditions on X, one can guarantee that hex. Indeed, 

using the isoperimetric profile I w< < <lm^ù let us define the associated isoperimetric 
Hardy operator by 

Qif x< < 
<c< 

< 
f ..s 

ds 

I\ 
/ > 0 ) . 

Suppose that there exists an absolute constant c 0 such that, for all / G X. such 

that / o, and with supp( < c 0 , / i ( f i ) /2) , we have 

'2.3.2) \Qif X c f X 

Then, it was shown in [70] that for all h G Sx, 

h-
1 

< xvv c 
h 

X 
v IVA x • 

Therefore, since constant functions belong to X we can then conclude that indeed 

hex. It is easy to see that if a x > 0, condition (2.3.2; is satisfied. Indeed, from 

the concavity of I. it follows that c s) 
s is decreasing, therefore 

J(/x(îî)/2) 

Ml cc /2 

c s 

s c s e (0,/i(ft)/2). 

It follows that if s e (0,/i(m/2; , then 

s 
/ z ( f i ) /2 

m^* > ( î î ) / 2 ) 
B s = cl(s). 

Consequently, for all / 0, with supp J) c (0 ,Ai№)/2; I, 

Qi№ x<< 
'u(Q)/2 

t 
f < 

ds 
I s 

c 
>u.(Q)/2 

It 
f S 

ds 

s 
= Qf(t). 

Therefore, 

\Qif X c Qf\ \x < CX 1/ I x < 
where the last inequality follows from the fact that a x 0. We can avoid placing 
restrictions on X if instead we impose more conditions on the isoperimetric profile. 
For example, suppose that the following condition :s) on / holds: 

(2.3.3^ •/x fì)/2 

'0 

ds 

<< s = c < 00. 

8. A typical example is << t t1 - 1 n 
, near zero. 
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Then, for / G L°° we have 

Qif t w< /1 < 
< < 

t 

ds 

n s 
c f < < 

Consequently, Qi is bounded on L°°. Since, as we have already seen Qj < Q, it 
follows that Qi is also bounded on L1, and therefore, by Calderon's interpolation 
theorem, Qj is bounded on any r.i. space X. In particular, (2.3.2) is satisfied. 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2014 





CHAPTER 3 

OSCILLATIONS, K-FUNCTIONALS 
AND ISOPERIMETRY 

3.1. Summary 

Let fi, d, n] be a metric measure space satisfying the usual assumptions, and let 
X be a r.i. space on Q. In this chapter we show (cf. Theorem 7 in Section 3.2) that 

for all fex + sx, 

3.1.1 / ww 
w 

w w / 
* 
w 

(t 16 
K t 

1(2 t) > /; Sx 

<t>x (t) 
-, 0 < t < /i(fî)/2. 

Moreover, if fn w 
î 

ww w fdu, then 

K t 
In :t) p / ; X, Sx 

3.1.2 1/ w fn 
i * * 

w 
w w i/ ww * 

w 
(t 16-

<\>X t 
, 0 < t < /x(fî). 

This extends one of the main results of [73]. In Section 3.3 we prove a variant of 

inequality (3.1.1) that will play an important role in Chapter 5, where embeddings 

into the space of continuous functions will be analyzed. In this variant we replace t 
In w 

by a smaller function that depends on the space X, more specifically we show that 

/ w 
w 

w 1/ w 
[t 4 K(mj;x,sx) 

4>x it) 
, 0 < t < /x(^)/2, 

where 

w w w 
(px [t] 

t 
s 

In s 
•X(0,2t) 

5N 

x' 
w 

In Section 3.4 we show that (3.1.1) for X = Ll implies an isoperimetric inequality. 

Underlying these results is the following estimation of the oscillation (without re
arrangements): there exists a constant c > 0 such that 

1 

w w 'n 
\f fn d[i c 

K lmù^* 
W / z ( f i ) /2 ) 

, f;X, Sx 

m({s e [0,//(fi)) 

3.2. Estimation of the oscillation in terms of K—functionals 

The leitmotif of this chapter are the remarkable connections between oscillations, 

optimization and isoperimetry. 
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Definition 1. — Let f : ft - > R be an inteqrable function. We say that m(f) is a 
median of f if 

w< f > m ( / ) } > /i(ft)/2; and < m ( / ) } > /i(ft)/2. 

Recall the following basic property of medians cf. [93], [70, p. 134] , etc. 

1 

2 
1 

<bbv n 
f < fn << 

< 
inf 

c 

l 

M1 (ST < 
/ c << 

(3.2.1' 
< 

1 

<< << < 
1/ m : / ) \dji 

< 
3 

1 

< 'ft) 
n 

i / / n l M M < 

The starting point of our analysis is the well known Poincaré inequality cf. [18 
[70, p. 150]): 

;3.2.2) 
JQ 

\f — rn :/ d\i < Vi) 

m({s e [0,//(fi)) 
Jn 

V/ld/x, for all / e 5Li(îî). 

Our next result is an extension of the Poincaré type inequality (3.2.2) by interpo
lation (i.e., using K—functionals). 

Theorem 6. — Let X be a r.i space on ft. Then for all f G X, 

(3.2.3 
1 

/x(ft 'n 
f < wx< dfi < 2 

K a(n /2 
7n(/x(fì)/2) 

, / ; X , Sx 

0x(/i(ft)) 

Proof. — For an arbitrary decomposition / = (/ - h) + h, with h G Sx, we have 

1 

<oml w< 
1/ — m(/i)| du 

1 

< < 
/ < h + 'h — m(h)) \ dfi 

1 

< << 
< 

f h\ d/i + 
1 

< ; f t ) < 
|/i — m(h)\ da 

1 

< ' f t ; 
/ -h\ L1 • f 

1 

2^(/i(ft)/2) 
|V/i ILI >y (3.2.2)) 

< 
l 

< < / -h m({s e [0,//(fi)) + 
1 

2In(n(Q)/2] V/ i | |U0x ' (M(f i ) : by Holder's inequality} 

< 
1 

< < 
m({s e [0,//(fi)) i i / - A X + Mîî)/2 

m({s e [0,//(fi)) №\ X 

i 
1 

m({s e [0,/ 11/ -h \\x + 
m({s e [0,//(fi)) 

W«)/20x(/i(ft))) 
x<< \x xw 
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Combining the last inequality with (3.2.1), we obtain that for all decompositions 
f = (f-h) + h, with he Sx, 

1 

^^ w < 
< < << < 

2 
0x(/i(ft)) / xw hl x + /i(Q)/2 

0x(/iww(ft)) 
Vh\ x w 

Consequently, 

1 

k ft in 
\f k fn ^cxnn 2 

(ßx / i i ft) 
inf 

hesx 
f -h X + 

0x(/i(ft)) 
0x(x<</i(ft)) 

|Vft| w 

w 
2 

0x(/i(fî) 
- i f 

2 
7 n ( M O ) / 2 ) 

0x(/i(ftw)) 5 

as we wished to show. • 
The main result of this section is the following 

Theorem7. — Let X be a r.i. space on ft. Then (3.1.1) and (3.1.2) hold for all 
feX + Sx-

Proof — It will be useful to note for future use that if ||-|| denotes either • X 
or Sx , we have 

3.2.4; 11/ k l/l k 

Let e > 0, and consider any decomposition f = f~h + h with he Sx, , such that 

3.2.5 f - h x+t Vh \\x < K [t,f;X,Sx khh 

Since by (3.2.4), h e Sx implies that hi eSx, this decomposition of / produces the 
following decomposition of l/l w< 

l/l k l / l k \h + \h 

Therefore, by (3.2.4) and (3.2.5) we have 

l / | - | f t | I U + * l l | V | / i | | | U < | | / - f t | | x + *|||VA|||x 

<K(t,f;X,Sx)+ew<<<. 

Consequently, 

'3.2.6 inf 
o<hesx 

\ \ \ f \ - h \ \ x + t \ \ \ V h \ \ \ x } < K ( t , f ; X , S x ) . w < < < < 

In what follows we shall use the following notation: 

K(tJ) : = K ( t , f ; X , S x ) . x < < < 

We shall start by proving (3.1.1). The proof will be divided in two parts. 
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28 CHAPTER 3. OSCILLATIONS, K-FUNCTIONALS AND ISOPERIMETRY 

Part 1: t e fo,u(fi)/41 |. — Given 0 < h e Sx consider the decomposition 

| / | = (l/l - / » ) + / ! . 

By ( 2 . 1 . 2 ) we have 

/ < it) < l/l h < 
< (t) + < I ** 

< 
t < 

and by (2.1.1) we get 

h 
"M 

'2t; < 1/ < < 
< t \f * 

< < w 
Combining the previous estimates we can write 

[3.2.7] 

\f < < < / i ; (t) < ii/i - Ai;* (*) + n ; * (<) - ( w ; w - i i / i - < w ) 

i; (t) < ii/i - Ai;* (*) + n;* (<) - (w; w - ii/i - < w) 

< 2 1 1 / 1 - ^ ( 0 + x<<<w<<i; (t) < ; ( 2 * ) ) < < 

= 2 i i / i - h\*; (t) + (\h\*; (t) - \h\*; ( 2 * ) ) + ( | / i i ; * (2*) - \h\; w ) 

= (i) + (ii) + ( i n ) . < 

We first show that a n < a m . Recall that d 
dty < iff 

I * * 

< 
(t << a < - \9 1 m < 

< < 
then using the fundamental theorem of Calculus, and then the fact that 
t \9 < 

< iff 
* 

I Ax 
< < 

IP < < < 9\ (s) ds is increasing, to estimate (II) as follows: 

ii) = \h < 
< < I - << I * * 

< 2t 

< 
it 

t 
\h I * * 

< 
(s < |ft * 

< < 
< 

5 

< 
2t < I * * 

< 2t < I * 

< (2t) 
2t 

t 

ds 
s2 

< h\ ** 
< 

2t < h 
I * 

ILL 
2t 

= (III). 

Inserting this information in (3.2.7), applying (2.1.5), and using the fact that Ini s 
is increasing on ;o, / i (n)/2) , yields, 

1/ < 
< (t) x 1/ k :t) 2 11/ h "M k + 

2t 
kk 2t 

kcw< I * * № 

(3.2.8; 4 1/ k h 
k 
I * * k k 

k 
< a: 

\Vh I** < 

= 4(^(t) + JB(f)). 
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We now estimate the two terms on the right hand side of (3.2.8). For the term Ait) : 

Note that for any g G X, 

\9 xw 
< 

< < 
l 
t 

< 

< 
\9 

* 
< < ds = 

1 

t 

l 

o 
\g\ ß s)X(o,t) << 

Therefore, by Holder's inequality (cf. (2.2.2) and (2.2.4)) we have 

/1 < h < 
ß (t) < 

1 

t 

•1 

< 
l/l h 

* 

< s)X(o,t) 5 ds 

(3.2.9^ < I I ( I / | - ä ) | | x 
0 X ' < 

t 

= \\(\f\-h)\\x 
1 

0 X < < 

Similarly, for B(t) we get 

(3.2.10) B(t) = 
t 

I(t) 
Vh I * * 

< a: 
t |V/i| < 

< (*) 0 x W 
<< 

Inserting (3.2.9) and (3.2.10) back in (3.2.8) we find that, 

1 / 
* * 

lu 
t < \f 

I* 
In t] 

4 

(fix (t) 
\f - h i < + 

< 
n nn 

V/i| | |x n 

Therefore, by (3.2.6), 

< 
Im (t) < 1 / 

< 
ß 

< 4 

(fix (t) 
inf 

o<hesx 
f -h X + 

< 
< < 

x<< 
< 

4 
if < 

< < < 

(fix t) 

Part II: t G (/x(fi)/4,/x(îî)/2: ] . — Using that the function t l / l 
xw 
< 

ft) < 1 / 
I * 

< 
'*1 is 

increasing, we get, 

< f ** 
'm 

< < 1 / 
I * 

ß (*) /i(fi)/2( 1 / 
I * * 

1M 
X " ) / 2 ) < / 1 

< 
i/i 

(M(Q)/2) < 

< 
M») 

2 
'o 

/ 1 
* 

lß 
S < / 1 

I* 
\ß {mm I ds 

<ccv< 

Now we use the following elementary inequality to estimate the difference / 1 
I* 
ß sì < 

f * 
ß 

(/i(fî)/2) (cf. [40, p. 94], [55, (2.5; ): For any a G M. 0 < r < t < u(Sl) I, we have 

3.2.11 l / l 
< 
< < < l/l 

I * 

ß 
T < 1 / - G 

* 

ß 
(r) + \ f - a 

I* 

< Vfi ) - r). 
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Consequently, if 0 < s < u(fi)/2 and we let r = s,r = u(ft)/2, then (3.2.11) yields 

ù 
i* 

ù 
5 ù 1 / 

* 

1M 
i; (t) < 

ù 
1 / ù 

* 

ù 
ù + 1 / G 

ù 
(u(fi)/2; ù 

The term / above can be now be estimated as follows. For any G G M, we have 

< 2 

0 
1 / 

— <7 I* 

l/x 
5 x< 1/ -cj\ 

I* 
(*i(fi)/2)ds 

2 
<< 

2 

/0 
1 / — G 

* 

< 
< < 

< 
2 

M(fi) 

< 
I f — G 

* 

'm 
(s) ds. 

Selecting G — fçi, yields 

J < 2 
,u(fi) 

0 
/ < fn 

I* 

< 
.s ds 

= 2 
/fi 

1 / < / n i d/i. 

At this point we can apply (3.2.3) to obtain 

I < 2/i(fi) 
A: u(fi)/2 

/n(/x(fi)/2) 
<< 

^(/i(ft): 
A well known elementary fact about K—functionals is that they are concave functions 

(cf. [131), in particular <cvv 
t is a decreasing function. Thus, since In is increasing 

on (0, / i(f i) /2) , we see that 

K 
am/2 

i; (t) < <c<< 
< 

< 

u(f i ) /2 <n,;! 
(/x(fi)xwww/2) t K 

t 

Ht) 
<< 

< 

(/x(fi)/2) 

7n(M(Q)/2) 

^( /x(f i ) /2) 

t 
-K t 

In (t) 
p^*m 

w< 
2K 

t 

< t) 
< since t > /z(Q)/4). 

Therefore, 

l/l 
** 

i m 
x< < l/l < 

< < 
< 

4 < < << < 
<<cw 

< 

t (/x(fix<<<)/2) 

w< 
16 

< t 
<m^ù* J 

<t>xm. 
since t > a(Q)/4) 

16 
< t 

<cw J 

4>x(t) 
since 

1 

(px 
decreases < 
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Let us now to prove (3.1.2). Once again we divide the proof in two cases. For t G 

: o , M " ) / 2 ) we claim that (3.1.2) is a consequence of (3.1.1). Indeed, if we apply (3.1.1) 

to the function x< < fn and then use the fact that the K—functional is subadditive 

and zero on constant functions, we obtain 

1 / < fn 
I * * 

< 
f) < \f < fn < 

< 
< 

< 
16K 

t 

In x< 
< < fn 

< 
IQK 

t 

In t) 
< 
xww 

+ K a 

In it) 
wl^ùm 

= IQK 
t 

In (t) 
<< 

x< 

Suppose now that t G (/i(îi)/2,/z(îîV . We have 

< fn < 
< 

< < f < fn\ I* 
< 

t 
< \f < fn 

I * * 

< 
(t 

1 

t 

< 

< 
< < fn 

* 
Is. ds 

2 

<<< 

u(n) 

r 

0 
/ < fn 

* 

< s ds 

< 
2 

/ 4 « n 
1 / fn d[i 

< 
4 

K 
fi(n)/2 

/n(/x(fì)/2) 
< 

(/x(fi)/2) 
(by (3.2.3) w< 

Recalling that t 

<n:! 
is increasing and l 

<M*) 
is decreasing, we can continue with 

4 

if a(n) 2 
InMn)/2) 

^x<< if 
4 

< 
<vcm^ù 

x<< 

0x(/i(fî); 0 x ( M ^ ) ) 

4-

< cw< 
<nbb 

^*ù 

4>x(t) 
< 

an the desired result follows. • 
A useful variant of the previous result can be stated as follows (cf. [73] for a 

somewhat weaker result). 

Theorem 8. — Let x = x(n) be a r.i. space with <<< 0. Then, there exists a 

constant c = c(X) > 0 such that for all / e x , 
'3.2.12) 

l/l 
I * 

< 
< < l / l 

I* 

< 
<c<< X(0,t/2)(\ 

X 
cK 

t 

In << 
,f-,X,Sx , 0 < t < fi(n). 
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Proof. — Fix t G (0,/i(îî) I. We will first suppose that / is bounded. We claim that 
in the computation of K (t) f; X Sx) we can restrict ourselves to consider decompo

sitions with bounded h. In fact, we have 
(3.2.13) 

inf 
O^h^WfW^heSx 

l/l -h\\x+t \\\Vh\\\x} < 2 inf {HI/1 -h\\x+t \\\Vh\\\x] . 
0<h£Sx 

To see this consider any competing decomposition with 0 < h e Sx. Let 

y = min(ft,||/||00) G Sx. 

Then, 

V 0 | < |V/i|, 

and, moreover, we have 

Il/I-Sllx+<ll|V<7lHx< (\f\-h)x{h<moB) x + 

l/l-ll/IU(/x(fi)/2)x^H/î } 
\x 

+ t\\\Vh\\\x 

bw< \ f \ - H x + w w (\fww\-\\f\Ux{h>mx 
x 

+ t Nh v. 

Now, since 

n/l-ll/IUx̂ iî (/x(fi)/2)(/x(fi)/2)} <w I/IL - \fw\)x{h>WU} < X- \f\)X{h>\\f\\„}> 

we see that 

l/l - ll/Hoo)X{fc>||/||oo; 
< 

<w h-\f\)x{h>moo) 
X 

< \\\f\-h\\x. 

Consequently 

l / | - ^+* l l |V^ | | l x<2 | | | / | - / i | l x+* I I IVf t | | l x î 

and (3.2.13) follows. 
w<Let 0 < h be a bounx<ded Lip <b fun<ction, an<<d fix g ex' with 9 < = 1. Recall 

that X' is a r.i. space on fO,u(fi)l,m) where m denotes Lebesgue measure. We let 

Ifl * w< 9 * Ira* Consider the decomposition 

\f\ = (\f\-h) + h. 

Writing /1 = 1/1 +(/x(fi)/2)(/x(fi)/2) ), we see that < <I* 
1M 

< / < 
lu 

t/2) + / — /1 I* 
< 

<cvw< ). We 

use this inequality to provide a lower bound for | 1/ < (*/ '2), namely 

\h * 
< t < /1 < /1 * 

< 
< '2) 

< 1/ < 
< (*/2 < 
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Then we have 

nt/2 

0 
/ I * 

< (s) < 1 / 

I * 

< ( * / 2 ) ) x ( o , t / 2 ) 0 0 \g I* s/ ds 

[3.2.14) c< 
4/2 

0 
! / < < 15 

I * (s) ds — 1 / 
I* 

< t /2 

t/2 

0 
|5 < )ds 

< 

4/2 

0 
< * 

< [s] \9 
I* 

,s ds — \h\ I* 

< 
t l/l < < * 

< : * / 2 ) 
/.t/2 

0 
Is 

* 
S ds. 

To estimate the first integral on the right hand side without sacrificing precision on 
the range of the variable * < requires an argument. We shall use the majorization 
principle (2.2.1) as follows. Since the operation < <cx : is sub-additive, for any r > 0 
we have 

^^ 

Jo 
f * 

^^ ß)X(o t 

' 2 ' 
(s) ds = 

min 

0 

t 
2 ^^ I * 

^^ s) ds 

•min t 
2 

0 
1 / ^^ h * 

'M 
's) ds + 

/•min 

0 

r. 
2 < * 

< S ds 

^^ 
^min t 

2 i 

' U 
/ 1 

^^ 
'M 

s] + l/ll 
I* 

c< 
< 

^^ 

'o 
/ 1 < /1 * 

Im 
(s + < I* 

<< < X(o t 
2 ; 

s" )ds. 

Now, since for each fixed t the functions Hi < 1 / u < < < 1 
2 > 

( 0 and H2 < 1 / - / i J* 
< < + 

h * 
< < X < t • 

' 2 -
< are decreasing, we can apply the Calderon-Hardy Lemma to the 

Xorentz) function seminorm defined by (cf. [62, Theorem 1] 

\H A s < 
<bvv 

0 
H w< 15 < ds. 

We obtain 

<< IAg H2 A S • 

It follows that 

•t/2 

'0 
/ * 

< < 2 * < ds < 
< 

'o 
/ i* 

LM s IX (0, 
2 

S , I5l 
* < ds 

< 
< 

0 
1/ << I* 

< s + < I * 

im < < o, 
1 2 

S 9 
* (s) ds 

r*/2 

'0 
l/l " h l 

I * 
'M vs + l/l < < < .1* 

< Ids. 
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Inserting this estimate back in (3.2.14) we have, 

ft/2 

0 

w I * 

m s w 1/ * 
\ßy t 2))xmt/2)(s)g I * sy )ds 

w 

-t/2 

0 
1 / - ft 

i* 

m (/x(fi)/2) i* 
Im S \g\ * i vs) ds — 

\h i * 
m w w u/ w /»I i * 

Im 
xw 

r t / 2 

r0 
1*7 [s) ds 

w 
rt/2 

0 

w - f t i* 
1m w I* s) ds + 

t / 2 

'0 

ft 'm' s; 5 s) ds H-

1/ w * 
m (t/2 w h\ I* 

w 
w 

4/2 

0 
w * s) ds 

w 
» t / 2 

r0 
/ - f t 

I * 

'm (/x(fi)/2)(/x(fi)/2) xw 
m (t/2) \9\ 

* / (s) ds + 

•t/2 

'0 
ft * 

Im w w w * 
'm it) \9 s) ds 

2 
ww 

o 
1/ - h 

* 

w 5)X(o,t/2)(s) \g i* s) ds + 

mCT 

/o 
Ift i * 

w 's) w ft * 
Im (t) X(o,t/2)(s) \g 

i* 's) ds 

w 
2 / ww< <vn w I * 

1M w |ft I * 
m (*))X(0,t/2) cc 

by (2.2.8)). 

Now, let hn}n<EN be the sequence provided by Lemma 2, Chapter 2. Then, 

\hn i* 

x< < | f t n 
* 

Im (t) X(04/2) s) < 
4 

's 
< ftn < 

ß 

< 
[r)drx(o,t/2) S, 

r1 

s 
<< ftn < 

'My 

< 
< fa qq 

dr 
<< (r. 

t 

In (t] 

t 

S 
< hn 

i* 

ß 
q 

<vw<< 
dr 

r 

t 
H t ) 

ß(V) 

's 
< * 

'm 
/ 

(r)In(r) 
dr 

r 

t 

In < 
Q( < hn 

* 
'm 

< 
InKs). 

Applying < \x in the variable s) and using the fact that <xx >0, we see that 

\hn 
i * 

Im < < < * 
im < X(0,t/2)lV < 

C 
t 

In t) < hn 
* 
ßj 

I 

:vn(-) 
X 

< c 
t 

In(t) 
Whn\\\x (by (2.1.8) 

< c 
< 

H t ) 
1 + 

1 
n 

V/i„< Ha- (by (2.1.6)). 

ASTÉRISQUE 366 



3.2. ESTIMATION OF THE OSCILLATION IN TERMS OF X-FUNCTIONALS 35 

On the other hand, by (2.1.7), x<< 
<<<x 

h in L1, and by Lemma 1 we get \hn * S ù 
h * 

< .8), thus applying Fatou's Lemma in the X norm (cf. Section 2.2), we find that 

3.2.15 

\H I * 
< 

< < I* 
< 

<< X(o,t) < Ix < lim inf 
n—too 

hn\ I* 
< ù ù \hn i* 

ù 
» ) X(o,t; ù 

Ix 

< c 
< 

< < 
V/i| 

< 

Combining (3.2.14) and (3.2.15) we get 

(3.2.16; 
ùùù 

0 
1/ lu S < 1/ * 

LU 
*/2))X(o,t/2)(s) Iff * ;s)ds<c(in/i-ft | |x + 

ww 
cww 

IV/iHU). 

Since 1/ i* 
lu S) ~ \f * 

< ;^/2))x(o,V2)(5> is a decreasing function of s, we can write 

1/ I * 
< < < if < (t/2) X(0,t/2)(s) = l/l s< 

< 
< < / < :*/2)x(o,t/2i(o 

V * 
<< 

Combining successively duality, the last formula and (3.2.16), we get 

1/ * 
< < < 1/ ... < /2; X(0,£/2) 5 

X 

sup 
< << <1 

•ufi 

'0 
1/ * i * 

< < < 1/ < 
< 

't/2) X(O,t/2)(0 
< 

< Iffl < '5) ds 

f sup 
IPlIx'̂ 1 

û(fi) 

'0 
1/ f k5 f 1/ * 

I Ax 
:*/2) X(0,t/2 S 9\ 

I* (5) ds 

< 2c \f -h 
x + 

t 
In(t) 

x<< Ix < 

where c is an absolute constant that depends only on X. Consequently, if f is bounded 
there exists an absolute constant c > 0 such that 

1/ 1 * 
< < < 1/ 1* x 

x<< X(0,t/2)(')| X c inf 
k^ùmm 

wx< -h x + 
< 

<m^*ù V/i lx 

< 
<xx 
w<< 

< 
vw< •,f\X,Sx (by (3.2.6)). 

Suppose now that / is not bounded. Let fn = MM(\f\,N)S\f\. By the first part of 

the proof we have, 

fn I I ** 
< 

< < fn I* x<< cK 
t 

In << ,fn,X,Sx << 
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Fix n. For any 0 < ft G Sx, let hn — min (ft, n) Then, 

K 
t 

A t ) 
? / n ; -X', S x w< \fn < hn 

X 
< 

< 
fa [t] 

Vhn 
X 

< \f - f t X + 
<< 
fa№ Vft tlx • 

Taking infimum it follows that, for all n G N, 

<xw w< 
UK 

-, fn', X, Sx < i f 
< 

v f a ( * ) 

, / ; X, Sx < 

Since <x = min l/l ,n) 1 / , then by the Fatou property of the norm we have 

1/ 
i * 

Im x < 1 / 
< 
< 

t/2) X(0,t/2) < 
X 

= lim 
n 

fn 
I * 

lu x x \fn 
x 
x t/2) X(0,t/2)(*) 

l l x 

< 
clim i f 

< 

x 
in ft) 

,fn',X,Sx 

cK t 
In (t) 

, / ; X, Sx x 

as we wished to show. • 
Remark 2. — For perspective we now show that, under the extra assumption that the 
r.i. space satisfies QLx 0, (3.2.12) can be used to give a direct proof of (3.1.1). 

Proof. — We have, 

1 / 
x 
< t/2 \f 

i* 

< t 2 < 
2 
t 

<xcc 

u 
l/i lu s < f\ u 

[t/2] X(0,t/2) < ds 

< 1/ 
i * 

< < 1 / 
i * 
< 't/2) X(0,t/2)(", 

X 
2<t>x>{t/2) 

t 
by Holder's inequality) 

2cif 
< 

fa < 
(/x(fi)x</2) 

<<kpmù 

x< 
:by (3.2.12)) 

= 2c 
K t 

<lmù , Sx 

0 X ft) ^x<< 
• 

Example 1. — For familiar spaces (3.2.12) takes a more concrete form. For example, 

if X = Lp, 1 < p < oo, £ften afP > 0, and (3.2.12) becomes 

[3.2.17 
•t/2 

'0 
1 / 

i* 

lu 
S < / 1 

* 
lu ' 

<bn, x<< 
ds Cp K 

t 

In ( t ) 
, / ; L p , S l p 

< 

in particular, when p = 1, £fte Ze/i ftand szde o/ (3.2.17) becomes 

t 

2 \f 
** 

< 
¿/2 << 1/ 

* 
\(1 

(t/2) << 
rt/2 

0 
7 * 
y u 

< <cv< (* /2 ; ds. 

ASTÉRISQUE 366 



3.3. A VARIANT OF THEOREM 7 37 

As a consequence, when . X = Ll and 0 < t < /i(fì)/4, (3.2.12) and (3.1.1) represent 

the same inequality, modulo constants 

The next easy variant of Theorem 7 gives more flexibility for some applications. 

Theorem 9. — Let X and Y be a r.i. spaces on Si. Then, for each f eX + SY we 
have 

(3.2.18; 1 / 

** 

w<< 
(t/2 -< if 

• i* 

<< 
t/2) c 

K t <Px{t) 
(/x(w<<fi)/2) J;X,SY 

<t>x(t) 
-, 0 < t <x<<< 

Proof — Since the proof is almost the same as the proof of Theorem 7 we shall only 

briefly indicate the necessary changes. Let ; / = /o + /i be a decomposition of / , then 

using estimate (3.2.10), with Y instead of X , we get 

| V / i < 
< E< 

V / i i w< 
<bnxx 

Therefore, 

3.2.19) 
t 

la I < |V/i 
I * * 

< (*: < 

<t>x{t) t V/l|| |y 
(f>x(t)In(t) <fr{t) < 

Inserting (3.2.9) and (3.2.19) back in (3.2.8) we find that, for 0 < t < u(fl), 

if 
< 
f1 

[t/2] f 
* 

i at 
t/2) 

< 
M x_ <t>x\ < t V / i \y 

0x1 < + <Px(t)In(t 4>v(t) 

< 

1 

4>x{t) 
/ o l < w<< < 

< |V/i|||y 
<cvn <t>Y(t) v< 

The desired result follows taking infimum over all decompositions of / . • 
Remark 3. — Obviously if there exists a constant c > 0 such that for all t 

(3.2.20) (f>x(t)<c0Y{t), 

then for each f G X + S V , 

/ 
I * * 

< 
: * / 2 ) - 1 / Im 

(t/2) < 2 
K ct 

<vnx f',X,SY 
, 0 < t < /i(î<<î). 

xx<< 

TVô e £/ia£ y C X implies that (3.2.20) holds. 

3.3. A variant of Theorem 7 

This section is devoted to the proof of an improvement of Theorem 7 that will 

play an important role in Chapter 4. In this variant we shall replace the variable 

inside the K—functional, namely t 

x< << 
, bv a smaller function that depends on the 

space X. The relevant functions are defined next. 
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Definition 2. — Let X be a r.i. space on £i. For t e (0,/x(fi) we let 

( 3 . 3 . 1 ) ^x,n{t) x< 
<t>x(t) 

t 
s 

In Is 
X ( o , t ) 0 0 

( 3 . 3 . 2 ; ^x,n it) = 4>x t) 
1 

In s) 
X(o,t) s 

1 
X' 

X' 

If either X and/or Q are clear from the context we shall drop the corresponding 
sub-index. In the next Lemma we collect a few elementary remarks connected with 
these functions. 

Lemma 3 
(i) The function ^x(t) is always finite, and in fact 

^x 't) 
t 

In it) 
, te (0, / i (m). 

{ii) In the isoperimetric case there is no improvement: When X — L1. 

<n,:! ^vw 
wt 

Ut) w 

(Hi) We always have 
(/x(fi)/2)(/x(fi)/2) 

(iv) The function is increasing 
(v) A necessary and sufficient condition for *x(t) to take only finite values is 

( 3 . 3 . 3 ; 
1 

In(s) cw 
< 00. 

Proof 

(i) Since s 
In 00 

is increasing, 

<l>x(t) 
t 

s 
la s 

X(o,t)(s) 
\x' < 

<Px(t) t 
t la (t) 

X ( o , t ) 0 ) \x' 

<< 
<f>x(t) t 

t In> (<) 
<<x<<< 

< 
t 

Ht)' 
;ii) For X = L\ 

4>Li(t) < 
<t>n{t) 

t 
s 

Us) X(o,t) s 
<<< 

< 
t 
t sup 

s<t 

S 

Ia(s) 

< 
t 

la < < 
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(iii) Since s t 

(/x(fi)/2) 
(/x(fi)/2) 

t 
s 

Us) 
X(o,t)(s, 

\\x' 

<(f>x(t) 
1 

Us) 
X(o,t)(s) 

x' 

(/x(fi)/2)(/x(fi)/2) 

'iv) By inspection < 
x<< •X(o,t){s) 

l l x 

increases in the variable t. 

(v) By (iv) for te ( o , M f i ) ) , 

KMx(2t),f;X,Sx;KMx(2t),f;X,Sx;KMx 
l 

Us) I x ' 

On the other hand, by the triangle inequality 

KMx(2t),f;X,Sx;KMx(2t),f;X,Sx; 
1 

c< < 
- 0 x ( M ^ ) / 2 ) 

X(a(fi)/2,u(m) 5 

<bnmù X' 

It follows that 

<t>xM/2) 
1 

cw<< x 7 

< 2 * x ( M " ) / 2 ) . • 

Remark 4. — Unless mention to the contrary, we shall always assume that (3.3.3) 

holds when dealing with the functions introduced in Definition 2. 

Theorem 10. — Let X be a r.i. space on Q. Then, for all f G X + S x , 

[3.3.4) 1 / 

I** 

xw 
t) \f 

I* 

iß (t 8 
KMx(2t),f;X,Sx; 

4>x(t) 
• 0 < t < u(u)/2. 

Remark 5. — Lemma 3 (i) implies that (3.3.4) is stronger than (3.1.1). 

Proof of Theorem 10. — Let KMx(2t),f;X,Sx; be bounded. Proceeding as in the proof 

of Theorem 7 we can show that for any h G Sx, with 0 ^h< II/I vwww 

/ 1 " ( * ) - l / i ; W < 4 H / l - h\*; (t) + 2(\hÇ (2t) - \h\; (2*)), 0 < t < /x(îî)/2. 

The first term on the right hand side was estimated in (3.2.9) 

4 | | / | - C * W < 4 I I ( I / I K M x ( 2 t ) , f X 
1 

(fix®' 
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To estimate ft 
i * * 

w 
2t) w \h * 

w 
(2t ), consider w<< 

n G i V ' the sequence of Lip functions 
associated to h that is provided by Lemma 2. Then 

< 
I * * 

< 
2t) < ftn 

I * 

lu \2t) = 
1 

2t, 

< 

0 
< < I ftn 

I * 

< 

< 
(s) ds (integration by parts) 

< 
1 

2£ 

>2t 

0 
S < | ftn < 

lu 

< 
KMx(2 ds 

1(8) 

< 
1 

2t 
s 

/ n i (s: -X(0,2t)(s, 
I x ' 

x< < I * 

l/i 

/ 

» f a ( A 

\X 

(by Holder's inequality) 

< 
1 

2t 
s 

In » X(0,2t) <x 
I x ' 

Vftn 
l l x 

[by (2.1.8) 

<< 

1 

2t 
s 

In\ (s) 
X(0,2t) 2; 

<vn 
(1 + 

1 

c<< 
|Vft Ix 

by (2.1.6)). 

On the other hand, from (2.1.7) and Lemma 1, we have I ftn 
* 

< 
< << ft| I * 

< 
< I , a n d 

ftn 
** 

< 
's' < ft < 

< 
< i. Consequently, 

ft x< 
lu (2*) - Ift i * 

lu (2t) 
< 

1 

2t 
s 

In is) 
X(0,2t) (s) 

I x ' 

Vf t | 
I x • 

Summarizing, 

1 / 
< 
< 

< x 1 / 
i * 

x 
x 

x 4 
1 / - ft 

l l x 1 

KMx(2t) + 2t 
s 

vxww rX(0,2t)(s, 
w 

IVftl w 

4 

4>x(t) 
f\ -h\ \x + 4>x(t 

2t 
s 

In(s) 
•X(0,2t) (s) 

l l x ' 

HVftl 

X 
4 

< / > x w i / i - f t i 
x + wcw 2t) Vft | 

J x -

Thus, 

1 / 

I * * 

< 
< - / 1 

< 
lU ' 

< 
< 

4 

0 X < KMx(2t),f;X,Sx;K 
inf l/l -ftl X + ^ ( 2 t ) | | | V f t | 

< 
8 

0 x ( t ; 

K(il>x(2t),f;X,Sx)<< 

<t>x{t) 
'by (3.2.13)). 

When / is not bounded we consider the sequence / „ = min(|/ | ,n) l/l , and we 

proceed as in the proof of Theorem 8. • 

3.4. Isoperimetry 

In this section we show the connection of (3.1.1) and (3.3.4) with isoperimetry. 

Observe that (3.1.1) holds for all r.i. spaces. In particular, it holds for X = L\ 
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Theorem 11. — Let G be a continuous function on (0,//(f&)) which is zero at zero and 

symmetric around /x(Q)/2. Then the following are equivalent 

i) Isoperimetric inequality: There exists an absolute constant c > 0, such that 

[3A.1 G(t) <cln(t), 0<t<fi(Q). 

ii) There exists an absolute constant c > 0 such that for each f G L1, 

(3.4.2 w< 
I * * 

< (*) < • 1 / 
< 
x< 

< 
< 

c 

K t_ 
G{t) , f ; L \ s L i w < 

-, 0 < t < /i(fi)/2. 
<vn 

Proof 

(i) =>(ii). Since 

< < 
'm 

< < i / i < < S c 

<v< x< 
KMx( 

KMx(2t),f;X,Sx; 

t 
, 0 < t < /i(fi)/2. 

it follows that (3.4.1) implies (3.4.2). 

(ii) (i). Suppose that A is a Borei set with 0 < p(A) < /i(îî)/2. We may 

assume, without loss, that P(A; il) < oo. By [18, Lemma 3.7J we can select a sequence 
{fn}neN of Lip functions such that fn 

L1 
XA, and 

P(A]Ci) 
< 

lim sup 

<w<pm^ù 
|V/„ L1 ' 

Going through a subsequence, if necessary, we can actually assume that for all n we 

have 

p(A;Q)>\\\vfn\\\L1 . 

From (3.4.2) we know that there exists a constant c > 0 such that for all 0 < t < 

M î î ) / 2 , 

l / n 

I * * 

1m 
x< - fn 

I* 
1 m 

< c-

K t 

<cvnmù 
7 fn] L1, S Li 

t x< 

We take limits when n —>> oo on both sides of this inequality. To compute on the left 

hand side we observe that, since, fn 
L1 

XA, Lemma 1 implies that: 

l / n 
1m 

ft <xv< < 
< , uniformly for t e [0, l L and 

l / n 
I * 

< 
<xw Xa\ 

* 
< 

<< for ¿ £ ( 0 , 1 ) . 

Fix 1/2 > r > 11(A). We have 

lim 
n—>oo 

fn 
** 

< 
r < fn 

I* 

< 
<c< = ( x a 

** 
< 

( r ) < XA < 
< 

( r ) 

= (XA 
< 
m 

< (since XA 
* 

r = X ( o , M ( ^ ) ) W = 0 ) 

m 
ß{A) 

r 
m 
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Now, to estimate the right hand side we observe that, for each n, fn e L1 n 5Li. 

Consequently, by the definition of if-functional, we have 

K t 
G(t)--

KMx(2t),f;X,Sx; 

t 
< min 

xw<< 

t < 
1 

Git) 
V / n L1 

w 
min 

< < 
< < 

1 

Git) 
P(A-VL) 

xw 

Thus, 

lim 
(2t),f;X 

K < 
x<<< ÌFN'ÌL , S LI) 

t 
< min 

<ccvw 
t w 

1 

G(i) 
P(A;ft) xww . 

Combining these estimates we find that for all 1/2 > r > 

(2t),f; 

r 
cww 

1 

G(r) 
P(A;fi). 

Let r —)•(2t),f;X,Sthen, by the continuity of G, we find 

1 < c 
1 

(2t),f;X,S 
P(A;fî), 

or 
G(fi{A)) < cP{A;Q). 

Thus, 

G(M(A)) < cmî{P(B;Sl) :(2t),f;X,Sx< = p(A)} 

= cIMA)). 

Suppose now that t e (/i(fì)/2, //(fì)). Then 1 - t e (0,(2t),f;X,S 

cx<< 
xw<< 

and by symmetry, 

= G(l -t)< cl(l -t) = d(t), 

and we are done. • 
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CHAPTER 4 

EMBEDDING INTO CONTINUOUS FUNCTIONS 

4.1. Introduction and Summary 

In this chapter we obtain a general version of the Morrey-Sobolev theorem on 

metric measure spaces (Q, d, a) satisfying the usual assumptions. 

4.1.1. Inequalities for signed rearrangements. — Let(2t),f;X,S(2t),f;X,S(2t), ¡1) be a metric 

measure space satisfying the usual assumptions. We collect a few more facts about 

signed rearrangements. First let us note that for c G R, 

;4.1.1) (2t),f;X,S < 
< 

< << ̂ù (*) + c. 

Moreover, if X(fl) is a r.i. space, we have 

1/ I* < X(0,/x(fi) < /1 <c< < \f\\x(Q] << fp\\x(0,ß(Q))i 

where (2t),f;X,S ) is the representation space of X (2t),f;X 

The results of the previous chapter can be easily formulated in terms of signed 
rearrangements. In particular, we shall now discuss in detail the following extension 
(variant) of Theorem 10. 

Theorem 12. — Let X be a r.i. space on Q. Then, for all f G X -f Sx, we have, 

(4.1.2 < < 
< 

k k k k 
k 

k < 8 
K(iP(2t),f;X,Sx) 

<Px{t 
, 0 < t < p{ü)/2, 

where 4>(t) •= ibx.o. it) x< 
<Px(t) 

S 

s 

<^*ù kx<< k 
x' is the function introduced in (3.3.1)). 

Proof. — Let us first further assume that / is bounded below, and let ; c = info / . We 

can then apply Theorem 10 to the positive function / — c, and we obtain 

(4.1.3) (f-c 
\ * * 

< 
< < f-c 

> * 

< 
< < 8 

K(rl>(2t)J-c;X,Sx)w<< 

M ) 
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We can simplify the left hand side of (4.1.3) using (4.1.1) 

J-c) ** 
f1 

x<< << U - c ) 
\ * 

< it) << < *** 

< 
< w< < k k k 

On the other hand, the sub-additivity of the If—functional, and the fact that it is zero 
on constant functions, allows us to estimate the right hand side of (4.1.3) as follows 

K (4>(t)J -c;X,Sx)<K (i/>(t), f;X,Sx) + K №(t), c; X, Sx) 

= K(^(t),f;X,Sx). 

Combining these observations we see that, 

< • * * , 

JU it f, < 
< 

w< < 8 K ^ ( 2 t ) , f ; X , S x ) < < 
<t>x(t) < 

If / is not bounded from below, we use an approximation argument. Let 

fn = max( / , - n ) , n = 1,2,... 

Then by the previous discussion we have 

v fn < 
< < < fn. * 

ffJL cw< < s-
K M 2 t ) J n ; X , S x < < 

<t>x(t) < 

Now fn1 (x) -> f(x) /i-—a.e., with fn << l/l 
, therefore, L1 convergence follows by 

dominated convergence, and we can then apply Lemma 1 to conclude that 

< < [t < < < 
bb 

b < 8 
K№(2t)Jn,X,Sx 

<t>x(t) x 

We estimate the right hand side as follows. Given e > 0, select h£ G Sx such that 

[4.1.4) 
/ - he\\x + m | | | V / i £ | | | x < K «-(*),/; X, Sx) + e. 

For each n G N let us define hn = max(/i£, —n). Then 

(4.1.5) h < 
Jn G Sx with IVft < 

Ln\ < 
| V / i e | 

By a straightforward analysis of all possible cases we see that 

(4.1.6) l / n < hi 'nil X < 1 1 / < <vw 
l l x -

Therefore, combining (4.1.4), (4.1.5) and (4.1.6), we obtain 

k wt), fn; x, Sx) < k m), / ; x , Sx), 

thus 

/ << 
x< (t < / < (t) 

< 8 
KiM2t),f:X,Sx 

<Px(t) 
, 0 < t < u(Çl)/2. 

and (4.1.2) follows. • 
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4.2. Continuity via rearrangement inequalities 

In this section we consider the following problems: Characterize, in terms of 
if—functional conditions, the functions in / G X(Q) + SX(Q) that are bounded, 
or essentially continuous. One can rephrase these questions as suitable embedding 

theorems for Besov type spaces. 
We consider boundedness first. 

Lemma 4. — Let (2t),f;X,S be a metric measure space, and let X(Q) be a r.i. space. 
Then if f G X + Sx is such that 

c<< 

0 

K№t),f\X, Sx)dt 
(fix (t/2) t oo, 

then f is essentially bounded, where (2t),f;X,S(2t),f;X,S(2t),f;X,S I 
fai*) c<< s x' is the 

function introduced in (3.3.2). 

Proof. — To simplify the notation we shall let K(tJ) := K(t,f;X,Sx(2t),f). By 
Lemma 3 (i) and Theorem 10, we have 

4.2.1 1 / 

I * * 

xw :*/2) w i / i* 

w (t/2) 
ww 

8 
(2t),f;X,S 

<t>x(t/2) 
, 0 < t <(2t),f;X,S 

Fix 0 < r < w 
2 -; then integrating both sides of (4.2.1) from r to(2t),f;X,S(2t),f;X,S we find 

xww 

r 
if w 

wv 
(t/2) c< if 

* 

A4 ' 
cwwnb << 

x< 
< 8 

<bx< 

r 

K(*(t),f) dt 
<t>x(t/2) t ' 

We can compute the left hand side using the fundamental theorem of calculus 

x<< 
2 

r 
1 / 

** 
< u - if 

i* 

< 
< 

< 

г¿ 
< / v< r <x <<x 

<nmù 

2 
5 

thus, 

^wv< x< << / ** 
<bvn,k 

2 
< 8 

vw< 

< 

K(<S>(t),f)dt 

4>x(t/2) t 
Therefore, 

r r) < 

2 

<bvc< 

w< 
2 

< 
l/l w 

w 
s) ds + 8 

<nxw 

/ r 

K(*(t),f;X,Sx)dt 

0x(*/2) <x 

Thus, letting r -> 0, 

1 1 / <vw << 

2 

<wc 

<xx 
2 

0 
/ w 

A* 
s) ds + 8 

w 

cw< 

K№t\f:X,Sx)dt 
(fix (t/2 t ' 

and the result follows. • 
To study essential continuity it will be useful to introduce some notation. Let 

G be an open subset of £1. Recall (cf. Section 2.2) that XJG) = X(G,diG,n\G)-
When the open set G is understood from the context, we shall simply write Xr and 
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cw<< We shall denote by Xr = Xr(0,p(G)] the representation space of Xr, and we 
let X'r denote the corresponding associated space of Xr (For more information see 
Section 2.2, (2.2.13).) 

If / e X(Ü) + Sx(fi), then we obviously have that fxc e Xr(G) + SXr(G). 

However, we can not apply our fundamental inequalities (3.1.1), (3.3.2) since we are 

now working in the metric space {G,d\Glfi\G) and therefore the isoperimetric profile 

has changed. 

Given G c l l a n open subset, and let A c G. The perimeter of A relative to G 

is denned by 

Pi A: G) = lim inf 
/i->0 

u(Ah)-u(A) 
h < 

where Ah = x G G : dix, A) < h}. Obviously 

P(A-G) < P(A-il). 

The relative isoperimetric profile of G C Vt is defined by (see for example [4] 

and the references quoted therein) 

IG » = /(G,<^) (*) = ini {P(A; G): AcG, ß{A) = s} , 0 < s < ß{G). 

We say that an isoperimetric inequality relative to G holds true if there exists a 

positive constant Ca such that 

IG (s) > CGmm(In(s),In(n(G) - s)) = JG(t), 0 < s < ß(G), 

where is the isoperimetric profile of (2t),f;X,S . Notice that, if u(G) < u ( î î ) /2 , , then 

JG : [0,/*(G)] -+ [0,oo) is increasing on %ß(G)/2) i, symmetric around the point 

(2t),f;X,S and such that 

IG > JG, 

i.e., J g is an isoperimetric estimator for the metric space G,d\G,li\a)' 

Definition 3. — We will say that a metric measure space (fî, d, ¡1) has the relative 

uniform isoperimetric property if there is a constant C such that for any ball 

B in Q, its relative isoperimetric profile IB satisfies: 

IB(s) > Cmm(In(s),Ia(ß(B) - s)), 0 < s < ß(B). 

The following proposition will be useful in what follows 

Proposition 2. — Let J be an isoperimetric estimator of Q.d.u). Let G C fî be an 

open set with li(G) < /i(fi)/2, and let Z = Z([0,/x(G)] be a r.i. space on [0,/i(G)]. 

Then 

Rit) := 
1 

min( J(s), J(n(G) -s) X(o,t)(s 
z 

< 2 
1 

J(s) 
X(o,t)(s) 

\z 
0<t< n(G). 
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Proof. — Since min( [In(s)JMG)-s) is an isoperimetric estimator for ( [G,d\G,n\G) 

we have 

R(t) < 
1 

MIN(IN(S),IN(IJ,(G) -s)) 
•X(0,/x(G)/2)(s) +< 

z 

1 

min(/n(s),/n(/i(G) - 5 ) X (M(G) /2 , t ) (s ) 
I z 

w< 
1 

IN [s) X(0,/z(G)/2) < 
I z 

+ 
1 

/n(/i(G) - a) 
x X ( M ( G ) / 2 , t ; < 

< 

< 
1 

< cx X(o,t) » 
I z 

+ 
1 

7n(/x(G) - s -X(M(G)/2,i » 
I z 

To estimate the second term on the right hand side, notice that, by the properties 

of IQ(S), the functions 

1 

W G ) - S ) < < 
X(AG)/2,t) IS) and 

1 

x<<n, •X(/x(G)-t,/x(G)/2) S 

are equimeasurable (with respect to the Lebesgue measure), consequently 

1 

(2t),f;X,S(2t),f X(u(G)/2t) S) 
Z 

x< 
1 

Us) 
•X(u(G)-tM(G)/ï (S) 

<< 
1 

Us) 
X(u(G)-t,u(G)/2) 

Z 

a 
<<x 

z 

Since 1/IQ(S) is decreasing on (0,/i(G)/2), 

1 

(2t),f;X,S X(/x(G)-t,/z(G)/2) 

< 
< 

z 
c 

1 
(2t),f •X(0 , t -u(G) /2) x< 

< 
< 

1 

US] 
:X(o,t) << 

I z 

Consequently, 

#(£) < 2 
1 

US) 
X(o,t) »< 

z < 
• 

Theorem 13. — Let (2t),f;X,S 6e a metric measure space with the relative uniform 

isoperimetric property and let X be a r.i. space on O. Then all the functions in 
feX + Sx that satisfy the condition 

[4.2.2) 
v<< 

<bn 

K(*Xo(t)J;X,Sx] dt 

(fix(t) t 
< oc, 

are essentially continuous. 

Proof. — We will show that there exists a universal constant c > 0 such that for any 

function that satisfies (4.2.2) we have: For all balls B with 11(B) < //(Sl)/2, 

/ x << <f x< < c 
•2/x(B) 

0 

K(M>x,n(t)J;X,Sx)dt<<< 

(fix (t) t ' 

for ¡1—almost every x,y G B.<<<<<< 
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We shall use the following; notation: X = X(ü\ Sx = Sx(ft), Xr = XJB), 
SXr = SXr(B), ißB(t) = il>B,xr{t), and tfjB = ^xr,B^B(t) = *Xr,B,*x = *x,n-

Given f eX + Sx, then fXB G Xr -f- 5Xr. By Theorem 12 

(4.2.3; 7 x b 
x 
x 

x x x<< * 
< 

< < fXB 
** 

^^ 
^^ ̂ ^ fXB ^^ 

^^ 
^^ 

x 
8 

if {il>BWJxB;Xr,Sxr] 
, 0 < t < 11(B)/2. 

</>xr(t) 

By (2.2.12), 

K(ipB№JxB;Xr ,Sxr)<< 
(2t),f;X,S < 

K{$B{2t),frX,Sx<)< 
<t>x(t) 

, 0 < £ < fi(B)/2. 

On the other hand, for 0 < t < fi(B)/2, 

4.2.4) (2t),f;X,S < 
0 X r ;2t) 

2t 
5 

vw<< X(0,2t) < 
<< 

< 0 X r 2t: 
1 

• t e 0 0 
X(02,t) < 

x; 

<< 0 X 2t; 
1 

te < 
X(0,2t) << 

\x> 

< c<t>x [2t] 
1 

miniIQ(B),IQ(ß(B) -s] •X(0,2t) << 
x ' 

< C 0 X <v< 
1 

Us) X(0,2t) 5 
X' 

(by Proposition 2) 

(2t),f;X,S(2t) 

Consequently for 0 <t<^(B)/2: , we have 

fXB x< 
<< 

< <c Jxb < 
< 

c< < 8' 
(2t),f;X,S(2t),f;X,S(2t),f 

4>x (t) 

(4.2.5) 
c 

8C 
lK(^x(2t),f;X,Sx 

4>x(t) 

= A 2t] I. 

Change variables: Let t = zr, with r = 
u(B 

c<< 
(2t),f;X,S(2t),f;X,S Then, 

to < 
< 

<< vbw< 
,mpo 

* 
w<< 

( z r 

< 
A(2zr , 0 < z < ß(Ü). 

Integrating the previous inequality we obtain 

<v< 

'0 
fXB < 

< 
2 t < ; / x b 

* 
< < 

<bw 

< w< 

cw< 

/ n 
A(2zr 

dz 

z 

<< 

•u(B) 

0 
A(u 

du 

u 
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Using the formula 

d 
dz xw fXB w 

w zr, w 
fXB ww 

w zr) ww [fXB \ * 
ww zr 

z 
1 

we get 

ess sup I fXB w fXB ww 
w 

M B ) / 2 ; w< fXB << 0) < ! / X b 
< 
< 

(2t),f;X,S 

vw< 

'0 
[fXB < 

< << < ( / X s 
* 

kk k 
k 

z 

< 

KB) 

'o 
cw< dz 

z 
< 

Similarly, considering (2t),f;X,S instead of fXB , we obtain 

ess sup - / X f î ) x - / X b > 
x 
x KB)/2 

< 

KB) 

Jo 
Az 

dz 

z 

Adding both inequalities 

[4.2.6) ess sup( ÎXB] — ess inf (fXB, < 

2 
u(B) 

< 
A(z) 

dz 

z +< ! / X s << 
A* (AB)/2) + - / X b 

< 
< 

(M(B) /2 ) 

To estimate the last term on the right hand side we let t = (JJ(B)/2 in (4.2.3) < 

fXB ** 
< M B / 2 + - / x b A* 

> ( S ) / 2 ) < 8 K ( i l > B ( i i ( B ) ) J x B \ X r , S x : . < < 

4>Xr(KB)/2) 
< 

and we do the same thing for the corresponding estimate for —/, 

-fXB ** 
AI (/x(S)/2) + 1-fxB. 

< 
< 

(M(S)/2) < 8 K{rpB(n(B))JxB;Xr , sXr:<< 

4>x,MB)/2) 
< 

Adding these inequalities, and recalling that, since -fXB * 

A* < < (2t),f;X,S c<< < << 
- ( / X s w 

ML b 
(n(B)-t) = -(fXB\ * 

>K KB) -1) , we have 

-fXB * 
A4 n(B)/2] <nxw fXB * 

<< 
:M5)/2), 

we see that 

[fXB ** 
w 'a(B)/2) + i - f x B A4 > ( B ) / 2 ; < i6 

K(ii>B(n(B)),fxB;Xr,Sx<<r) 
<t>xMB)/2) << 
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Inserting this information back in (4.2.6) we obtain 

ess sup fXB — ess inf Jxb 

< 2 
u (B) 

/0 
A z 

dz 

z 
+ 16 

K [xßB(^B))JxB'iXriSXr 
cßXj.(fi(B)/2) 

<c 
fJL(B) 

w< 

K *x(t)J;X,Sx] 
4>x (t/2) 

dz 
z 

+ 16 
vw< •*x(lM(B)),f;X,S<x)< 

(2t),f;X,S(2t),f;X, 

< c 
m ( b ; 

0 

K 9x(t),f;X,Sx] 
4>x{t) 

dz 
z + 

K yx(ß(B))J;X,Sx<)< 
</>x(ß(B)) < 

Elementary considerations show that the second term on the right hand side can 
be controlled by the first term. Indeed, we use that K(t,f) increases and <vx<< 
increases (cf. Lemma 3 (iv) above) to derive that K(yx(t),f;X,Sx[ increases, which 
we combine with the fact that (j)X> (t) increases, and $X>(t)(t>x(t) = t, then we obtain 

»2u(B] 

r0 

K ( * x ( t ) J ; X , S x ) w < dt 
4>x(t) t 

<< 
2u(B) 

0 

<t>x>(t)K(*x(t)J;X, Sx<< dt 
t t 

> 
2u(B) 

'a(B) 

fe(№№x(t),/;I,Sx)w<<< dt 
t t 

> 0 x , ( ß ( B ) ) K ( * x ( v ( B ) ) J ; X , S x ) < < 
f2u(B 

Jn{B) 

1 
t 

dt 
t 

= K(*X(^(B))J<1X1SX) 
M ^ b ) \ < 

M B ) < < 

< 
i 
2 

K (*x(fi(B))J;X,Sx< 
(px(KB))<< 

Thus, 

ess sup Jxb — ess inf( fXB < c 
, 2 / z ( B ) 

< 

K y x ( t ) j ; x 1 s x ) < < < dt 
<\>x it) t < 

It follows that for /i—almost every x,y G B, 

\f(x)-f(y)\ < c 
>2u(B) 

0 

K Vx{tlf\X,Sx)<< dt 
<t>x(t) t < 

and the essential continuity of / follows. • 
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CHAPTER 5 

EXAMPLES AND APPLICATIONS 

5 .1. Summary 

We verify the relative uniform isoperimetric property for a number of concrete 
examples. As a consequence we shall show in detail how our methods provide a 
unified treatment of embeddings of Sobolev and Besov spaces into spaces of continuous 
functions in different contexts. 

5 .2. Euclidean domains 

Let QcRn be a bounded domain (i.e., a bounded, open and connected set). For 
a measurable function u : n -> R, let 

ix+ = max(u, 0) and u — mmiu, 0). 

Let X = X(Sl) be a r.i. space on Q. The Sobolev space W l 

w< < < w < x< is the space of 

real-valued weakly differentiable functions on Q that, together with their first order 
derivatives, belong to X. 

In this setting the basic rearrangement inequality holds for all < G ' w 1 L1 

(5.2.L 1 / (t) < < < < 
t 1 

Ini (t) t 

< 

<< 
|V/|*(s)ds, 0<t< 

rearrangements are taken with respect to the Lebesgue measure). We indicate briefly 
the proof using the method of [70]. 

It is well known (see for example [51, [97, Theorem 2.1.41) that if u G W < 
L1 < w 1 

1, 
then < , u G < 1 

1< and 

Vu+ = Vux{u>o} and Vu = Vux{u<o}-
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For given a measurable function q and 0 < ¿1 < ¿2, the truncation 9 
J2 

< 
of g is defined 

by 

9 
to 

'tl = mm j max '0,0 - ti},t2 - t2 < 

It follows that if 9£ w, 1 
1 then 9 

t2 

'ti 
< l and, in fact, 

V 9; 
< 
< = V5fX{t1<^<t2}-

In other words, W T l is invariant by truncation. On the other hand, given 9 e Wj -I 1 5 the 

Federer-Fleming-Rishel co-area formula (cf. [371) states that 

In 
Vg(x) \ dx = 

'OO 

1 
— oo 

Pn {g > s) ds. 

Applying this result to 9 |t2 
tl 

, we get 

[5.2.2) 
{ t i < M < t 2 ; 

\V\g\(x)\dx = 
'OO 

/0 
Pn( 9 

t2 
ti 

> s) ds 

> 
'OO 

r0 
In << 

\9\ 
*2 
*1 

x< ds (isoperimetric inequality) 

<< 
t 2 - t i 

/ o 

In < \g ¿2 
*1 

'S )ds. 

Observe that, for 0 < s < £2 — ti, 

l / l >*2>| <IL /1 1*2 1*1 
<ù < l / l > t l ùù 

Consequently, by the properties of /Q, we have 

•t2-ti 

/ o 

I Ì1 
\9' 

1*2 
*1 

» ) d s > (t2 - t i ) m i n ( / n ( | { M > t i } | ) , / n ( | { | ^ | > £2}|)). 

For s > 0 and /i > 0, pick £i = |#|* (s + /i), £2 = \g\* (s), then 

(5.2.3) (2t),f;X,S(2t),f;X,S(2t),f;X,S 
w 1*2 

vw 
S)<\{\g(x)\>\g\*(S + h)}\<s + h. 

Combining (5.2.2) and (5.2.3) we have, 

\9\* (*) - \g\* (s + h)) min(/n(S + h), IQ(s)) < 
{\g\'(s+h)<\g\<\g\'(s)} 

\7\g\(x)\ dx. 

At this stage we can continue as in [701, and we obtain that if w/ x w 1 
1 5 then (5.2.1) 

holds. Moreover, 1/ 
I* is locally absolutely continuous, and 

(5.2.4) 
c< 

< 
-(2t),f;X,S(2t),f;X,S(2t),f;X,S 

•t 

0 
Vf\*(s)ds. 
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From here, using the same approximation method provided in the proof of Theorem 12 

Chapter 4, we find that, if w< e w 1 
1 ? then for 0 < t < , 

'5.2.5Ì <vw [t] < r t < 
t 1 

fo t) t 

< 

r0 
v / l < s) ds. 

Indeed, first assume that / is bounded from below, and let c = info / , then, since 

/ - c > 0 , we can apply (5.2.1) to / — c, and we obtain 

\f-c\ << < < / — c i* <v<< < 
< 1 

fo < < 

t 

0 
V ( / - c ) f (*)ds.w<<< 

Since 1 / - c\* (t) = (/ - cf (t) and /**(*) - f*(t) = ( / - c)** (i) - ( / - cf (t), we get 

cvx (2t),f;X,Sw<< 
<xx 1 

/n(*) t 

•t 

lo 
\Vf\*(s)ds. 

If / is not bounded from below, let fn — max( / , -n ) , n = 1 , 2 , . . . < < The previous 

discussion gives 

(2t),f;X,S(2t),f;X,S < 
t 1 

In (t) t 

•t 

< 
|V/„ 

* 
' 5 )<< 

< 
t 1 

fo < t 

ft 

r0 
|V/|*(s)dS<<. 

We now take limits. To compute the left hand side we observe that fn(x) - > f(x 

/x-a.e., and |/n| < | / | , then by dominated convergence fnc<<spm• Consequently, by 

Lemma 1, we have the pointwise convergence fnf*(t)-(fnf(t) -> < f**(t)-r(t), 
n—>oo 0 < t < a(n) ), concluding the proof. 

Le tX = X(Sl) be a r.i. space on Ct. The homogeneous Sobolev space W 1 
x is defined 

by means of the seminorm 

\u\ << 1 x << Vu\ X ' 

We consider the corresponding if—functional 

K(t,f;X,W 1 x = inf \f-g\\x + t\\9\ W 
x -

The previous discussion shows that all the results of Chapters 3 and 4 remain valid 

for functions in W 1 
x or <nlmù W •1 

x 

5 .2.1. Sobolev spaces defined on Lipschitz domains of] . — We now discuss 

assumptions on the domain that translate into good estimates for the corresponding 
isoperimetric profiles. 

In this section we consider Sobolev spaces defined on Lipschitz domains of x<< 
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Let ftcW1 be a bounded Lipschitz domain. Then the isoperimetric profile, satisfies 

(see for example [751) 

(5.2.6) In(t) = c(n) (min(*,|ft |-t; 
n - l 

< 

For any open ball that Ba C n with x< = Of, we know that (see for example [75] 
or [97]; 

Ißa (t) > q(n) (min(£, a - t 
n - l 

0 < t < a, 

where q(n) is a constant that only depends on n. Moreover, since 

c(n) (min(£, a — t) 
n - l 

= mm(In(t)Jn(a - t)) 0 < t < a, 

we see that there is a constant C = C(n such that 

<nù^^ (t) > Cmin(jfo(£) , /n(a-£)) 0 < t < a. 

In particular the metric space (Q, |-| , dm) has the relative uniform isoperimetric prop

erty. 

Theorem 14. — Let X = X(Q) be a r.i. space on then 

W < 
x 1 

< <<< oo 
x<< t1 'n-l 

X(0,|fi|/2) I x ' 
(2t),f;X,S W rl 

X ; n ) c c 6 ( f i ) . 

(Here Cb(Q) denotes the space of real valued continuous bounded functions defined 

on Q.) 

Proof. — Let us first observe that the condition of the Theorem can be reformulated 

in terms of the isoperimetric profile of Q as follows, 

;5.2.7 t1 / n - l 

X(0,|Q|/2) X' 
x< 

1 

Ht) x' 
< oo. 

Indeed, since IQ is symmetric around the point 1 ^ 1 / 2 , it follows that 

1 
<vn;w< 

X' 
< 

1 

In( s) X(0,|Q|/2) 
l x < 

+ 
1 

In s] 
-X(\n\/2,\n\) 

\x> 

= 2 
1 

In < 
X(0,|Q|/2) 

X' 

< 2 
1 

In( < \x> 
< 

Now (5.2.7) follows since, in view of (5.2.6), we have 

1 

In s) X(0,|fî|/2) 
X' 

<< t1 n-l 

X(0,|Si|/2) X' ' 
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Suppose that i 
x< X' << t1 n-1 X(0,|fi|/2) w< < oc. Let / G W -i . Since we 

have shown in the previous section that | / |* is locally absolutely continuous (cf. [60] 
and [70]) we can write 

5.2.8) 

| | / | |LOc-|/r(|fi |) = | / r ( o ) - | / r ( | n | ) = 
n\ 

0 
(-\r\Y(8)ds 

<< 
\n\ 

< 
-\r\Y(s)In(s) 

ds 
Us) 

<\\(-\r\y(s)In(s)\\x 
1 

Ht) x' 
hy Holder's inequality) 

< l l i v / | | | x 
1 

Ht) X' 
'by ( 5 . 2 . 4 ) ) . 

We have thus obtained 

|/||Loo<||/||Ll + | | |V / | | | x 1 
UK x' x< 

which applied to / — JQ f yields 

/ -
< 

f 
<x< 

< < < 
<;: 

f 
v< 

+ v / l X 
1 

Ht) X' 

^ c d f i D i i i v / i i i ^ + i i i v / H i ^ 
i 

Ht) x' 
(by Poincaré's inequality] 

<C(| î î | )^( | f i | ) | | |V/ | | |x + || |V/|| |x 
1 

Ht) \x' 
(by Holder's inequality) 

= C(\Ü\) 
1 

Ht) \x' 
V / | | | x , 

where c m is a constant that depends on X and the measure of Q. 
Conversely, suppose that W i xv Ü) c L°°, then 

/ < 
< 

f 
< 

< c | | | V / | | | x . 

Since Q has bounded Lipschitz boundary, this is equivalent (cf. [70] and [68, 
Theorem 2]) to the existence of an absolute constant C > 0 such that for all g G X, 
9>0 

It 

*\Q\/2 9(s) 
Us) 

-ds 
cw<< 

<C\\g\\x-
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Thus, 

sup 
<(2t),f;X,S 

N / 2 

/0 

\9\ M 
x< 

ds — sup 
\\g\\x<i 

v< 

0 
9\ [s) 

X(o, |^ | /2 ; x< 

<nm^ù 
ds < C, 

which, by duality, implies that 

1 

< < 
"X(0,|n|/2) 

< 
< 0 0 . 

To conclude the proof we show that (5.2.7) and the relative uniform isoperimetric 

property imply that 

W r<l 
<c< (ft C Cb(Q). 

Let / G W 1 
< 

< Consider any open ball Ba contained in Q with \Ba\ = a. An easy 

computation shows that 

1 

min (t,a-t] 
n - l 

x' 
< t1 'n-l 

X ( 0 , a / 2 
X' < 

Applying the inequality (5.2.5) to fxBa and integrating, we get 

ess sup 'JXBa 
1 

a 
fXBa (x) dx = 

pa 

0 
fXBa 

* * [t < UXBa 
* <n; 

dt 

t 

< 
a 

0 

t 1 < 

I Ba (t) t Jo 
VfXBa I * (s) ds 

dt 

t 

< 
1 

nw< 

•t 

'0 
(2t),f;X,S ̂ w 5 ) ds 

\x 

1 

*Ba (t) x' 

<c(n ,X)\\\VfxBa\\\x<<< t1 'n-l 
X(0,a/2; x< 

Similarly, considering —fxBa, we get 

— ess inf / <,;mp 
xw<< 

+ 
1 
a 

fXBjx)dx<c(n ,X)\\ \VfxBa\\\x<< t1-/n-l 
X(0,a/2) X ' 

Adding these inequalities we see that 

ess inf fXBa — ess inf / x b J < c | | | V / X b J I I x < < < < < t1 /n-l 
X(0,a/2; I X ' ' 

Thus, for almost every x , y G Ba, 

\f(x)-f(y)\<c(n)\\\\7fxBa\\\x tl< / n - l 

'X(0,a/2) X' 

The essential continuity of / follows. • 

Remark 6. — Let us consider the case when X = L P , with p > n. An elementary 

computation shows that 

t1 'n-l 
X(0,a/2) < 

cx< n , p ) < 
< 1 -

p • 
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Let Ba be a ball with \Ba\ — a, then a ,1 1 n is cn times the radius of the ball, thus, for 

almost every y, z G Ba such that \y-z (2t),f;X,S a1 In , we get 

\f{y)~ f(z)\ <c(<<n,p)\y-z < < < 
x v / l l l p . 

The method of proof fails if p = n. However, if we consider the smaller Lorentz (i; 

space X < L n,l C Ln, then X' = L 
n 

, n - l • , 0 0 , and 

t1 n - l 

X(0,a/2) 
L n - i ' 

, o c << sup 
0<s<a/2 

< 
< 
ww 

•w1 
S 

1 w i w w : 1. 

Thus, for almost every y,z G Ba i such that y - z\ = cna At 
In , we have that 

\ f(y)-f{z)\<c{n)\ \ \VfxBa<< wwcw x< c(n) 
y - z 

r0 

w / n IV/ Ï s 
ds 

s 
w 

The essential continuity of f follows. Thus we recover the classical result indepen

dently due to Stein [90] and C. P. Calderón [23]. 

Remark 7. — See [25] for a related result, using a different method and involving 

Orlicz norms. 

5.2.2. Spaces defined in terms of the modulus of continuity on Lipschitz 

domains of — For Euclidean domains Q with Lipschitz boundary it is known 
that (cf. [54, Theorem 11, [13, Chapter 5, exercise 13, p. 430]), 

K(t,g; X (f i) , W<<xm ~ ux(g, t), 0 < t < ,< 

where 

ux(f,t) sup 
0<\h\<t 

f(- + h)- f(.))xn(h)\\LP{ny 

with ii(h) = {x G tt : x + oh G fi, 0 < P w I] and h G W1. 

Moreover, as we have seen, fi, I-I, dm has the relative uniform isoperimetric prop

erty. Consequently, by Theorem 13, we have 

Theorem 15. — Let X be a r.i. space on fi. If (2t),f;X,S w x satisfies 

u(Q) ux 

lo 

fAx(t) c< 
( m i n ( t , | f ì | - t ; 

n - l X(o,t) s 
X' dt 

4>x It) t 
< oo, 

then, f is essentially bounded and essentially continuous. 

1. See (7.1.3), (7.1.4). 
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In particular, when X = Lp, we obtain 

Theorem 16. — Ifn/p < 1, then there exists a constant c > 0, such that 

\ № - № \ < c 

y - A 

r0 

x< <nù dt 

tn 'p t ^c< 

Proof. — Let Ba an open ball contained in Q of measure a < | f i | /2 . Since p > n an 

elementary computation shows that 

1 
< < X(o,t) s 

LP' << 
< C( n,p) 

i 

< 
1 

< 

Thus, Theorem 13 ensures for almost every y,z e BA, 

\f(y)-f(z)\<c 
*2a K t1 n <(2t),f v< , w . 1 P 

< dt 

o t1. < t 

~ c 
2a 

'0 

< << l >n dt 

t l p t 

= c 

(2a l < 

r0 

UJp <cv< ) dt< 

t n Ip t << 

Since Ba\ = a , a 
I, n is a constant times the radius of the ball, therefore, for almost 

every y, z G Ba such that \y — Z\— COL 1 n 
i 

f(y)-f(z)\ < 
\y~z\ 

lo 

LUp\ /,*) dt 

V n, P t 

The essential continuity of / follows. • 

Remark 8. — In Chapter 10 we shall discuss the connection with A. Garsia's 

work. 

Theorem 17. — Let X be a r.i. space such that (2t),f;X,S < 1 
n ' 

If f satisfies 

\Q\ 

'0 

UJX 
vw< dt 

<t>x (t •1. n^ t 
< OO, 

then, f is essentially continuous. 

Proof. — It is enough to prove 

R(t) = 
1 

(min(s,(2t),f;— s) 
n - l 

< 
X(o,t) s 

X' 

< C(n,x) < 
l 

< 4>x, (t) bx 
0 < £ < |îî | . 

Recall that if QLa(x') > 0, the fundamental function of X satisfies (see [88, 

Theorem 2.4]) 

d<f>x' (s) << 0 x ' (s) 

s 
' 7 
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5.3. DOMAINS OF MAZ'YA'S CLASS Ja (1 - 1/n < a < 1) 59 

and, moreover, for every 0 < 7 < OLKi-yr the function 0x ' < 'si is almost increasing 
i.e., 3c > 0 s.t. (j)x> (s)/si < C(f)x> [tyt-y whenever t > s i. Pick 0 < 3 such that 
notice that << X] 1 n implies that a '-h{X'] 1 x< i n -

1 1 
n + ß < QLa(x')-

Since fo is symmetric around the point |fi| / 2 , we get 

R(t) ~ 
1 

< 5 < 
X(o,t) 8) 

\X' 

and 

R(t)< 
< 

/0 
s 1_ n -1/ d<j> x' s 

<< 
t 

0 
s 

1 -1 tx_ >{*) 

s 
ds 

< 
< (j)x>\ < ds 

< s1 w 1 n <w s1--ß 

bw< 0x ' < 

t1 
1 

< 
+/3 

< 

'o 

<< 
S 1 -ß 

<c<< 4>X' t 
t il i < 

<< t i ̂ X1 < I . • 

5.3. Domains of Maz'ya's class CI ex [1 - 1/n < a < 1] 

Definition 4 (See [741, [75]). — A domain fi c <vc< (with finite measure) belongs to the 
class 1 - 1/n < a < 1) if there exists a constant M e (o,|fi[ such that 

UA(M) = sup 
<v< a 

<< 'S" 
< OO, 

where the sup is taken over all S open bounded subsets of fi such that fi D dS is a 
manifold of class C°° and \S\ < M, (in which case we will say that S is an admissible 
subset) and where for a measurable set (2t),f;X,S(2t),f;X,S is the De Giorgi perimeter of E 
in fi defined by 

Pçi{E)=sup 
E 

divif dx : Lp G C, ri '0 ' (fi) 
i n 

7 MlL~(n) c< 
1 < 

By an approximation process it follows that if Q is a bounded domain in Ja. then there 
exists a constant CQ > 0 such that, for all measurable set E C fi with \E\ < |fi| / 2 , we 
have 

Pa(E)>ca\E\a .www 
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Since E and Q\E have the same boundary measure, we obtain the following isoperi
metric inequality 

In < c<< 'min(i, 101 - t) a 
<v cv< t x< (2t),f;X,Sw< 

Example 2. — If Q, is a bounded domain, star shaped with respect to a ball, then ft 
belongs to the class Ji - V q if Q is a bounded domain with the cone property then Q 
belonqs to the class Ji-i-i, qq if il is a bounded Lipschitz domain, then Q belongs to the 
class Ji- - l 'ni if ii is a s—John domain, then n — \)s/ni is a domain with 
one /3-q cusp (2t),f;X,S then it belongs to the Maz'ya class J_ /3(n-l) P(n-1) + 1 

Theorem 18. — Let ii be a domain in the Maz'ya class Ja, and let X a r.i. space 
on ii. Suppose that 

[5.3.1) 
1 

Mt) \x> 
: oo. 

Then, 

1. W rl 
x l (ii) C Cb(ii). 

2. Iffex + W -I x satisfies 

o 

^(Q) Klôxit) l 

x<< X(o,t) < 
I l x ' 

(2t),f;X,S w rl 

<< dt 
<(2t),f; t c oo, 

then f is essentially bounded and essentially continuous. 

Proof 
Part 1. — The inclusion W x < ii) C L°° follows in the same way as the correspond

ing part of Theorem 14 (cf. inequality (5.2.8)). To prove the essential continuity we 
proceed as follows. Let B be any open ball contained in ii with \BI < minfl, \ii\ /2). 
Notice that if <cvn<< w t X (fi) , then fXB e w 7 x B . Now, since B is a Lip domain, by 
Theorem 14 we just need to verify that 

t1- n - l 

X(0,|B|/2) \x> 
: oo. 

Since : 1 - l/n < a < 1, and 0 < t < \B\/2 < 1, we have 

sup 
0<t<\B\/2 

t a + 1/ n - l 
< 

<< 

2 

a + l / n - l 

Thus, 

t1 n - l X(0,|B|/2) 
I x ' 

< 
t a + l / n - l 

< -X(0,|B|/2) 
lx< 

< 
\B\ 
2 

a + l / n - l 1 
t a X(0AB\/2) 

X' 
< o o (by (5.3.1)). 
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Part 2. — Let B be an open ball contained in fi with \B\ < min(l, |fi| /2 ) . Then 

K UJXB;X(B), , w 
'1 
< x< < K (2t),f;X,S vcc '1 V xw 

Using the same argument given in the first part of the proof, we obtain 

X(o,t) < 

(mm(t, \B\ - t) 
n - l 

< X' 
< 2 

<vbn< s 

t 
n - l 

n x' 

Therefore, 

< 
1 

(2t),f;X,S X(o,t) cv< 
x'< < 

0 < t < \ B \ . < < < 

/o 

B K (2t),f;X,S X(o,t) 's) 

min(t,\B\-t) 
n - l 

X' 
JXB;X(B), w •1 X1 

<;:* 
dt 

0 x W cv< 
: oo, 

and Theorem 15 applies. • 

5.4. Ahlfors Regular Metric Measure Spaces 

Let ffi, d, a be a complete connected metric Borel measure space and let k > 1. 
We shall say that (fi,d, /i) is Ahlfors /c—regular if there exist absolute constants c^, CQ 
such that 

(5.4.1] cvw < <fjL(B(x,r)) <Cnr < Mx G fi, r G (0, diam(Q)).<<< 

We will consider Ahlfors /e—regular spaces (fi,d, //; that support a weak 
d , i : —Poincaré inequality. In other words we shall assume the existence of constants 
C > 0 and A > 1 such that for all . u G Lip ($1), 

(5.4.2) 
'B(x,r) 

u(y) - UBxir (2t),f;X,S(2t),f; 
fB(x,\r) 

\Vu(y)\dfi(y),<< 

where ub3 x, r denotes the mean value of u in B, i.e., uBx,r x< i 
u(B(x,r) )B(x,r) u(y) dfi(y). 

Examples of spaces supporting a (weak) (1,1)—Poincaré inequality include 
Riemannian manifolds with nonnegative Ricci curvature, Carnot-Carathéodory 
groups, and more generally (in the case of doubling spaces) Carnot-Carathéodory 
spaces associated to smooth (or locally Lipschitz) vector fields satisfying Hôrmander's 
condition (see for example [4], [48] and the references quoted therein). 

By a well known result of Hajlasz and Koskela (cf. [48]), (5.4.1) and (5.4.2) imply 

'B(x,r) 
My, c< UBx,r 

\k/(k-l) (2t),f;X,S 
(k-i)/k 

< D 
B(x,2Xr) 

\Vu{y)\d^y),<< 

with C = (2C ),f;X,S Ik 

(2t),f; 
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According to [79] (see also the references quoted therein), given a Borel set E C ft, 

and A C ft open, the relative perimeter of E in A, denoted by P(E, A), is defined by 

P(E, A) = inf lim inf 
w<<< A 

Vuh\d/i :uh e Lip hoc A , Uh XE in < 1 loc [A) < 

Lemma 5. — The following relative isoperimetric inequality holds: 

;5.4.3 min (/i(£ H B(x, r)), / / ( £ c H £ (x , r)) < D(P(E,B(x,r)] k/(k-l) 

Proof — The proof of this result is contained in the proof of [4, Theorem 4.3]. • 
Theorem 19. — Let k > 1 be the exponent satisfying (5.4-1), and let B := B(x,r be 

a ball. The following statements are equivalent. 

1. For every set of finite perimeter E in ft, 

c ( / c , C) ( m i n ( / i ( £ H B ) , fi(Ec
 n B)) 

k 
k-1 <P{E,B)<<, 

where the constant c ( / c , C) does not depend on B.< 

2. \/u e Lip (ti), the function uxb 
i* 

a6 
is locally absolutely continuous and, for 0 < 

t<fJi{B), 

c\ k,C) 
< 

lo 
- \uxb v * 

< 
< 

(') min(-,/i(£) - •).<<<<<< 
fc-i 

* 

5 ) <<< 
cw 

/0 
<(2t),f;X,S * 

1 m 
(s) ds<<. 

3. Oscillation inequality: \/u G Lip (ft) and, for 0 <t< 11(B), 

\uxb < 
< < ^ X # < < < 

t 

c(fc,C) ( m i n ( t , - £ ) w w 
wv< 
w 

<(2t),f;X,S 
i * * 

<< 
c< 

Proof. — Consider the metric space B->d\B,n\B 
, then the Theorem is a particular 

case of Theorem 1 of [70]. • 
The local version of Theorem 12 is 

Theorem 20. — Let X be a r.i. space on ft and let B c ft be an open ball. Then, for 

each f E X + Sx, 

[fXB 
< 
< : * / 2 ) - U x b < < 

\ * 

< 
[t/2) < 4 

K ib(t)JxB\X,S x < < 

<t>x{t\ 
0<t< n(B),<< 

where 

(2t),f;X,S 
e x i t < 

t 
s 

ci 7c, C) (min(s,/ /(S) - s) 
fc-i 

k 
X(o,t) c< 

X'< 
< 

Proof. — Let / e l + Sx, then f X B e Xr(B) + S X r(B)..<< where B is the metric space 

(B,d\B,n\B) ). By Lemma 5 we know that 

c(k, C) ( m i n ( / i ( £ H B),n(Ec
 n 5 ) ) ; 

k 
k-l < P ( E , B ) . < < 
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Thus, for any Borel set E C B, 

c{k,C) (min(/i(£),/x(#; (2t),f;X,S 
k 

fe-i < PB{E). 

Consequently, JB (t) = c(k,C) (mm(t,u(B) - t' 
k 

k-l (0 < t < n(B) is an isoperi

metric estimator of (2t),f;X,S<< and now we finish the proof in the same way as in 

Theorem 12. • 
Theorem 21. — Let feX + Sx and let B be an open ball, if 

•M 

o 

(B) K (2t),f;X,S (min(s, u(B) — s l- i 'k 
X(o,t) to vcm^ù fXB',X,Sx dt 

t 
: oo 

cx<< 

then, fxB is essentially bounded and essentially continuous. 

Proof — By the proof of the previous Theorem we know that 

JB < = c(k,C) (mm (t,ß(B) - t 
k 

k-l 

is an isoperimetric estimator of (2t),f;X,Sw< |. For any open ball B{x, r C J3, it 
follows from Lemma 5 that, for 0 < s < ß{QB(x,r)), 

c(k, C) (min (£,(2t),f;X,S r)) - t] < 
fc-i ̂  c(fc, C) min(Jß(t), J j 5 ( ^ ( Q ß ( x , r ) ) - t)\ 

< PB(x,r){s) 

Therefore (B,diB,/ilB) has the relative isoperimetric property and Theorem 13 

applies. • 
Remark 9. — In the particular case X = LP. we can thus use the same argument 

given in Theorem 16 to obtain that for kip < 1, there exists an absolute constant such 

that 

\f(v)-f(z)\± 
\y-z\ 

0 

K [t, fXB',X,Sx. dt 
t k , p t ' 

y,zeB. 
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CHAPTER 6 

FRACTIONAL SOBOLEV INEQUALITIES 
IN GAUSSIAN MEASURES 

6.1. Introduction and Summary 

As another application of our theory, in this chapter we consider in detail fractional 
logarithmic Sobolev inequalities. We will deal not only with Gaussian measures but 
also with measures that interpolate between Gaussian and exponential. 

In the context of classical Gaussian measures a typical result in this chapter is given 
by the following fractional logarithmic Sobolev inequality. Let d^n be the Gaussian 
measure on W1, let 1 < q < oo, 0 € (0,1 i; then, there exists an absolute constant 
c > 0, independent of the dimension, such that (cf. Theorem 23 below) 

6.1.1 
l 

< 

2 
/ i* 

7 n 
w< < log 

1 
t 

Z 
dt 

< < 
<c\\f\ < ,Q ,9 < < 

where B 0, a i 
'Li In) is the Gaussian Besov space, see (6.3.1) below. Note that if q = 2, 

6.1.1) interpolates between the embedding that follows from the classical logarithmic 
Sobolev inequality (which corresponds to the case 6 = 1) and the trivial embedding 
L2 C L2 (the case (9 = 0). For related inequalities using semigroups see [6] and 
also [39]. 

More generally, we will also prove fractional Sobolev inequalities for tensor products 
of measures that, on the real line are defined as follows. Let a > 0, re [1,21 and 
7 = exp(2a/(2 - r)), (a = 0 if r = 2) and let 

diir^(x) = . Z < 
x< exp( - I d ;iog(7 + |x| <j ) dx, 

fJ>r,a,n < 6Zm 
U <<< 

where z; - 1 

< is chosen to ensure that cvw< Ü = 1. The corresponding results are ap
parently new and give fractional Sobolev inequalities, that just like the logarithmic 
Sobolev inequalities of [70], exhibit logarithmic gains of integrability that are directly 
related to the corresponding isoperimetric profiles. For example, if a = 0, then the 
corresponding fractional Sobolev inequalities take the following form. Let 1 < q < oo, 
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Oe (0,1), then there exists an absolute constant c > 0, independent of the dimension, 

such that (cf. Theorem 23 below) 

l '4 

r0 
1 / 

* 

<bmù 
nn< ^c< log 

1 

<< 

qd(l-l/r) 
dt 

1/9 
c f B{ L<1 Mr,0,n) 

<< 

Likewise, for q = oo (cf. (6.3.4) below) 

sup 
te < < 

4 

1 / 
< 
<v<< 

< < f 
* 

<nb 
bc< log 

1 

t 

(1- 1 r )0 
<c\\f È ,6>,oc 

<< 
( M r , 0 , n 

We also explore the scaling of fractional inequalities for Gaussian Besov spaces 

based on exponential Orlicz spaces. We show that in this context the gain of integra-

bility can be measured directly in the power of the exponential. 

We start by considering the corresponding embeddings of Gaussian-Sobolev spaces 

into L°°. 

6.2. Boundedness of functions in Gaussian-Sobolev spaces 

Let a > 0, r G [1, 2] and 7 = exp(2a/(2 - r)) (a = 0 if r = 2) and let be the 

probability measure on R defined by 

d/^r,a(X) = Z -1 
<vnù* exp ( - x 

\r log(7 + \x <v dx = (fr,a{x) dx, ï G l , 

where Z . -1 
r,a 

is chosen to ensure that c< R) =1. Then we let 

a,r ' X) = <Pr,a{xi) • ' ' iPr,a{Xn), X G Rn, 

and <;!: < xv< <8>n <xv In other words 

dfJr,ai,n X <v < c< <,; cv< 

In particular, ^ 2 , 0 , n — 7 n Gaussian measure). 

It is known that the isoperimetric problem for <vbmù is solved by half-lines (cf. [19] 

and [16]) and the isoperimetric profile is given by 

^x< t ) = i f H -1 min(t, 1 - £))) =ip(H -1 t) < 
te [0,1], 

where # : R - » ( 0 , 1 ) is the increasing function given by 

H(r) = 
J —oo 

(f(x) dx. 

Moreover (cf. [7] and [8]), there exist constants c\,C2 such that, for all t G [0,1], 

6.2.L ci La 
HT,a 

< 
< 

D< 

<<v< (t) < C2 < 
<< 0 . 

where 

V , a W = m i n ( t , l - t ) log 
x< K. = <X,(K. . 
K. = <X,(Kx[a.,b.] 

1 1-
1 

< 
log log e + 

1 

min(t, I — t ) 

< 
< 

< 
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Moreover, we have 

(6.2.2) w<;!^^ c< ~1 log 
1 

< 

1- 1 
< 

log log e-h 
1 

t 

Oij r 
1 for £ G 0, 

1 

2 ww 

For the rest of the section we shall let a denote the measure (2t),f;X,S on Rn. For 

a given r.i. space X := X Rn,fJL) < 
let W i x (Rn,//) be the classical Sobolev space 

endowed with the norm u w i 

w< w< w< \u\ X < Vu 
\\x-

The homogeneous Sobolev 

space < < x( <vxw is defined by means of the quasi norm u w rl 
X 

x<< \Vu\ X ' 

The discussion of Section 5.2 applies and therefore we see that W i L i Rn,/i is in

variant under truncation. Moreover, if u e W i 
L i 

wcvù^* then the following co-area 

formula holds: 

x<< 
\Vu(x)\ da(x) = 

<n, 
Vu(x)\<p2iP(x)dx = 

<< 

— o o 

Pм(г¿ > s) ds. 

From here we see that inequalities Wi (5.2.1), (5.2.4) and (5.2.5) hold for all i Li Rn,u) 

functions (of course, the rearrangements are now with respect to the measure a). 

Finally, if we consider 

K(t, /; X,WX) = inf {y-g\\x+t \\g\\n(R„i/t)} , 

all the results that we have obtained in Chapter 3, remain true. 

Theorem 22. — / / \± = /ir,a,n then 

W rl 

x\ ;Rn,/i) £ 

Proof. — By [70, Theorem 6] the embedding W < 
x\ (Rn,//) C L^ is equivalent to the 

existence of a positive constant c> 0, such that for all fex, supported on 0? i • ^cv< we 
have 

sup 
t>o 

.1/2 

<< 

< 

<x< s 
ds<c\\f\\x. 

In particular this implies that 

• 1/2 

Jo 

ds 

<kmù to 
< c. 

• But this is not possible since 1 (2t),f;X,S is) ÌL 1 

It follows that the results of Chapter 5 cannot be applied directly to obtain the 

continuity of functions in the space W i X' 

Remark 10. — Let us remark that since continuity is a local property, a weak ver

sion of the Morrey-Sobolev theorem (that depends on the dimension) is available. 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2014 



68 CHAPTER 6. FRACTIONAL SOBOLEV INEQUALITIES IN GAUSSIAN MEASURES 

Let ¡1 — ^r,a,m and letX = X(Rn,fi) be a r.i space on (lRn,/i) such that 

1 

min(l, 1 — t) ,1-l/n X' 
< CO. 

Then every function in W -I 
x\ 

x<<< is essentially continuous. 

Proof. — Let / G W w< 
¿ 1 

<^ù* and let B C W1 be an arbitrary ball with Lebesgue 

measure equal to 1. To prove that / is continuous on B let us note that fXB e 
W x £ , / i ) , i.e., 

| V / x b | | | x < o o . 

Let m be the Lebesgue measure on W1, it is plain that for all £ > 0, 

cBm {xeB: I V / l > t} < [i {x G B : | V / | > t} < CBm {x G B : | V / | > t} , 

where CB i n f xeB < < 
x) and CB = maxxGB << < < < Therefore, 

c q | | | V / x b | | | X(B,m)(2t),f;X,S(2t),f;X,S(2t),f;X,S(2t),f;X,S(2t),f;X,S(2t),f;X X(B,m) * 

Consequently, / X b ^ < l 
x 

£,ra) ), and by Theorem 14, / x b ^ C{B). • 

6.3. Embeddings of Gaussian Besov spaces 

In what follows unless it is necessary to be more specific we shall let (2t),f;X,S(2t), 
We consider the Besov spaces B .0,9, 'X x< B .0,9, 

X < can be defined using real interpolation 

(cf. [ 1 4 1 , [ 9 4 1 ) . In other words for 1 < q < oo, 0 G (0, i; ), and let 

È 0,0 
X M. < (2t),f;X,S 

(2t),f;X,S Ib x 
e,q 

< 
< oo}, 

(6.3.1 < 0,4, 

X 
< = { / : | | / l < < q 

x < = 11 /1 B 0,9 < + \\f\\x < OO x< 

where 

1 1 / R 0, < 'x < < 
< 

i o 
< K (2t),f;X,Sw<< ri x < -0 < 

9 < 
s 

1/9 
if Ç < OO 

sups A: < 
< < < < l 

x\ < s~ -0 if q = oo. 

The embeddings we prove in this section will follow from 

6.3.2) 

< I * * 
(t) 1 / i* 

i/x 
(t) < c 

K t 
i At) 

(2t),f;X,S w 1 
x c< 

0 < < < l / 2 , (f€X + W • l 
x) w <t>x(t) 

To simplify the presentation we shall state and prove our results only for the 

Gaussian measures (2t),f;X,S r e H , 2 , which include the most important examples: 
Gaussian measures and the so called interpolation measures between exponential and 

Gaussian. 
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Theorem 23. — Let 1 < q < oo, 0 e (0,1), r e (1,2]. Then there exists an absolute 

constant c = c(<7,<9,r) > 0 such that, 

6.3.3 
w< 

< 

' 2 

f 
* 

x<<< 
< < log 

1 

k 

q0(l-l/r) 

dt 
1/9 

< c ll/l ^<< 'LI " ( M r , 0 , n 

Let g = oo, t/ien t/iere exists an absolute constant c = c(0,r) > 0 (2t),f;X,Sw< 

(6.3.4; sup 
< 0 ; 

1 > 
2 

1 / 
< 
Mr,0 ,n 

w< l/l 
* 

(2t),f;X,S 
< log 

1 

< 

1 - I 
r -

< c l/l < >0 ,oo 

<nx< (2t),f v< 

Proof. — We shall let (2t),f;X,S(2t),f;X,Sw< :=K(s,f;L«(iJL), W < 
< < i . Suppose that 

1 < q < 0 0 . We start bv rewriting the term we want to estimate 

» 1 / 2 

Jo 
1 / i * (t) < log 

1 

< 

qen-i/r) 

dt 
1/9 

< 

• 1 / 2 

Jo 
/ < 

< 9 
' 1 / 2 

< 
log 

1 

< 

a0 ( i - i / r ) - i ds 

s 
- f iog2; 

,qe(i-i/r) 
dt 

1 / 9 

< 
1 / 2 

< 
log 

1 

< 

qß(l-l/r)-l 
1 

S 

Z15 

^ 0 

l/l I* 

<< < W s 
1/9 

+ 
• 1 / 2 

/ 0 

/ i* 

lu 
< 9, 'di 

1 /9 

= ( / ) + a / ) 

The term ( / / ) is under control since 

(2t),f;X,S(2t),f;X,S < 11/11 R0,q 

x< < 

To estimate (I) we first note that the elementary inequality (i) \x\q < 2q-1(\x-y 19 
+ 

\y w I, yields 

1 

s 

s 

0 

1 / w ^9w ww< 
1 

< 

s 

¿0 
< < < - f i (s) 

q 
dt + < < < | 9 

Consequently, 

(2t),f;X,S 
1 / 2 

0 

log 
s t 

1 
q6(l-l/r)-l 

1 

5 , 

•s 

'0 
1 / 

x< 
< 

< bvw< I * 

[S 
9 

dt ds 

l/q 

+ 
1/2 

0 

log 
1 

s 

qd(l-l/r - 1 

l / l 
< 
< 

(s. i9 ds 

1 / 9 

= (/i) + ( Ì 2 ) , say. 

1. Which follows readily by Jensen's inequality. 
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To control (Ii) we first use Example 1 in Chapter 3 and (6.2.2) to estimate the inner 

integral as follows 

1 

s 

s 

0 
w< 

im 
< < i / 

* 
la < 

q 

dt < 
B 
S 

K log 
1 

s / 

1/r-l 
<: 

9 

< 
0 < s < 1/2. 

Thus, 

[h < 
•1/2 

< 
log 

1 

s / 

en-i/r 

K log 
1 

s 

1 / r - l 

,f 

q 
ds 

slog . 1 

s 

1/9 

< 

The change of variables u = << î 

< 
.1/r-l then yields 

[h < 1 / < q < < 

It remains to estimate ( /2)- We write 

< 
< 

rl/2 

< 
log 

1 

S 

q 6 ( l - l / r ) - l 

f 
I * * 

< 
S < ds 

1 / 9 

<bv 

then, using the fundamental theorem of calculus, we have 

x< 
< 

rl/2 

< 
log 

1 

s 

qO(l-l/r)-l 1/2 

r 
s 

1/ 
I * * 

< 
< < < w 

cw w 
dz 

z 
+ 1 / 1/2) 

9 
ds 

1 1 / 9 

< 
1/2 

'0 
log 

1 

5 / 

0(l-l/r)-l/g •1/2 

Is 
\f < 

^c< 
c<<mù l/l 

I* 

< 
< 

w 

z 

9 
vw< 

1 / 9 

< 

< < 
< 

( 1 / 2 : 
•1/2 

< 
log 

1 

t 

qe(i-i/r) 1 / 9 

dt 

= (A) + ( 5 ) , say. 

To use the Hardy logarithmic inequality of [12, (6.7)] we first write 

(A) = 
r V 2 

/0 
log 

1 

s 

6 { l - l / r ) - l / q 

s1 9 
r»l/2 

< 
1 / 

> 1 * * 

1 m » - 1 / < Im 
< 

dz 

z 

9 

ds 
1 / 9 

s 

and then find that 

(2t),f;X,S 
1/2 

'0 
/1 

* * 

Im 
(2t),f;X,S < 

< » s1 / 9 log 
1 

5 

0(1-1/0-1/9^ 9 ds 

S 

1/9 

v< 
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Now we use the fact that in the region of integration s1 w< 
< 1, combined with (6.3.2) 

and (6.2.2), to conclude that 

.1/2 

'0 
< * * 

1M 
(s) - 1 / 

I * 

IM s S1' lq log 
1 
S 

6 { l - l / r ) - l / q q 
ds 

s 

1 / 9 

x< 
1/2 

0 
K log 

1 

s 

1 -1 
<cx 

q 

log 
1 

s 

qO(l-l/r) ds 

s log 1 ~s) 

1 / 9 

< 
log 2 

1 
-1 

0 
(2t),f;X,S q 

u ~ôq du 

u 

1/9 
change of variables u = log 

1 

s 

i - i 

< l l / l x< qq( M) 

Finally it remains to estimate (B): 

B < 
1 
2 2 l/l 

** 
< 

1/2) 
•1/2 

Jo 

t1 12 log 
1 

t 

q 0 ( l - l / r ) - l 
dt 

t1 '2 

1/9 

<4| | / | |L1 sup 
te(o,i/2] 

t1 '2 log 
1 
t 

q 6 ( l - l / r ) - l •1/2 

0 

dt 
t1/ /2 

(2t),f;X,S(2t),f;X<,S 
(2t),f;X,S(2t),f;X,S< 

< l l / l < , 9 V < < 

We consider now the case q = oo. We apply 6.3.2), observing that for X = L°°, 
we have 0 L o o << = 1. and obtain that for t e 0, i" 

2 
5 

1 / IM ( * ) - 1 / c< 
(2t),f;X,S log 

1' 
t 

i - l 

< 

= K log 
1 

x< 

< 
< 

- l 

<jm log 
<< 

t 

w< i I)Ö 
log 1 

t 

i •1)0 

< log 
1 

< 

i -De 

sup 
< 

(2t),f;X,S 
(2t),f;X,S 

c< 

<n; log 
1 
t 

1 x< 1)0 
/ 1 1 < < < 

as we wished to show. • 
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Remark 11. — Gaussian measure corresponds to 
• r = 2, in this case, for q = 2, (6.3.3) 

yields the logarithmic Sobolev inequality 

.1/2 

0 
/ w< 

In 
[t] i2 log 

1 

t 

e 

dt 
1/2 

<c\\f << ' , 2 . 
,2 ^ 7 n ) 

7 0€ (0,1). 

Formally the case 0 = 1 corresponds to an L2 Logarithmic Sobolev inequality, while 

the case (9 = 0, corresponds to the trivial L2 C L2 embedding. One could formally 

approach such inequalities by complex interpolation (cf. [6] as well as the calculations 

provided in [761 

[L2,W rl 

Z A \e C [L2,L2LogL]e = L2(LogL)e. 

The case r = 2, q = 1, corresponds to a fractional version of Ledoux7s inequality 

(cf. [59]). Besides providing a unifying approach our method can be applied to deal 

with more general domains and measures. 

Remark 12. — When q = oo the inequality '6.3.1 reflects a refined estimate of the 

exponential integrability of f. In particular, note that the case 0 = 1, formally gives 
the following inequality (cf. [17] and the references therein) 

(2t),f;X,S < sup 
te n. 

l 
2Ì 

f 
I * * 

In t) < / 1 

* 

In 
c< < c | | / | w •l 

eL2 
[in, 

(cf. (7.1.4) below for the definition of the L^^ spaces). The previous inequality can 

be proved readily using 

f < 
In t) < 1 / 

< 
Hn 

ft) < c 
1 

log 1 
t 1/2 

IV/ < 
In 

(t), *€ (0,1/2]. 

Remark 13. — Using the transference principle of [70] the Gaussian results can be 

applied to derive results related to the dimensionless Sobolev inequalities on Euclidean 

cubes studied by Krbec-Schmeisser (cf. [56], [57],) and Triebel [95]. 

6.4. Exponential Classes 

There is a natural connection between Gaussian measure and the exponential 

class eL2. Likewise, this is also true with more general exponential measures and 

other exponential spaces. Although there are many nice inequalities associated with 

this topic that follow from our theory, we will not develop the matter in great detail 

here. Instead, we shall only give a flavor of possible results by considering Besov 

embeddings connected with the Sobolev space W 1 
e^2 <,; w 

1 

n,w * n , 7 n ) . 

In this setting (6.3.2) takes the form 

< ** 
In :t) < < I * 

In (t) < c-
K 'log 

n 
t 

1 

2 (2t),f;X,S 
(2t),f;X,S 

w 
1 
ê 2 

c< t) 
, te 0, 

1 

2 w< 
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Now, since <f>, x<< it) = (log 1 
t . 

1 
2 , * e ( 0 , i 2' 

we formally have 

1 / 
* * 

Hn (*) - 1 / 
I * 

7 n 
[t] < cK log 

1 

t 

1 
2 

cv<< 
,L2 

w -1 
<< 2 

log 
1 

t 

1 

2 

< c \f B1 
e ^ 2 , oo 

{in, 7 

or 

[6.4.1) | | / | | L [ o o , o o ] ( 7 r i <,<< 
cv< 

1 / È1 
eL2 , oo 

Hn << 

More generally, 

/ 1 

* * 
Hn t) l / l w< 

hn t) log 
1 

< 

1 
2 + 

6> 

' 2 
(2t),f log 

1 

<< 

1 
2 ,/;e<L 2 <bn rl 

nw< 
2 log 

R 

< 

< 
2 

< c < < 
r 2 oo < 

which shows directly the improvement on the exponential integrability in the 
V 2 ,oo scale. 
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CHAPTER 7 

ON LIMITING SOBOLEV EMBEDDINGS 
AND BMO 

7.1. Introduction and Summary 

The discussion in this chapter is connected with the role of BMO in some limiting 

Sobolev inequalities. We start by reviewing some definitions, and then proceed to de

scribe Sobolev inequalities which follow readily from our symmetrization inequalities, 

and will be relevant for our discussion. 

Let fi, d, ¡jl) i be a metric measure space satisfying the usual assumptions, including 
the relative uniform isoperimetric property. The space BMO{ fi) = BMO, introduced 

by John-Nirenberg, is the space of integrable functions / : fi - » R, such that 

1 / BMO sup 
B 

inf 
1 

AB) B 
f -c\d[JL : B ball in fi < oo. 

In fact, it is enough to consider averages x<< 1 
ß(B B <;:^* or a median m(f) of / 

(cf. [Definition 1, Chapter 3]), 

1 / BMO ~ sup 
B 

1 

KB) IB 
\f - fB\dß : B ball in fi < oo. 

To obtain a norm we may set 

i l / I BMO* x< 1 / BMO + 11/ L1 • 

Remark 14. — One can also control ||/|| through the use of maximal operators 

(cf. [38], [26], [1];. Let 

f* (x = sup 
B 9X V 

1 

B B 
\f - îB\d\i, 

where the sup is taken over all open balls containinq x. Then we have 

f BMO << \f* loo 
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Let 0 G (0,1),1 < p < oo , l <(2t),f;X,S q < oo. Consider the Besov spaces ¿0, 

v 
,9<( v<< 

resp 6e, 
p 

< w< ), defined by 

7.1.1 
1 1 / Iß, v (ft) w< 

<<bnv 

7 o 

£-^(t , / ;Lp(ft) ,SLP(ft)) < dt 

< 

1/9 

l / l < < •fi) = 1 1 / 1 < < 
f2) 1 + l / l I l p • 

For ready comparison with classical embedding theorems, from now on in this 

section, unless explicitly stated to the contrary, we shall consider metric measure 

spaces 'ft, d, ¡1 such that the corresponding isoperimetric profiles satisfy 

7.1.2 t1 - l / n 
Unit), t G (0, /i(ft)/2). 

We now recall the definition of the Lp,q spaces. Moreover, in order to incorporate in a 

meaningful way the limiting cases that correspond to the index p = oo, we also recall 

the definition of the modified L b>9] spaces (i) Let l < p < o o , l < g < o o (cf. [11], 

[9]), and let (2) 

7.1.3)(2t),f;X,SLM(ft) = / : | | / L P - 1 vw< 
<< 

'0 
1/ < 

< 
s) I 5 1 

P 
9 ds 

s 

1/9 
< oo 

For 1 < p < oo, 1 < q < oo, we let 

7.1.4 

Z>d(f t ) = f'Wfl (2t),f;X,S < 
<< 

0 
/ x< 

< [8. < 1 / 

I * 

< 
S))S 1 p 

9 ds 

< 

1/9 
< oo < 

It is known that Cef. [711 and the references therein) 

LP,q ' f t ) - L p,q cvx< for 1 < p < oo, 1 < q < oo. 

Then, under our current assumptions on the isoperimetric profile of ft, Theorem 7 

states that 

;7.i.5) l/l 
I * * 

< 
< l / l 

I* 

< < c 
K t1 n 

f LP Q),SrAil) 
< v 

-, te(0,n(Q)/2). 

The following basic version of the Sobolev embedding follows readily 

Proposition 3 

7.1.6 
< 
vw< 

>q ft) C L ^ ( f t ) , where 
1 

V 
< 

1 

P< 
< 

0 

n 
0 G (0,1), 1 < q < oo, Op < n. 

1. The and Z>'d spaces are equivalent for p < c x ) . 
2. With the usual modifications when q = oo. 
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Proof. — Indeed, from the relationship between the indices and (7.1.5), we can write 

1 / 

** 
1m t) - 1 / < 

< w< t1 Iv -< t 
e n j << (t1' In / ; L P ( Î Î ) , S L p ( Î Î ) ) , te(0,»(Q)/2). 

If q = oo, (7.1.6; follows taking supremum on both sides of the inequality above. 
Likewise, if q < oo, then the desired result follows raising both sides to the power q 
and integrating from 0 to //(fi)/2. In reference to the role of the L^°°^ spaces here 
let us remark that, in the limiting case Op = n, we have p = oo. • 

We consider the limiting case, 0 < n 
P p > n, in more detail. In this case (7.1.6) 

reads (cf. [65]) 
h' 

p 
n, (fi) C Lt°°'9](fi), p > n, 1 < q < oo. 

Note that when q = l L 00,1 'il) = L°°(fi): and we recover the well known result (for 
Euclidean domains), 

7 . 1 . 7 b n 
< 

/p,l 'SI) C L°°(fî). 

On the other hand, when q = oo, from (7.1.6) we only get 

'7.1.8 bn p,oc (fi) C L ^ ' ^ ^ f i ) . 

In the Euclidean world better results are known. Recall that given a domain 
fi c Rn the Besov spaces B° 

p < < vresp <n,; < , are defined by 

(7.1.9N 1 / Bp (Q] nb 
c< 

lo 
t-eK(tJ-L?(n),W rl 

LP (fi) 
9 dt 

t 

1/9 

ll/l Bp (Si) << 11/11 Bp' ,Q < c< <bv << 
Indeed, for smooth domains, we have a better result than (7.1.7), namely 

7.1.10 vw< 177. / 

P 
A M , (fi) c C(fi), 

and, moreover, it is well known that (cf. [20]) 

(7.1.11 B >n, 
p 

/p,oo/ [SI) C BMO(Q). 

We note that since we have (3) BMO{[0,l}n) c i l oo,oo] : i.e., 

sup 
t 

f 
• I * * 

t)-\f I* < < c 1 / <(2t),f;X,S 

then (7.1.11) is stronger than (7.1.8). 
In Chapter 4 we have shown that for Sobolev and Besov spaces that are based 

on metric probability spaces with the relative uniform isoperimetric property, 

3. This is an easy consequence of (7.1.15) below. 
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the rearrangement inequality (7.1.7) self-improves to (7.1.10). Let X be a r.i. space 

on ft, we will show that the K—Poincaré inequality (cf. Theorem 6, Chapter 3) 

7.1.12 
1 

M O ) Jn 
\f - fn\dfJL < c 

K m(ft)/2 
/n(/x(n)/2) 

(2t),f;X,S 

0 x ( M ^ ) ) 

- , / e X + S x , 

combined with the relative uniform isoperimetric property self improves to (7.1.11). 

In fact, the self improved result reads 

(7.I.I3; c< 
BMOiVt) — C sup 

(2t),f;X,S 

K /x(ft)/2 
W(ft) /2) 

, / ; X , S x 

0 x ( M f t ) ) 

' 7 

and is valid for the general class of isoperimetric profiles considered in this paper. 

Indeed, the result exhibits a new connection between the geometry of the ambient 

space and the embedding of Besov and BMO spaces. For example, for an Ahlfors 

fc-regular space (ft, d, /i) (cf. Section 5.4) given a ball B, consider the metric space 

{B,d\B,ti\B then 

7.1.14 < 
BMO(B) < c / 1 1 

'v 
k, p, 0 0 

B) , p k. 

We shall also discuss a connection between our development in this paper and a 

characterization of BMO provided by John [53] and Stromberg [91]. 

Finally, re-interpreting BMO as a limiting Lip space we were lead to an analog 

of (3.1.1) which we now describe. We argue that in <nbb the natural replacement 

of (1.1.2) involving the space BMO is given by the Bennett-DeVore-Sharpley inequality 
cf. fill , [131, [11, [21) 

(7.1.15) \fr(t)-\f\*(t)<c(f*r(t), 0 < t < < < 
B\ 

6 
, where B is a ball on cvw< 

Variants of this inequality are known to hold in more general contexts. For our 

purposes here the following inequality will suffice 

(7.1.16) 1 / < 't) \f < 
l u 

't < c l / l ÌBMO ' 0 < t <<</i(ft). 

We shall therefore assume for this particular discussion that our metric measure space 

(ft, d, ¡1) also satisfies the following condition: There exists a constant C > 0 such that 

(7.1.16) holds for all / e BMO. For example, in [86, see (3.8)] it is shown that (7.1.16) 

holds for doubling measures on Euclidean domains. More general results can be found 

in [1]. 
Assuming the validity of (7.1.16), and using the method of proof of Theorem 7, w< 

will show below (cf. Theorem 27) that if X(ft) is a r.i. space, then we have (4) 

(7.1.17 / 
* * < < 1 / 

I* < < c-
K(óx(t)J;X(Q.),BMO<<№ 

4>x(<<t) 
-, 0 < t < /x(f<<<i)/2. 

4. On Rn (7.1.17) is known and can be obtained by combining (7.1.15) with [13, theorem 8.8]. 
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This result should be compared with Theorem 7 above. For perspective, we now show 
a different road to a special case of (7.1.17). Recall that for Euclidean domains it is 
shown in [13, (8.11)] that 

K(tJ;L\BMO< 
t 

(2t),f(2t);X,S 

Combining this inequality with (7.1.15), we obtain a different approach to (7.1.17) in 
the special case X — L1, at least when t is close to zero. 

7.1.1. Self Improving inequalities and BMO. — We show that (7.1.12) com
bined with the relative uniform isoperimetric property yields the following embedding 

Theorem 24. — Let fad, u) be a metric space satisfying the standard assumptions 
and with the relative uniform isoperimetric property. Let X be a r.i. space on fi, 
then, there exists an absolute constant C > 0 such that, 

f BMO(CL)< < <C sup 
0<t<Li(Q] 

K t/2 
In(t/2) , S x < < < 

cw<<<< << 

Proof. — Given an integrable function / and a ball B in fi, consider JXB- By The
orem 6, applied to the metric space (2t),f;X,S , we have 

1 
<,:; B 

f - fB\dfi < c-<< 
v<< m(s)/2<< 

IB(LI(B)/2) ,fXB;Xr(B),SXr(B) 

0xrMB<<) c< 

Since (fi, d, fi) has the relative uniform isoperimetric property, we have 

K t*(B)/2 
IBMB)/2) 

JxB;Xr(B),sXr(B]<< 

0xrMB)]<< 
< c 

K (2t),f;X,S 
W/i(B)/2) 

, fXB'iX, Sx<< 

txiriB<<) 

< c sup 
0<t<u(fl) 

K t/2 
In(t/2) f\X,Sx 

<t>x{t] 

Consequently, 

sup 
B xv<< 

1 
IB 

\f-fB\dfi<<C sup 
0<t<fi(n 

K t/2 In(t/2) f\X,S<<x 

<ßx(t) c< • 

We now give a concrete application of the previous result. 

Corollaryl. — Let fi c <vv be a bounded domain that belongs to the Maz'ya's class 
Jl-l/n fcf Section 5.3). Suppose that p > n, then 

B w< 
V 

p'°°(fi) c BMO (Si)<<<. 
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Proof. — Since ft belongs to the Maz'ya's class j i - i n 
the following isoperimetric 

estimate holds. 

t1 x< n <cv 
vw< 

< te (0, |ft | /2). 

On the other hand, for any ball B in ft, we have< 

IB [t] > c(n) min 5 > B\ -s] 
n - l 

0<s<\B\. 

Since ft C Mn, using the same argument we provided in Section 5.2, it follows readily 
that the inequality (3.2.3) remains valid for all functions in K. = <X,(K. . x[ r l 

x< i.e., 

(7.1.18) 1 
/i(ft) ft 

/ - fn\dp < c<<<-
K 0xR 

/n(Mn)/2) 
0xRM< -1 

< 
0 x ( ^ ( f t ) ) 

< 

Thus, by the argument given in the previous Theorem, we see that 

1 

KB) JB 
\f-fB\dn<C(n) sup 

0<t<(|ft|/2) n 

K t/2 x< n 0xRMB)] w -I LP 

t1 'p 

< C(n) sup 
0<t<|ft| 

t-n'vK 0xRMB)] W l 
LP 

= c(n) 1 1 / B, 
< 

/p'°°(ft) x< • 

7.2. On the John-Stromberg characterization of BMO 

Our discussion in this chanter is closelv connected with a characterization 
of BMO [0,1 n using rearrangements due to John [53] and Stromberg [91]. Let 
AG (0, 1 

2 
|, then 

l/l BMO* x<w sup inf 
QC[0,l]n cGM 

:f-c)xQ)*(MQ\)-

See also J awert h-Tor chinsky [52], Lerner [61], [30], and the references therein. 

Theorem 25. — Let 0xRMB)] be a measure metric space satisfying our standard as
sumptions, let f : ft 0xRMB)] be an integrable function. For a measurable set Q C ft, 

(fXQ x< ß{Q)m 
is a median of f on Q. 

Proof. — It is easy to convince oneself that Definition 1 of median in is equivalent to 

fi{f > m(f)} < MW(Q); and M{/ < m ( / ) } wwww< /z(Q). 

Now 

ßifXQ < (fXQ)'MQ)№} <<= n{-fXQ > -(fXQ)*MQ)/2)} 
But since 

(-fxQ)l{t)<< = -(fxQrMQ)-t)<< 
it follows that 

-fxQWQ)m<< = -uxQTMQ)m-<<<< 
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Consequently 

»{fxQ < (fxQrMQ)/m = fi{-fxQ >-VXQ)MQ)/2)} 

= »{-fX<<<Q>{-fxQ)MQ)m} 

< u(Q)/2 (by definition). 

Therefore f x Q ) M Q ) m is a median as we wished to show. • 
As a consequence we have the following John-Stromberg inequality: for any ball B, 

(7 .2 . i ; ( /X5);*W5)<<<</2)-( fe) ;w5)/<2) < 
1 

2 
/ 1 i BMO • 

Theorem 26. — Let fi, d, ¡1 be a metric space satisfying the standard assumptions. 

Then there exists a constant C > 0 such that for all /, it holds 

1 / 1 BMO(Q) < C sup 
B ball in Ç} 

JXbY;{h{B))-Uxb)*MB))}<<-

Proof. — For t G (0,^(fi)) let us write 

t /•** :t) w< < (*): <n 
cw 

'0 
(/; (*) / ; ( w< ) d\i 

<v 
<< 

lo 
max (0, < < 

'A* ' < < / * < 
f t )) du 

xv< 
'{s:f(s)>f*u(t)\ 

msx(OJ(x)-f;(t))d<<<u. 

Fix a ball B and apply the preceding equality to fXB and t 0xRMB)] 

M s ) ( ( / x f l ) r ( M s ) ) - ( / x B ) ; ( M B ) ) ) 

v< 
s G B : / ( s ) > ( / x b ) ; ( M ^ ) ) . 

max(0,/xfî(s) - (fxB)*^(u(B)))du<<. 

To estimate the right hand side from below we observe that 

ÎB < 
1 

M B ) < 
/(a;) du = 

1 

/i(5) 

cvw< 

0 
fXB 

* 
< 5)ds > (fX<<B * 

< 
0x wx< 

therefore 

m - ( / x q ) < > ( £ ) ) > / ( s ) " Î<B-<< 

Consequently, 

{s£B:f(s)>(fxB)*MB)y_ 
max(0, fxB(s) - (fXB)*<<u(u(B))) du. 

> 
seB: f(s)>fB 

max(0Jxb{S) - (fXB < 
x< 

(KB<<))) dpi 

> 
x£B: f(s)>fB} 

[f(8)-fB]dfJi. 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2014 
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We will verify in a moment that 

(7.2.2) 
1 

M B [xeB: f(s)>fB 
[f(s)-fB]dn = 

1 1 

2ß(B) JB 
\f s) - fB\du 

Combining (7.2.2) with the previous estimates we see that 

Uxb < 
x< 'AB)) - Uxb. 

\ * 
KB] > 

1 

2 

1 

0xR Ib 

< x< 0xRMB)] 

Hence 

l / l <bn^ù , - sup 
b 

1 

ww< < 
fi < 0xRMB)] 

< 2 supw 
w 

0xRM 
BWWB)] 

< 
< 

c< ) - Uxb. 
* 
,.1 0xRMB)] 

as we wished to show. 
It remains to see (7.2.2). Since 

xEB: f(s)>fB] 

\f(s)-fB]dn + 
xEB: f(s)<fB 

\f(s)-fB]du = Oi 

we have that 

xeB: f(s)>fB} 
f{s) - IB] dp = 

xeB: f(s)<fB] 
JB - f(s)} dp. 

Consequently, 

'b 
\№-fB\dß = 

{xeB: f(s)>fB 
[f(s)-fB}dp + 

xeB: f(s)<fB} 
[fB-f(s)]dß 

= 2 
[xeB: f(s)>fB 

[№-fB]dß. • 

7.3. Oscillation, BMO and K—functionals 

As is well known in the Euclidean world or even for fairly general metric spaces 
(cf. [26]) one can realize BMO as a limiting Lip space. The easiest way to see this is 
through the equivalence 

1 / Lipa ~ sup 
Q 

1 

Q\ l—a/n Q 
f - fQ\dx < oo. 

From this point of view BMO corresponds to a Lip space of order a = 0. 
This observation leads naturally to consider the analogs of the results of Chapter 4 

in the context of BMO. 

Theorem 27. — Suppose that ft, d, p is a metric space with finite measure and such 
that there exists an absolute constant C > 0 such that for all f E L*(ft) we have 

(7.3.1) < i** 
•M (*) < 1 / < {t)<C\\f WBMO , 0 < t < p(Ü). 
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Then, for every r.i. space X(Q) there exists a constant c > 0 such that 

(7.3.2) | / i ; * ( * / 2 ) - | / i ; ( t / 2 ) < c < < 
K [(ßx(t)J;X(Ci),BMO(ii) 

vw<:^^ 
, 0 < t < /x(ft),<< 

where 

K{t,f;X(Q),BMO{Q))<< = inf 
heBMO 

\ f -h\ \x+t\ \h\ \BMO}.<< 

Proof. — The proof follows exactly the same lines as the proof of Theorem 7, so we 
shall be brief. We start by noting three important properties that functional ||/||BMo 
shares with | | | V / | | | : 

(i) for any constant ; c IIZ + cl BMO — II/ I IBMO<< 

(") I I I / I I I B M O < I I / I I B M O < < < < and more generally 
(iii) for any Lip 1 function * , n * ( / ) i i BMO — WfWßMO • 

Let t > 0, then using the corresponding arguments in Theorem 7 shows that we have 

7.3.3 
0<heBMO 

inf l / l -h\\x + <Px(t) \\h\\BMO] < K{(j>x(t), / ; X ( f t ) , BMOiSl)), 

To prove (7.3.2) we proceed as in the proof of Theorem 7 until we arrive to 

1/ i * * 

< 
0xRMB)] I* 

< ( * / 2 ) < | | / | - > i | < < x< ;t) + \\f \-h\ < a) + \h * * 

< it) •)-\h\ 
* 

< 
(2t) 

which we now estimate as 

1 / 
c< 
III 

(t/2 < f 
* 
< xcv< < 2 11/ -h ** 

< < + < < 
< (*) < h\ I * / 

< 
< + < * 

< 
t < h * 

< 
(2t 

Note that 

0xRMB)] * * 

< 
x< < 

2 
< 

< 

o 
< < / 0 << 

< 5 ) ds 

< 2 
\J\-h\\x4>x\t) 

t 
Holder's inequality 

= 2 /1 -h\ x 
M)<< 

since </>x'(t)<l>x(t) = t). 

On the other hand, by (7.3.1) 

\h\ < 
< 

< < ft I * 

< 
(t) <C\\h\\nun<<. 

While by (1.1.15) 

\h i* 

b< 
< < 1/1 i* 

i ax 
[2t) < 2 /1 < 

< 
f2t) - I f t 

I * 

< 
(2t) 

<C\\h\\BMO< again by (7.3.1)).<<< 
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Therefore, combining our findings we see that 

/ ** 
< 

(t/2 <<x / 
* 
x< 

(t/2 < C inf 
o<heBMO 

l / l -h\ x 
4>x{t) 

+ 1 ^-IIBMO 

< 
C 

4>x(t) 
inf 

o<heBMO 
\f\-h\\x + <t>x(t)\\h\\BMO 

< 
C 

4>xit) 
K(<i>x(t),f;X(n),BMO(n)) (by (7.3.3)). • 
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CHAPTER 8 

ESTIMATION OF GROWTH "ENVELOPES" 

8.1. Summary 

Triebel and his school, in particular we should mention here the extensive work 

of Haroske, have studied the concept of "envelopes" (cf. [49], a book mainly devoted 

to the computation of growth and continuity envelopes of function spaces defined 

on Rn). On the other hand, as far as we are aware, the problem of estimating growth 

envelopes for Sobolev or Besov spaces based on general measure spaces has not been 

treated systematically in the literature. For a function space Z(£2), which we should 

think as measuring smoothness, one attempts to find precise estimates of ("the growth 

envelope"^ 

Ez c< < sup 
l l / l l z ( n ) < l 

1 / 
* << 

A related problem is the estimation of "continuity envelopes" (cf. [49]). For example, 

suppose that Z := Z(Rn) C C(Rn) , then we let 

EZC t <v,;< sup 
l l / l l z < l 

m^ù* <n, 

x<< << 

and the problem at hand is to obtain precise estimates of E z 
c 
<< 

In this chapter we estimate growth envelopes of function spaces based on met

ric probability spaces using our symmetrization inequalities. Most of the results we 

shall obtain, including those for Gaussian function spaces, are apparently new. Our 

method, moreover, gives a unified approach. 

In a somewhat unrelated earlier work [64], we proposed some abstract ideas on 

how to study certain convergence and compactness properties in the context of inter

polation scales. In Section 8.6 we shall briefly show a connection with the estimation 

of envelopes. 
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8.2. Spaces denned on measure spaces with Euclidean type profile 

To fix ideas, and for easier comparison, in this section we consider metric proba

bility i spaces ' f i , dj u satisfying the standard assumptions and such that the cor

responding profiles satisfy 

'8.2.1 t1 - i n x< In t ), t e (0,1/2)<<w 

Particular examples are the Ji < 
< 

-Maz'ya domains on Rn. By the Lévy-Gromov 

isoperimetric inequality, Riemannian manifolds with positive Ricci curvature also 
satisfy (8.2.1). 

In this context the basic rearrangement inequalities (cf. (1.1.2), (1.1.9)) take the 
following form, if f G Lip(Q), then 

(8.2.2' /1 < 
<< 

t < f\ i * 
< 

t ^t1 'n v / 
* * 

n, 
(t), t e (0,1/2), 

and, if f e X + SV, then 

(8.2.3) 1/ 
i * * 

x< 
t < l/l < 

'A* 
<bnn 

K( t l ' nJ ,X ,Sx<< 

<t>x{t\ 
, t e (0,1/2). 

Theorem 28. — Let X = X(ü)< be a r.i. space on il, and let 0xR be defined by 

0xRMB)] 0xRMB)]<< 
1 1 / < < xv<< , = l l | V / | | | x + | | / | | x < o o < 

Then, 

8.2.4) E~s w<< <,;!ù 
• 1 

It 

S1' n - l 
<PX' 's) 

ds 

s 
, t e (0,1/2). 

In particular, if X = Lp, 1 < p < n. then (compare with [491 and see also Remark 15 

below 

(8.2.5' <n LP 1 w< 't vn< t1 ' n - l V 
i t G (0,1/2). 

1. Note that, when we are dealing with domains Q with finite measure, we can usually assume 
without loss that we are dealing; with functions such that I f|**(oo) = 0. Indeed, we have 

/ 1 < t) < 
1 
t 

f L l ( f 2 ) • 

For the usual function spaces on Rn, we can usually work with functions in Co(Mn), which again 
obviously satisfy |/|**(oo) = 0. 
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Proof. — Let / be such that 1 / 0xR < 1. Using the fundamental theorem of 

Calculus we can write 

;8.2.6) l / l * * 

< 
< w< / 1 

* * 
'm 

1/2) = 
.1/2 

't 
1/ I ** 

A6 
S cvw< * 

A* 
< 

ds 

s 
w 

This representation combined with (8.2.2) and Holder's inequality (2\ yields 

l/l < < cn 
.1/2 

t 
s1 <n v / < 

lu < 
wv< 

s + l/l 
< 
< 

1/2) 

w<;:m! 
«i 

mùxw 
S1 

/ n - l 
|V/ |X(0, . ) Ix 4>x> 's) 

ds 

s 
+ 2 

1 / ILI 

xw ll/l w w 
1 

w 

s1' / n - l 
vc< < 

< 

s 
+ 2 / ILI 

lpmù* 
1 

x< 

s1 n - l 
<,;:^* < 

ds 

s 
f 2c, 

where in the last step we used the fact that l / l <n,;:! < 1 and / xvw< < C / X' 

Therefore, 

Esx< < < sup 
1 / 5 X I < ,<1 

/ 
i* 

< 
(t) 

< sup 
l / l l s x ( Q ) <1 

l/l < 
"At 

(t: 

< c 
1 

< 

s1 / n - l 
0X' s 

ds 

s 
+ 1 1 t e (0,1/2). 

The second part of the result follows readily by computation since, if X = LP, 

1 < p < n, then 

i 

t 

s1 n - l 
0x'( s, 

ds 

s 
< 

fi 

t 

s1 n - l s1 -1 Ip 
ds 

s 

< 
oo 

t 

s1 / n - l 
s 1 .-1 < 

. ds 

s 

and 

xcn< n - l Ip 
<< 

1 < Ct1' ' n — 1, P 
i 

for i e (0,1/2). • 

2. Write 

a |V /R («) = 
'S 

0 
IV/ u) du 

<l||V/|X(o,.)||jf||X(o,.)||jf, 

= || |V/|x(o,.)| |x*Jf'(s)-
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Remark 15. — We can also deal in the same fashion with infinite measures. For 

comparison with [491 let us consider the case of Rn provided with Lebesque measure. 

In this case IR™ < w<<< cv<< n , for t > 0, and (8.2.2) is known to hold for all t > 0, 

and for all functions in Co << 'cf. [69];. For functions in CqCEJ1) we can replace 

r8.2.6) by 

l/l 
** < wx< 

•oo 

t 
/ 1 ^ù* 

[s) - 1 / 
bn <n 

ds 

s 
Suppose further that X is such that 

oo 

t 
s1 ' n - l 

~<Px> (s) 
ds 

s 
< oo. 

Then, proceeding with the argument given in the proof above, we see that there is no 

need to restrict the range of t's for the validity of '8.24), (8-2.5), etc. Therefore, for 

1 < v < n, we have (compare with [49, Proposition 3.251) 

8.2.7 Es i x ,x (t)<c 
cv 

It 

s1 n - l 
vnx << 

ds 

s 
+ 1 , t > 0. 

The use of Holder's inequality as effected in the previous theorem does not give 

the sharp result at the end point p — n. Indeed, following the previous method for 

p = n, we only obtain 

vw< rl 
< ft) < < 

"1 

< 
s 1 

n - l L s 1 " -1 In ds 

s 

-< ln 
1 

t 
t e i 0,1/2). 

Our next result shows that using (8.2.2) in a slightly different form (applying Holder's 

inequality on the left hand side) we can obtain the sharp estimate in the limiting cases 

(compare with [49, Proposition 3.27]). 

Theorem 29. — ù < (ft) [t] < ^x< 1 
t 

l/n 
, for te (0,1/2). 

Proof. — Suppose that 1 / \sLn (ft < 1 . First we rewrite (8.2.2) as 

\f 
< 
< 

s) < 1/ I * 

'm s 
n 

s1 n 
xcw< I V / < 

l u < 
n 

, s e ( 0 , 1 / 2 ) . 

Integrating, we thus find, 

•1/2 

t 
1 / 

x< 
< » - 1 / 

cl* 
Im 

(s 
n ds 

s 
< 

•1/2 

t 

1 / < » - 1 / im s) 
n 

s 1 
n 

ds 

<nm^ù 
r l 

< 
| V / | c< 

< 
s) 

n 

ds 

< C „ | | | V / 
u n 

< [by Hardy's inequality) 

<Cn. 
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Now, for t G (0,1/2), 

l / l 
** 

l u 0xRMB)] w< 
< : i /2) = 

1/2 

't 
f 

I * * 

IM . * ) - l / l 
i * 

x< 
S ) 

ds 

s 

< • 1/2 
t 

1 / 

i * * 

0xRMB)] < 
< 

S 
n ds 

s 

l/n 
1 

t 

ds 

s 

l/n' 

(Holder's inequality^ 

< C i n 
n ln 

1 
t 

l/n 

Therefore, 

i / i < 
< a ) < w< < 

yn 
n ln 

1 

< 

l/n 

0xRMB)] 

< < 1 
n 

n ln 
1 
< 

l/n 

+ l / l Ln 

Consequently, 

< r1< 
°n 

'n ln 
1 
< 

l/n' 
, fori G (0,1/2). 

(8.2.8) < < < It < In 
1 
t 

l/n' 

, for t G (0,1/2). • 
The case p > n, is somewhat less interesting for the computation of growth en

velopes since we should have <v< ~>LP Í2) [t] < c. We now give a direct proof of this fact 
just to show that our method unifies all the cases. 

Proposition 4. — Let p > n, then there exists a constant c = c{n,p) such that 
wx LP w < < c, t G (0,1/2). 

Proof. — Suppose that 1 / "SLP < < 1, and let s G (0,1/2). We estimate as follows 

1 / 
< 
< (í) / 

* 
lu < < Ct 

il, ' n - l 
< 

/0 
| V / | * 

< s ds 

< et E ' n - l •1 

'0 
v / ! i * 

< s) pds 
1/p 

tl/p' 

< et Ll/n-1 P. 

Thus, using a familiar argument, we see that for t e (0,1/2), 

/ < 
i M 

t) / 1 < (1/2) < c 
•1 

Jt 
S1' / n - l /p-1 ds 

< c 
0xRMB)] 

T n - l/p) 
C 

< 1 n - 1 < c 
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It follows that 

/ A* t < \f 
'A* 

( t i < 
C 

1/n - l/p) + 1 / 
c< 
A¿ (1/2 

< 
c 

[1/n-l/p] 1 

and we obtain 

Es < (ii) << < c , Í G ( 0 , 1 / 2 ) . • 

The methods discussed above apply to Sobolev spaces based on general r.i. spaces. 

As another illustration we now consider in detail the case of the Sobolev spaces based 
on the Lorentz spaces Ln,q <x , where fi C W1 is a bounded Lip domain of measure 1. 

The interest here lies in the fact that in the critical case p — n, the second index q plays 
an important role. Indeed, for Q= 1, as is well known, we have W •i 

< < C L°° . while 

this is no longer true for W i < w< if q > 1. In particular, for the space W i 
LN < < w 1 

< 
The next result thus extends Theorem 29 and provides an explanation of the situation 

we have just described through the use of growth envelopes. 

Theorem 30. — Let 1 < q < oo, then E w <nbb < (t) < (In 1 Ï 
t ) 

i /Y , fort G ( 0 , 1 / 2 ) . 

Proof. — Consider first the case 1 < q < oo. Suppose that 1 / \\w. i <vw< < < 1. 

From (8.2.2) we get 

l/l s[ -\fr(s))q<cn V / w< S Is1 'n 
\ 9 

, 5 G ( 0 , 1 / 2 ) . 

Then, 

/ < 
< 

< < 1 / 
< 
< 

: i / 2 ) = 
fl/2 

;: 
1 / 

v< 
A4 

x< << 1 / 

. i * 

< < 
n,; 

s 

< 
1/2 

< 

< I * * 

"A* S < l/l i* S 
d s 

s 

1/9 . 1 / 2 

< 

d s 

^x< 

1/9' 

< 
•1/2 

t 
<<c< 

A* S (s1 < 9 d s 

s 

1/9 

< 

1/2 
d s 

s 

<< 

<c | | |V/|||Ln>i ln 
1 

t 

<bn 

< 

Therefore, as before 

1 / 
< 
A* 

b< <n;: V / Il Ln<<? ln 
1 

t 

1 / 9 ' 

+ l/l 
** 

'A* 
(1 /2 ) 

< c ln 
1 

< 

1/V 
, t e ( 0 , 1 / 2 ) , 

and the desired estimate for <,;: •1 
L' n, q ^x< <,;: follows. 
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When q = oo, and 1 / w i L1 ,n,OO(n) 
< 1 , we estimate 

i / i 
** 

in » - 1 / 
i* 

< 
s) < Cn V / | 

* * 
, 5 c< ,1 In 

<< ^vb< 
<b; 

<lmù 

Consequently, 

/ < 
< : * ) - 1 / 

I * * 

< :i/2) ,;: 
l 

7t 

<< 

^c< 
and we readily get 

E L >,OO(f i ) It < c ln 
1 

t J 
, t G (0,1/2). • 

Remark 16. — Note that, in particular, 

E w 
rl 

v< 1 < ft ^ùm 

which again reflects the fact that < < 
L1 71,1 ;n) c L°°(n). 

Remark 17. — As before, all the previous results hold for the W i vn< <:^* spaces. 

We now show that a similar method, replacing the use of (8.2.2) by (8.2.3), allow 

us to obtain sharp estimates for growth envelopes of Besov spaces (see (7.1.9)). 

Theorem 31. — Let p > n > 1, 1 < q < oo. Then 

E B n 
P 

P,Q( 0 , 1 171 
i < log 

1 

t 

< 
, t G (0,1/2). 

Proof — The starting point is 

/ < 
c< 

t) - \f I* 
lu v (t) < c 

LULP •t1-<n <n; 

t1 V 
, ¿ € ( 0 , 1 / 2 ) . 

Then, 

/ w t < f 
i * * 

lu 1/2 = 

• 1 / 2 

< 
1 / 

< 
< 

( * ) - 1 / 
x 
lu V 

ds 

s 

< c 

1 / 2 

< 

v,x< (s1 n 
J ds 

s1 p s 

< c 
.1 

t 

CJLP < n << 

s1 p 

< ds 

s 

1 / 9 v< 

it 

ds 

s 

<;: 

Holder's inequalityN 

< c I I / I \B n 
p 

'p,q ¡0,1} ^x< 
log 

1 
t 

Vf 
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Thus, a familiar argument now gives (compare with [49, (1.9)]) 

E B 
v p'9([0,l' 

I N 

(t) w< log 
1 

t 

< 
, t G (0,1/2). • 

8.3. Continuity Envelopes 

Suppose that Z := Z(Rn) C C(Rn) then (cf. [49] and the references therein) one 

defines the continuity envelope by 

E z t] < sup 
<vn it J 

l/l < c <1 t < 

At this point it is instructive to recall some known interpolation inequalities. Let 

/ w i < 1 
w< < 

'o 
v / i < S S 

11 'n ds 

s 
We interpolate the following known embeddings 

(cf. [89]): for / G C0°° R n I, we have 

/ 0xRMB)] 
cv< f W i L 71 ' ,1 < 

< 

Consequently, 

(8.3.1 K(tJ;L°°(Rn \,WÀ 
- i 

< Rn << 0xRMB)] < 
v< ( R n <w< 

<< 
Rn 

It is well-known that for continuous functions we have (cf. [13] 

0xRMB)]0xRMB)] << i v< R n ' 0xRMB)] 0xRMB)] sup 
l h l < £ 

/ ( • + ft)-/(-)llL»-

On the other hand using [67, Theorem 2] and Holmstedt's Lemma (see [14, 

Theorem 3.6.1]) we find 

K(t,f, < 1 
v< i 

<n; xc< 1 

x ( R n ) ) ~ 
< 

o 
| v / < S \s 

1 n ds 

s 

Inserting this information back to (8.3.1) we find 

UL°°(t,f) ^ 

< 

r0 
V . / 

* 
s )s 

1 n ds 

s 

Therefore, 

u>L~(tJ) 

t 
< 3 

t 

< 

0 
v / l << < s 1/ 

l/n ds 

s 

^v< 
1 

t 
cv;! <cv 

v< 

/0 
S 

l/n-l/p)q ds 

s 

1/̂  

<v< 
1 

< 
v / l <vn< t1 -n/p 

Thus, we have (compare with [49, (1.15)]) that for 1 < q < oo, 

[8.3.2 E w 
c 

i LP**? 
(Rn 

xw ̂ t — n/p <w 
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Remark 18. — It is actually fairly straightforward at this point to derive a general 

relation between Ez and w< < 
< 

In [65] we have shown for f v< r^oo °0 <o^ù we have 

'8.3.3) < < t) \i 
* 

< < CNLJL^ (t1 n J , t > 0. 

We now proceed formally, although the details can be easily filled-in by the interested 

reader. From (8.3.3) we find 

< x< t 1 / 

* [i 
v;:!ù 

Lüloo t1 In. v< 

t t 
, t > 0. 

Then 

\f 
* 

< < 1 / 
I * * < 

< 
< 

< 

1 / 
* * 

s 1 / 

* 
(S ds (since /**(oo) = 0) 

s 

n,: 
•»oo 

't 

cv< 's1 n << 
ds. 

s 

Taking supremum over the unit ball of Z W1^ we obtain 

< z Rn 
< < 

poo 

< < 
E 

. Z i 

< 
'Rn 

s) ds. 

Thus, for example, from (8.3.2) we find that for p < n 

E w LP < [Rn 
(t < 

'OO 

t1 
S — n P ds 

< t1 n -1 p 
< 

which should be compared with (8.2.5). 

8.4. General isoperimetric profiles 

In the previous sections we have focused mainly on function spaces on domains with 

isoperimetric profiles of Euclidean type; but our inequalities also provide a unified 

setting to study estimates for general profiles. For a metric measure space fi) 
of finite measure we consider r.i. spaces X (Q). Let 0 < 0 < 1 and 1 < a < oc, the 
homogeneous Besov space hi 

>X,q\ [to) is defined by 

iß, 
bx < < < fex + sx:\\f << 

x 
q( < < 

< < 

0 
K(sJ;X,Sx) s 

-0 q ds 

s 

l /q 

< 0 0 5 

with the usual modifications when q = oo. The Besov space hi X,q n;,ù is defined by 

^c<w 
ti 

a 
x ^ù c< / 1 \X + / 1 < ux < < 

Notice that if X = Lp, then h6 
< 

< 
P 

< b e < 
P < resp. h6. 

L 
< 
/P < c< <, c< <n< see (7.1.1)). 
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Theorem 32. — Let X be a r.i. space on fi. Let g(s) < 
s 

Ini s) 
where IQ denotes the 

isoperimetric profile of fi, d, /i) . Let 
x 

q 
fi be a Besov space ' 0<6>< 1, l < 0 < O o ) , 

then for te 0 , / i f i / 2 0xw<RMB)] 

< < 7 X < < < c 1 + 
.u(fî)/2 

< 
< < 

9 g(s) 
n,;w< 

<pù q 

ds 

[s<t>x s ^v< 7 

where, as usual 1 y + 1/9 = 1. 

Proof. — Let f£X + sx, and let us write K(t,f;X,Sx) :=K(t,f) . By Theorem 7 

we know that 

< * * 

"A* < 1 / < 
< < c-

0xRMB)] 

nx<<< 
, 0 < t < fi{ii). 

Taking into account that, 1 / 

* * 

< 
< t) m^ù / 1 < (*: < i/ 

i * 

I A* 
< t, we get 

/ 
* * 

A4 < < < c<< 
"A* (/i(fi)/2) = 

•A*(«)/2 

<^* 
v< I ** 

'A* 
[s) ds < c 

•A*(0)/2 

< 

K{g(s),f) ds 

<Px(s) s 

Since / Q ( S ) is a concave continuous increasing function on ;O,mîî)/2),5(S) is differ-

entiable on f0,u(fi)/2) Then, by Holder's inequality we have 

R(t) = 
»A*(fì)/2 

A 

K(g(s),f) ds 

0xRMB)] s 

x< 
'A*(«)/2 

A 

K(g(s),f 
<n;: 

Ms) 

e c<qq 

<!^^ 

i/9 ^ù* 
n,w< 

1/9 ds 

s(px{s) 

< / 2 i ( t ) i 2 2 ( t ) , 

where 

<,;^$ x<< 
• u(Q)/2 

<< 
K(g(s),f)g(s) .-0\<1 'g'(s) 

9(8) 
ds 

1/9 

n< 

and 

8.4.1 R2(t) = 
!^*,;< 

It 
<v;< 

e g(s 
g'{s) 

1/9 q' 
ds 

s(px(s) 9̂/ x< 

1/9' 

By a change of variables 

[8.4.2) Ri(t) = 

g-1 
<cv< 

g-1 [t] 
[K(zJ)z- - e 9 dz 

z 

1/9 
< l l / b,;:^* 
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Combining: (8.4.1) and (8.4.2) we obtain 

1 / 
v< 
< 

* ) < c | | / | 
x<; 

(f i ) R2(t) + 2\\f\\x 

< 2c(1 + ^ ( 0 ) 1 1 / 1 < 4 ,Q << 

Therefore, taking sup over all / such that / 1 < < < 
< 1 we see that 

vù* 0,q, X 'ft) [t)<2c(l + R2(t)),te(0iu(n)/2). • 
Example 3. — Consider the Gaussian measure 0xRMB)] . Then 'cf. [16] ) we can take 

as isoperimetric estimator 

u < (t) = t log 
1 

t< 

1/2 
^v< te (0,1/2). 

Thus, 

9 t) = 
1 

log 
t 

1/2 
and g'(s) < 

1 

2 <bn,; l> 

s > 

3 
2 5 

v< 

and 

1 + 
1/2 

t 
< < << 

<b,< 

1/9 x< 
ds 

S(j)x(s 
q' 

0xRMB)] 

< 
.1/2 

< 
log 

1 

s 

q'(l 0 2 , -1 <n< 

5 ( 0 x ( s < 

<vn< 

< 
1 

< t: 

•1/2 

< 
log 

1 

S 

<c<< 2 ; -1 ds 

s 

1/9' 

< 
1 

</>x t 
log 

1 

v< 

(1- 9 2 ; 

< 

Therefore we find that 

E xw >0, ^^ cv<< < < 
1 

< ft) 
log 

1 
t 

1- 0 2 y 

<ù t G (0,1/2). 

8.5. Envelopes for higher order spaces 

In general it is not clear how to define higher order Sobolev and Besov spaces 

in metric spaces. On the other hand for classical domains (Euclidean, Riemannian 

manifolds, etc.) there is a well developed theory of embeddings that one can use to 

estimate growth envelopes. The underlying general principle is very simple. Suppose 

that the function space Z = Z(Q) is continuously embedded in Y = Y(ii) and Y is 

a rearrangement invariant space, then, since cf. (2.2.6)) Y C M (Y), where M {Y) 
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is the Marcinkiewicz space associated with Y (cf. Section 2.2), we have (cf. (2.2.5)) 

for all / e Z , 

sup 
t 

f 
* 

{Writ: < 1 / c< < C <v Z ' 

where <vnx is the fundamental function of Y, and c is the norm of the embedding 

Z C Y. Consequently, for all / e z , with 1/ w < 1, for all t > 0, 

w * w < 
c 

nmù< 
Therefore, 

v< < < 
1 

<n,c< < 

For example, suppose that P 
n 

k then from 

W 
•h 

p 
Rn) C L9'p, with 

1 1 k 
< 

< < n 
and 

0xRM<<B)] 1, Q < t1 p—k/n 

we get (compare with (8.2.5) above and [49, (1.7)1) 

< p < t) < < n - l cv< 

In the limiting case we have (cf. [9], [781' 

W 
k 

k 
'W1 C L[o° < k J 

For comparison consider W k 

k 
(fi), where fi is a domain on <,! with fi| = 1. One can 

readily estimate the decay of functions in Li O O , 
k as follows: 

< * * < < c< <v i) = 
• 1 

< 
< 

. I * * 

< < i/ 
vw 

si 
ds 

s 

< 
i 

t 
1 / 

w s < f 
' i * s k 

ds 

s 

1/ fc - >1 

ft 

ds 

s 

< v< 
< 

< 

<bnx< 
L oo < 

log 
1 

t 

1- fc 
< 

Combining these observations we see that for functions in the unit ball of W k 
n 
k 

fi) we 

have 

1 / 
< [t] x<< log 

1 

t 

1-
k 

, for te (0,1/2). 

Consequently 

E ,w 
•k 

k < t << log 
< 

t 

l- n 

< 

In particular, when 
above 

k = l then 1 -
k 

n < 1 
n' ' and the result coincides with Theorem 29* 
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Likewise we can deal with the case of general isoperimetric profiles but we shall 
leave the discussion for another occasion. 

8.6. K and E functionals for families 

It is of interest to point out a connection between the different "envelopes" discussed 
above and a more general concept introduced somewhat earlier in [64], but in a 
different context. One of the tools introduced in [64] was to consider the K and E 
functionals for families, rather than single elements. 

Given a compatible pair of spaces X,Y) (cf. [141) and a family of elements, 
0xRMB)]W< we can define the K—functional and v<<<functional 3) of the family F by 
(cf. [64]) 

K(LF;X,Y) = sup 
feF 

K(tJ;X,Y)<. 

E(t,F;X,Y) = sup EfrfrXiY).<< 
feF 

The connection with the Triebel-Haroske envelopes can be seen from the following 
known computations. If we let < <x << supp/},then 

1 / I* t)=E{t,f;L°,L°°)<<. 

Therefore, 
Ez x< [t = E(t, unit ball of0xrMB)]0xrMB L°°(ft)). 

Moreover, since on Euclidean space we have 

c^oo (t, / ) ~ K(t, / ; L°°(Rn), V^oo (Rn<) 

we therefore see that 

< < 
'c 

< (t)=K{tJ- unit ball of Z(Rn);L°°(Rn); W 7-1 

,w< (W1 I. 

This suggests the general definition for metric spaces 

Et Zi 
c [t)=K(tify unit ball of Z(fi);L°°(fi),5Lcx>(n)).v< 

This provides a method to expand the known results to the metric setting using the 
methods discussed in this paper. Another interesting aspect of the connection we 
have established here lies in the fact, established in [64], that one can reformulate 
classical convergence and compactness criteria for function spaces (e.g., Kolmogorov's 
compactness criteria for sets contained in Lp) in terms of conditions on these (new) 

3. Recall that (cf. [14], [64]), 

K(t,f;X, Y] = inf H \\f-9\ x + t 9\ :geY) 

E(tJ-X, Y) = inf- f-g\ Y < \9\\X < I-
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functionals. For example, according to the Kolmogorov criteria, for a set of functions 
F to be compact on Lp(Rn) one needs the uniform continuity on F at zero of LJLP (t, F). 
In our formulation we replace this condition by demanding the continuity at zero of 

K ( t , F ; L p , W w < wi 
LP x 

Again, to develop this material in detail is a long paper on its own, however, let us note 
in passing that the failure of compactness of the embedding W i LP [Q) C LP (Q) , for 
p = n, is consistent with the blow up at zero predicted by the fact that the converse 
of (8.2.8) also holds. One should compare this with the estimate (8.2.7) which is 
consistent with the Relich compactness criteria for Sobolev embeddings on bounded 
domains, when p < n. 
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CHAPTER 9 

LORENTZ SPACES WITH NEGATIVE INDICES 

9.1. Introduction and Summary 

As we have shown elsewhere (cf. [9], [66]), the basic Euclidean inequality 

/ w< t f < < cvw< t 
1/ n 

v / < < 

leads to the optimal Sobolev inequality 

(9.1.1 < 
< [p,p] < 

•<oo 

lo 
1 / 

< t 1/ 
I * 

t t 
.1 'P 

P dt 

t 

i/p 

<bn,;ùp V / | | | l p , 

where 1 P n. 
i 
p p 

i 

n ' The use of the L [p,p] conditions makes it possible to 

consider the limiting case p — n in a unified way. Now (9.1.1) is also meaningful when 

p > n, albeit the only reason for the restriction P < n, is that, if we don't impose it, 

then p < 0, and thus the condition defined by l / l <bv cvw< is not well understood. 

It is was shown in [78] that these conditions are meaningful. In this chapter we show 

a connection between the Lorentz0xrMB)]0xrMB spaces with negative indices and Morrey's 

theorem. 

9.1.1. Lorentz conditions. — Let 0xRMB)] be a metric measure space. Let 0 < 

q < oo , s G M. We define 

x< s,q = L < 0xRMB)] 

< fe L i ;ÎÎ) : 
vw< 

,: 
l / l 

1 Lt 
t) ̂ v< 1 / 

I * 

't t 
1 , Is 

q dt 

t 

<,n 
< OO v< 
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For 0 < q < oo, s G [1, oo], these spaces were defined in Chapter 7. They coincide 

with the usual L s,q spaces when 0 < q < oo, s G i l , oo) (cf. [711). 
Our first observation is that L ¿ 0 . Indeed, for s < 0, we have 

0 < \\XA\\L[s,q] x< 
<nm^$ 

,Q - Q, v< i/ 
9 M A 

\q/s-q - 1 1, q 

< 
M A 

D s 

M - Qi s) <nw 

It is important to remark that the cancellation at zero afforded by / 
i * * 

< 
< < i / i * 

< 
< 

is crucial here. Indeed, if we attempt to extend the usual definition of Lorentz spaces 

by letting s < 0, then we find that XA $*^^ <bn •Ml 0 

A. tq s dt 

t 
< oc iff a(A) = 0. 

9.2. The role of the L p,p] spaces in Morrey's theorem 

For definiteness we work on Rn with Lebesgue measure m. We show that many 

arguments we have discussed in this paper are available in the context of Lorentz 

spaces with negative index. 
Let < G L [PiP. where i 

p x< i v 
1 n < 0. Then, for 0 < h < ¿2; we can write 

/ < < - / < (*2. < 
«2 

<c< 
< 4=* (t r t t .1 'P t -1 IP 

dt 

t 

< 
< 

tl 

(f**(t)-f*(t))t <cv< P it' 

t 

1/p 
>t2 

tl 

t~P 
dt 

t 

i/p' 

< f\ bnw< 
2̂ 

'tl 

t~P'< 'P dt 

t 

i/p' 

<v 

Note that since -p 

p 
- 1 p 

<< 
n—p • 

np - 1 << 1 
p-1 

n—p—n' 

n < 0, the function t -p >p-i 
is 

decreasing and therefore, 

Í2 

< 
t - p IP 

dt 

t < 

-t2-ti 

o 
t -v', p 

dt 

t 
< 

-P 

< 
n0xR 

— v 
v < 

Thus, 

(9.2.1 r ( h ) - r { h ) < 
-p 

p' 

1/p' 
1/ Lb-Pi 1*2 " i l 

-1 P 

The localization property in this context takes the following form. Suppose that 

f G № p J is such that there exists a constant C > 0, such that VI3 open ball, it 
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follows that fXB e LW>PH0,m(B))< with JXB\\L[P,P} < C | | / | | L [ P > P ] . 
Then, from (9.2.1) 

we get 

fXB < ¿i fXB < <<< < c 
-v 
p' 

l/p' 

f I L[p,p] Í2-Í1 < n 
7 

where a = 1 — 
n 

<v< 
Applying this inequality replacing U by ẑ raf B ) , ¿ = 1,2; we get 

<0xR 
MB)] 

< ; T I M ( B ) ) - ( / X ß ; c< t2m(B)) < C -P 

< 

i/p' 

I L / I L I ^ ] 1*2 - Í I L 

< <vvx< < n < 

Letting z"i -> 0, ¿ 2 1, we then find 

ess sup 
< 

^*x < 
i 

mil? B f < c -p 
n,;w< 

i/p' 

f LlP,pi m{BT'n. 

Applying this inequality to — / and adding we arrive at 

ess sup 
B 

if) — ess inf 
< f<2C 

-P 

P' 

i/p' 

1 1 / LlP.P] m ( B . a/n c< 

Let x,y e Rn, and consider B — B(x,3\x — y\) (i.e., the ball centered at bw<<with 

radius 3\x-y\ ), then 

\m-f{y)\ < ess sup 
B f — ess inf f J.JLXJL 

B 

<cn2 -P 

P' 

i/p' 

C / 1 <bw< x-y\ < 
< 

At this point we could appeal to (9.1.1) to conclude that 

\f(x) - f(y)\ < cn 2 
-P 

P' 

i/p' 

CIIIV/ 
P x — y\ 

Similar arguments apply when dealing with Besov spaces. In this case the point of 

departure is the corresponding replacement for (9.1.1) that is provided by the Besov 
embedding 

1 / 

i * * 

A* ( * ) - l / i < 
< t) 

i tP 
e 
w 

<? dt 

t 
< c t e K (t .1/ n xvb< w < 

LP 

< dt 

t 
5 

where i 
v < i 

V 

e 

n ' 
O e (0,1), 1 < q < oo. Notice that we don't assume anymore 

that Op <n. 

Remark 19. — In the usual argument the use of the Lorentz spaces with nega

tive indices was implicit. The idea beinq that we can estimate *2 
'ti / < t < 

f 
* t] t i p p dt 

t 
1, through the use of 

r*(t)-f*(t)<cnt i n V / ** t I . 
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Namely, 

0xRMB)]0xRMB)] 
t2 

tl 

f ** ( t ) - f* ( t )w< 
dt 

t< 

< 
>t2 

tl 

t1 n - l Vfr(t)dt basic inequality) 

< 
*t2 

tl 

V/T* (t)pdt 

I/P *t2 

'*1 
tV' (1/n-l) cw 

w< 

'Holder's inequality 

<cP | | |V/ | | | p 
>t2 

tl 

tP' (1 /n - l ) dt 

<p^ù 
'Hardy's inequality) 

<Cpl l |V/ | | |p 
t 2 - t l 

0 
tp 1 / n - l dt 

I/P' 

(since x 
v< 

(1 /n - l ) decreases) 

0xRM v / Ip ¿2 "¿1 1/n-l, /P 

— C p , n v / 
P *2 -*1 

a / n 

< 

At this point it is not difficult to reformulate many of the results in this paper 

using the notion of Lorentz spaces with negative index. As an example we simply 

state the following result and safely leave the details to the reader. 

Theorem 33. — Let f2, d, a) be a probability metric space that satisfies the relative 
isoperimetric property and such that 

t1 - l / n 0xRMB)] t G (0,1/2). 

Then, if p > n 

bn w< ii) C Lp l 

where l 

v 
vw< i 

v 

l 

n 
Moreover, if f e b 

n 

>p 

/ p , l 
Ü) , then V5 c îî, fXB e £,P,1 

and <0xRMB)] /1 bp' x< 
, with constants independent of B. In particular, it 

follows that f G C(Q). 

9.3. An interpolation inequality 

In this section we formulate the basic argument of this chapter as in interpolation 

inequality. 

Lemma 6. — Suppose that ft, d, a is a probability measure. Let s < 0,1 < q < oo, 

and suppose that q' > s. Then for all f G L1 (Q) we have, 

I I / I I L = C < 
—s 
q' 

1/9' 
0xRMB)]0xRMB)] 
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Proof. — We use the argument of the previous section verbatim. Let 0 < ¿1 < t2 < 1. 

By the fundamental theorem of calculus, we have 

/ < 
< 

: * i ) - i / i " (*2 ) = 
t2 

x< 
0xRMB)]0xRMB)] 

dt 

t 

< 
•t2 

< 
\f\7 ( t ) - \ f \ ; ( t ) ) t < 

< st- •l s 
w< 

t 

< 
r^2 

< 
i / r w - i / i : w ) * < < < x i s 9 dt 

t 

<vn •*2 

¿1 

vv< S 
dt" 

t 

1/9 

< 
< 
9' 

1/9' 
I I / I I L M |*X — * a I < < 

- q /s 

Therefore letting t\ —> 0+, t2 —> 1 , we find 

0xRMB)]0xRMB)] 
0xRMB)]0xRMB)] 

—s 
x< 

<<< 
0xRMB)] • 

9.4. Further remarks 

Good portions of the preceding discussion can be extended to the context of real 

interpolation spaces. In this framework one can consider spaces that are defined in 

terms of conditions on 
K(tJ:X) 

t 
-K'(L f:X) where X is a compatible pair of Banach 

spaces. An example of such construction are the modified Lions-Peetre spaces defined, 

for example, in [ 501 , [511 and the references therein. The usual conditions defining 

these spaces are of the form 

l l / l l [ X 0 , X i ] f l , g x< 
roc 

0 

(t-e(K(t, / ; X 0 , X{) - tK\t, / ; X0,< X{) 
q dt 

t 

1/9 
< OO, 

where 0 G (0,1), g G (0,oo]. Adding the end points 0 = 0,1, produces conditions 

that still make sense and are useful in analysis (cf. [661 and the references therein). 

Observe that when X = (L\L°°' ̂ we have 

K(t,f;X) 

t -K'(t,f;X) = \fr (t)-l/r(*)<<<. 

and therefore 

Xo, Xi]eiq — L 
i 

T̂ ö'9 < 

Therefore the discussion in this chapter suggests that it is of interest to consider, more 

generally, the spaces [XQ,XI]Q^, for 0 G R. In particular this may allow, in some 

cases, to treat Lp and Lip conditions in a unified manner. For example, in [29] and [71] 
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results are given that imply that for certain operators T, that include gradients, an 
inequality of the form 

0xRMB<)]< 
0xRMB<)]< 

< c Tf 
[ X o , X i ] < < 

can be extrapolated to a family of inequalities that involve the 0xRMW<B)] spaces 
defined here. In particular 

/ I L « ' < c | | V / | | L 1 , / e C , 1 
y0 [Rn)< 

implies 
Kit, /; L , L°°) - tK'(t, / ; L\L°°) < ct< << /nK(t,\7f;L\L°°)<<<, 

Thus from one inequality we can extrapolate "all" the classical Sobolev inequalities 
through the use of the [lo, ^i]<9,g spaces with 0 possibly negative. To pursue this point 
further would take us too far away from our main concerns in this paper, so we must 
leave more details and aDulications for another occasion. 
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CHAPTER 10 

CONNECTION WITH THE WORK OF GARSIA 
AND HIS COLLABORATORS 

In this section we shall discuss the connection of our results with the work of Garsia 
and his collaborators (cf. [41], [40], [42], [44], [43], [81], [31]...). We argue that our 
results can be seen as an extension the work by Garsia [43], [44], and some^1) of the 
work by Garsia-Rodemich [40], to the metric setting. Indeed, [44], [43] were one of 
the original motivations behind [65] and some of our earlier writings. 

In [44] it is shown that for functions on [0,1], if ̂  p > 1, 

1 0 . 1 . 1 
/ * ( * ) - / * ( l / 2 ; 

/ * ( l / 2 ) - / * ( ! - * ) < 
4 l < 
log 3 

' 2 ' 

P1 
x< 

QP(SJ: 
dS 

x<<m^* 

see Section 4.1.1 above), and where 

QP(s,f) = 
l 
s x — y\ <S 

1 / 0 * 0 - / ( y ) P dx dy 
I/P 

< 

In oarticular. if l 

Jo Qp nw< dó 
61+1/P < oo, then / is essentially continuous, and in fact, 

a.e. x, y G [0,1] 

10.1.2) f(x)-f(y)\<2 41' p 
log 3 2 

\ x - y 

0 
QP(SJ 

d,S 
0xRMB)] 

Moreover, in [44] more general moduli of continuity based on Orlicz spaces are con
sidered: for a Young's function A, normalized so that All) — 1, let 

QA(5J)=M A > 0 
1 
5 \x-y\<6 

A \f(x)-fly)\ 
A 

dxdy < 1 < 

1. The results of [40], while very similar, are formulated in terms of moduli of continuity that in 
some cases cannot be readily identified with the ones we consider in this paper. 

2. The case p — 1 is also trivially true since 

readily implies that / is constant. 

l 

Jo 
0xc<<< dS 

(52 oo, 
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In [441 and Deland [31, (1.1), (1.3)1 the following analogues of (10.1.1) and (10.1.2) 

are shown to hold: 

(10.1.3; 
/ * ( x ) - / * ( l / 2 ) 

f * ( l / 2 ) - / * ( ! - * ) < 
2 

log 3 
2 

•1 

w< 
QA(ÔJ)A 1 4 

< 

do 

5 

and 

10.1.4 \f(x)-f(y)\<c 
x - y \ 

Jo 
QA{&, f)A x< A , 

S 

dô 

Ô 

We will show in a moment that our inequalities readily give the following version 

of (10.1.3) for all r.i. spaces X[0,1] : 

10.1.5) 
r ( x ) - r (1/2) 

/ * ( l / 2 ) - / * ( ! - * ) 
< c 

1 

x 

K(6,f;X,W rl 

< dô 

< M < * ) 
S ' 

To relate this inequality to Garsia's results we compare the modulus of continuity 

to K—functionals. Thus, we let 

UA&f) = inf À > 0 : sup 
h<5 Jo 

>1S 

A 
f(x + h)- f (x) \w< 

A 
dx < 1< , ô e (0,1).< 

Then, as is well known (cf. [131, [651), 

;io.i.6) K(ô,f:LA,W 
ri 

LA 
0xRMB<)] 

and we have 

Lemma 7. — sup0<(7<(5 QA(a, f) r< K(ÔJ;LA,WÏ -1 
<< 

Proof. — To see this note that, for all A > 0, 5 £ (0,1), we have 

1 

S (x,y)(E[0,l)2:\x-y\<5) 

A I / O * ) - / 2 / 

2A 
dx dy 

< 
1 

S 

< 

lo 

• 1-5 

/0 
A 

| / ( x + h ) - / ( s ) | < 

A 
dx dh 

< sup 
h<5 JO 

IS 
s i 

f(x + h ) - f ( x ) < 

A 
dx. 

Therefore, if we let A = uAÌÒ, f , by the definitions, 

1 

ô )e[0,l]2:\x-y\<S} 

A 
0xRMB)] 

2A 
I dxdy < 1, 

and consequently 

Q A ( Ô J ) < 2 L O A ( Ô J ) < < 

± K ( Ô J ; L A , W < 
-1 

LA x< • 
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To complete the picture let us also note that 

0LA x<< < i 
A-1 i 

t > 
< 

We now show in detail (10.1.5). One technical problem we have to overcome 
is that the results of this paper do not apply directly for functions on [0,1], since 
the isoperimetric profile of [0,1] is I(t) = 1, and therefore / does not satisfy the 
required hypotheses to apply our general machinery (cf. Condition 1 in Chapter 2, 
and [70], [71]). Therefore while the inequalities (1.1.8), and their corresponding 
signed rearrangement variants are valid (cf. Chapter 4), our results cannot be applied 
directly. However, we will now show that our methods can be readily adapted to yield 
the one dimensional result as well. 

To prove (1.1.8) for n = 1, we need to establish the following inequality (compare 
with (1.1.2), letting formally I(t) = 1 

r(t)-r(t)<t(\f\r(t),te(OA). K. = <X,(K. . x[a.,b.] 

While [70] formally does not cover this case, it turns out that we can easily prove this 
inequality directly using the method of "truncation by symmetrization", which was 
apparently introduced in [72]. Indeed, a known elementary result of Duff [35] states 
that 

(/*)'HLP[0,11 - II/'HLPÍO,!! * 
The truncation method of [72] (cf. also [36, discussion before Corollaire 2.4]), as it is 
developed in detail in [60], when applied to the case p = 1, yields the corresponding 
Pólya-Szego inequality (as formulated in [72]̂  

* ( ( / * ) ' ) " ( í ) < í ( l / ' i r ( í ) , Í € (0,1). 

We can (and will) assume without loss that / is bounded, then (cf. [60]), 

t ((/*)')** (*) = 
< 

< 
; /* ) ' ! <fe = r (o) - /*( i )<<x>. 

Now, since /**(0) = /*(0), and /** is decreasing, we have 

r*(t) - f*(t) < r*(0) - f*(t) = /*(o) - f*(t). 

Therefore, combining these estimates we arrive at 

/**(*) - /*(*) < * ( l / 'D** (*), í e (0 , l ) , 

as required. At this point the proof of Theorem 7 applies without changes to yield 
for 0 < t < 1/2, 

r*(t)-f*(t) <c K(t,f;X,W '1 
X 

4>x(t) 
Moreover, using [9, (4.1)] we have 

/* ( Í / 2 ) - /* (* )< 2 (/"(*)-/*0xrMB)](*)). 
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Thus, 

/* (t/2)-x<<r(t)<c-
K(t,f;X,W rl 

fx) 
<w^*$ 

< 2c 
K t 

2 ' 0xRMB)] w< 
X I 

4>x(t) 
since 

K(t,f;X,W rl 
X ) 

t 
and 

1 

0xRM 
decrease 

10.1.7) < 
2c 

In 2 „ 

x< 

t 
2 

K(sJ-X,W rl 
x_ ds 

(Px{sJ s 

Given t e (0,1/2), let TV = N(t) be such that < 2 - ^ + 1 ) < t < 2~N < I 

2 ' then 

/ * ( ; ) - / * ( i / 2 ) < / * ( 2 - ( j v + i ; 
- / * ( l / 2 ) 

w< 

N 

^*ù 

/ • * ( 2 " 0 ' + 1 ) ) - p(2~J) 

< C 

N 

3 = 1 

•2~J 

0xRMB)] 

0xRX<MB)] / i 
x. ds 

<f>x(s] s 

< C 
a / 2 

2-ÇN + 1) 

K(s,f;X,W 1 
X 

ds 

0x{s) s 

= C 
c<< 

2~(N + I 

K Y s , f:X,W '1 

Xj 
ds 

4>x{s) S 

v< 
1/2 

<^ù 

K(sJ-X,W: < 
x) 

ds 

<t>x{s) s< 

Now, 

.1 /2 

J2'N 

K(sJ'X,W •1 

Xj 
ds 

4>x(s) s 
< 

.1 /2 

Jt 

K(s, f\X,W rl 
XJ ds 

0xR s 

Moreover, we will show in a moment that 

1 0 . 1 . 8 ; 

r2-N 

' 2 - ( N + l) 

K(s,f;X,W -1 
X_ 

1 

S <t>x{s] 
ds < 

4 

l n ( l / 2 ) 

1/2 

it 
K(sJ;X,W •1 

x) 
1 

9x 

ds 

s S x< 

Collecting these results we see that there exists a universal constant c > 0 such that, 

f*(t)-f*(<<1/2) <c 
-1 /2 

t 
K(s,f;X,W '1 > 

x) 
1 

< / > x 0 0 

ds 

s 
t e (0,1/2). 

The previous inequality applied to — / yields the second half of Garsia's inequality 

f*(l/2)-r(l<<<-t)<c 
1/2 

It 
K(s,f;X,W- T 

X . 

1 

<Px(s, 

ds 

s 
t G 0,1/2 . 
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CHAPTER 10. CONNECTION WITH THE WORK OF GARSIA 109 

We complete the details of the proof of (10.1.8) using various monotonicity properties 
of the functions involved and the position of t in the interval: 

c<< 

!2-(n + l) 

K(s,f;X,W: 1 X) 1 
S <t>x(s 

ds 

< K(2~ [N+l 0xRMB)] -I 
X, 

2 -(AH-l) <,;< 
x<< 

1 
-(iv+l) 

2 , - ( i V + l ) 
K(r] 

r 
1 

0xRMB 

= K(2 -(jv+i 0xRMB)] rl 
x, 

1 1 

(\>x (2- N+1 (2-N It) 

r2-N 

t 

ds 
s 

< 
4 

ln(l/2) 
r*2 

, - n 

t 
K(s,f:X,W 1 

x) 
1 

ÇX 

ds 

s) s 
K r 

<t>x{r) 

< 
4 

ln(l/2) 
1/2 

It 
K(sJ;X,W rl 

x< 
1 

0xRM 
ds 

s 

In particular, our results thus give versions of (10.1.1), (10.1.2), (10.1.3), but re
placing Qa(ô, f) with the usual modulus of continuity K(ô, / ; L^, WlA). We also note 
that Deland [31] found the following improvement to (10.1.3) 

/*(*)-/*(i/v<<2; 
/*(l/2)-/0xrMB)]*(!-*) 

vw< 
<x 

r 
x 

QA(S,f)dA - 1 ! x< 
l<5 

), 0 < x < 1/2. 

This is of particular interest when dealing with the space X = eL\ Indeed, in this 
case A(t) = et2 — 1, and therefore 

d>x(t) = 
l 

In e 

t , 
1/2' 

Consequently, from (10.1.4) (or (10.1.5)) one finds that a sufficient condition for con
tinuity can be formulated as: there exists 0 < a < 1, c > 0 , such that 

:i0.1.9) 
-a 

0 
Qa(SJ) In 

c 
S 

,1/2 dô 
S 

< oo. 

On the other hand, Deland's improved condition for continuity replaces (10.1.9) b} 

(10.1.101 
a 

f0 
qa(sj. 

dô 

[in x< 1 2 5 
< oo. 

In our formulation (10.1.10) corresponds to a condition of the form 

a 

0 
K(6, f:LA,W l 

LA d 
1 

Mt) 
< oo. 
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While we don't have any new insight to add to Deland's improvement we should point 

out here that Deland's improvement is automatic for spaces far away from L°°, in the 

sense that QLA(X) > 0. Indeed, we have 

Lemma 8. — Suppose that X — X[0,1] is a r.i. space such that a^X) > 0- Then 

there exists a re-norming of X, that we shall call X, such that 

;io.i.n 
w< 

0 
K(ö< f:X<W •1 

x i d 
1 

4>x (6) 
oo 

1 

r0 

KiSJiX, W< l 
x_ dô 

<t>x{ß) ö 
oo. 

Proof. — Let cf)(t) = J0 0x(s)^f ? then, since J5̂  decreases, we have cj>{t) > 4>x(t), 
and 

0xRMX<B)] l 

x<< 2 

0xRMB)] 

t 
< 

< 

cv< 
< 

1 

t<t>x(t)<<' 

Moreover, since « A ( X ) > 0? we have (cf. [88, Lemma 2.1]) 

0xRMB<<<)] 

Therefore there exists an eauivalent re-normine: of X. which we shall call X. such that 

<l>x{t)~<lw<>x(t) =< ï(t). 

Moreover, we clearly have 

K(6J:X,Wl)~K(ó,f:X,W 1 < 

We can also see that, 

0xRMB)] - l < 
0xRMB)] w< 

= é(t)-2 
\<t>x < 

t 

<< 
1 

<ßx(t\ ,2 
4>x t) 

t 

vn< 
l 

<t>x{t)t 

• Consequently (10.1.11) holds when a^X) > ®-

On the other hand Deland's improvement does not follow from the previous Lemma, 

since from the point of view of the theory of indices aA^L2^ = 0. For more details on 

how to overcome this difficulty for spaces close to L°° we must refer to Deland's 

thesis [31]. 
For applications to Fourier series, the appropriate moduli of continuity defined for 

periodic functions on, say, [0,27r], are defined by (cf. [44], [31, (1.1), (1-3)]) 

WA(hJ)=mî<<<l<>0: 
>2tt 

r0 
A 

fix + h)- f(x)< 

< 
dx < 1< w< 
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Then, we also have 

supQA(a, / ) < K(S, f; LA[0,2ir],WlA [0, 2TT]) 
<T<5 

~ s u p W A ( Ä , / ) . 
h<8 

It follows from our work that the results of [44] can be now extended to r.i. spaces. 
In this connection we note that (just like in [44] for LP spaces) one could also use the 
boundedness of the Hilbert transform on r.i. spaces where one has control of the Boyd 
indices (cf. [21], [13]). However, to continue with this topic will take us too far away 
from our main concerns here so we must leave the discussion for another occasion. 

For further applications to: the path continuity of stochastic processes, Fourier 
series, random Fourier series and embeddings we refer to [40], [44], [43], [31] and the 
references therein. Moreover, under suitable assumptions on the connection between 
the isoperimetric profile and the measure of balls (cf. [92]) one can also formulate the 
Besov conditions as entropy conditions as it is customarily done in probability (cf. the 
discussion in Pisier [84, Remarque, p. 14]). 
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APPENDIX A 

SOME REMARKS ON THE CALCULATION 
OF if-FUNCTIONALS 

A . l . Introduction 

It seemed to us useful to collect for our reader some known computations of 

K—functionals of the form K(t, f;X(Q), H^(f i ) ) , where X is a r.i. space. We don't 

claim any originality, but we provide detailed proofs when we could not find suitable 

references. 

In the Euclidean case, for smooth (Lip) domains, these estimates are well known 

for Lp spaces (cf. [13], [54], [94]), and can be readily extended to r.i. spaces (cf. [65]): 

i f ( t , / ; X ( f î ) , W ^ ( f î ) ) - a ; x ( t , / 

= sup 
\h\<t 

\(f(. + h)-f(.))xn{h)\\x 

where 

Q(h) = {x e Q : x + th 6 fi, 0 < t < 1}. 

Consider (R",|-|,d7n), i.e.,Rn with Gaussian measure. The fact that this measure 

is not translation invariant makes the computation of the if-functional somewhat 

more complicated. We discuss the necessary modifications in some detail for n = 1. 
We consider spaces on 0xRMB)] ). Let p e [i,oo] ], and let 

K1{tJ1L^Wl) = mî[\\f-g\\ 

L P ( R , ¿ 7 1 ) + *ll0,|lLP(d7l)}-
This functional was studied by the approximation theory community (cf. Ditzian-

Totik [34], Ditzian-Lubinsky [33] and the references therein). For example, from [34, 

p. 183], we have 

(A.l . l ) K7(tJ,Lp, c< i 
v 

~ sup 
0<h<t 

f(- + h)-f(.)\\LPi 
< 1_ 

2 h ' 
1 2h <vm^ù + 

inf | | / -c | |LP 
^ 2t ' .oo),d7i) 

+ inf 
c 

I / - C I I L P ( ( - o o ^ -1 It ),d7i) 
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The main part of the right hand side of (A. 1.1) is the modulus 

ay(t,f)= sup \\f(. + h)-f(.)\\LP, 
0<h<t << 

l w<< ' 2h 2h 

Indeed, fi7(£,/) controls the characterization of the corresponding interpolation 

spaces. For example, it follows (cf. [34, Theorem 11.2.5]) that for 0 G (0,1), 

; a . i . 2 ) KJt,f,U>,W rl 
p) = 0(te)^ni(tj) = 0(te) 

More generally, a similar result holds for (R, G?7A), where for A > 1, d^\(x) = e x dx. 

Indeed, in this case (A. 1.1) holds replacing ^ throughout by A/tl/{1_A) : 

;A.I .3) K^(tj,LP,w -I V ~ sup 
0<h<t 

f(- + h)-f(.)\\LP 1 xh1/^-^ 
1 

A h V ( < l - A ) vw< + 

^ l l / - c l l L p < < 
Atl/(1-A) 

0xRMB)] 
f< 

^ I I / - C I I L P , < < — oo, -1 • A t ! / ( i - A ; x<< 

Again the main part of the right hand side is the modulus of continuity 

fi7A(«,/)= sup | | / ( . + ft)-/(.)llLP((_ 
0<h<<<t 

1 A h V C l - A ) 1 A h V C l - A ) ) , ^ 7 a ) * 

Likewise the analogue of (A. 1.2) holds. 
More generally, the estimates above have been extended to the class of the so called 

"Freud weights" of the form w(x) = e®(x\ Here we assume that Q is a given function 
in C1(R) such that Q is even, limx^oo Q'(x) — oo, and such that there exists A > 0, 
such that Q'(x + 1) < AQ'(x), for all x > 0. For complete details we refer again 

to [34]. 
Although one would expect that the n—dimensional extensions of the K—functional 

estimates above should not be very difficult, we have not been able find references, even 

after consultation with many experts. On the other hand, as is well known, one can 

avoid this difficulty through the use of an alternate characterization of K—functionals 

for Gaussian measure using appropriate semigroups. We provide some details in the 

next sections. 
For the last section of this chapter, connecting semigroups and Gaussian Besov 

spaces, we are grateful to Stefan Geiss and Alessandra Lunardi for precious infor

mation, in particular, for pointing out the relevant literature. In this last regard 

we also refer to the recent paper by Geiss-Toivola [46]. In connection with this last 

section we should mention the recent formulation of fractional Poincaré inequalities 

in [80]. 
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A.2. Semigroups and Interpolation 

A family {G(t)}t>o of operators on a Banach space A is called an equibounded, 

strongly continuous semigroup if the following conditions are satisfied: 

(i) G(t + s) = G(t)G{s) 

(ti) There exists M > 0 such that sup 
t>o 

G(t) 
\\A-^A 

< M 

(iii lim \\G(t) a - a\\A = 0, for a e A. 

The infinitesimal generator A is defined on 

D(A) = {a e A: lim 
t-tO 

G(t)a-a 

t 
exists 

b y 

A a = lim 
G(t) a-a 

t w< 

We consider 

Kit, a; A, D(A)) = inf {||a0||A + t ||Aai\\A : a = a0 + a i } . 

For equibounded strongly continuous semigroups we have the well known estimate, 

apparently going back to Peetre [82] (cf. [14], [32], [83]) 

'A.2.1Ì K(t,a-A,D{A))^ sup \\(G(s) - I) a\\A , 
0<s<t 

where / ^identity operator on A. The proof can be accomplished using the decom

position 

a = a -
1 

t 

t 

/ o 

G(s) a ds + 
1 

t lo 
G (s) a ds. 

ageA aieD(A) 

Note that the right hand side of (A.2.1) should be thought as a generalized modulus 

of continuity which in the classical case corresponds to the semigroup of translations 

0xRMB)]0xRMB)] 

In [32, Corollary 7.2] the following alternate estimates were pointed out 

Kit, a; A, D(A)) -
1 

t , 

•t 

lo 
\ \ (G(s)-I)a\\Ads<<< 

< 
1 

t 

t 

io 
G ( s ) - I ) a d s < < 

< 
< 

t 

t 

t 2 
G ( s ) - I ) a d s < < < 

A 

\A 

< I 
t 

•t 

t/2 
\{G(s)-I)ads<<\\A.<< 
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The preceding estimates can be further improved under more restrictions on the 

semigroups. Recall that a semigroup is said to be holomorphic if: 

x< G(t)a G D(A) for all a £ A, 

and 

(ii) There exists a constant C > 0 such that ||AG(£)a|| A<C 
H I A,VaeA,t> 0. 

t 

In [32] it is shown that for holomorphic semigroups we have the following improvement 
of (A.2.1) 

(A.2.2) K(t,a;A,D(A))^\\(G(t)-Iw<)a\\A.<< 

Peetre [83, p. 3 3 ] pointed out, without proof, that for holomorphic semigroups we 

also have 

K(t, a; A, D(A)) ~ sup \\AG(s)a\\A . 
s<t 

However, we can only prove a somewhat weaker result here. 

Lemma 9. — Suppose that {G(t)}t>o is an holomorphic semigroup on a Banach space 

A. Let ci > 1, be such that for all t > 0, and for all a G A (cf (A.2.2) above), 

1 

Ci 
(G(t) - I)a\\A < K(t, a; A, D(A)) < Cl \\{G(t) - I)a\\A . 

Then, there exist absolute constants C2 (m) , cs(m) such that for all t > 0, for all a G A, 

for all m > 2 , 

(A.2 .3 ; K(t,a;A,D(A)) - < 
x< 

K 
' t 

\ m 
-,a;A,D(A) 

< c2(m) sup \\AG(s)a\\A < c3{m)K(t, a; A, D(A)). 
s<t 

Proof. — It is easy to show that there exists an absolute constant C > 0 such that 

A . 2 . 4 ; sup| |AG(s)a|L <CK(t,a;A,D(A)). 
s<t 

Indeed, let a — ao + ai, be any decomposition with ao G A, a\ G D(A). Then, using 

the properties of holomorphic semigroups, we have 

sups ||AG(s)a||A < sups ||G(s)Aa0|U + sups ||G(s)Aai||A 
s<t s<t s<t 

< C ( l l « o l U + i | | A a 1 l U ) . 

Consequently, ( A . 2 . 4 ) follows by taking infimum over all such decompositions. 
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We now prove the left hand side of (A.2.3). Observe that, for t > 0 we have 

G(t)a e D(A), therefore we can write -j-AG(t)a) = AG(t)a. Consequently, for 

all rn > 2, 

K(t,a-A,D(A))<Cl \\(G(t)-I)a\\A 

< c i 
•t/m 

/0 
AG(s)ads 

\A 

x<< 
< 

't/m 

AG(s)ads\ 

\\A 

= ci | | (G( t /m)-J)a | |A + ci 
< 

t/m 

S 

S 
AG(s)ads 

\A 

<c1\\(G(t/m)-I)a\\A + c1 
*t 

J t/m 

1 

S 
\sAG(s)a\\A ds 

< c i | | ( G ( t / m ) - / ) a | | A + Cl 
m 
< 

sup 
<x< 

S A G ( s ) a | U 
m — 1 

m 
< 

0xR w< 

m 
a; A,D(A)) + c i ( m - 1) sup sAG(s)a|| 

A ' <xv< 

• as we wished to show. 

Recall the definition of real interpolation spaces. Let 0 £ (0,1), q £ (0, oo), 

:A#(A)Vg = <Ue^:||a| 
ii9 
(A,D(A)),,g << 

•»oo 

Jo 
a; A £>(A)); 

\ Q dt 

t 
oo < 

and 

(A,D(A))ei00 = J a £ A : ||a||(A>jD(A))e>oo = sup ( t - ^ ( s , a ; A,£>(A))} < oo 

From the previous Lemma we see that 

Proposition 5. — Suppose that {G(t)}t>o is an holomorphic semigroup on a Banach 

space A. Then (A,D(A))o^q can be equivalently described by 

(AìD(A))eìQ = a : 
•oo 

0 
t~9 sup AG(s)a\\A 

S<T 

q dt 

t 

1/9 

< OO < 

with the obvious modification if q — oo, and where the constants of the underlying 

norm equivalences depend only on 0. 

Proof — One part follows readily from (A.2.4). For the less trivial inclusion we 

proceed as follows. Given 6 £ (0,1), select m such that m~ec\ < 1. Then from 

Lemma 9, there exists an absolute C2(m) > 0 such that 

K(t, a; A, D(A)) < c2(m) sup || AG(s)a|| A + c\K 
s<t 

t 

m 
a; A,D(A)). 
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Thus 

oo 
'o 

{reK(t,a;A,D(A))) 9 
i 

dt 
t 

1/9 
< c2{m] 

rOO 

Jo 
t'0 *sup||AG(s)a||A 

s<t 

q dt 
t 

1 / 9 

<< 

<cv^* •oo 

0 
x< K 

t 

m 
A,D(A) q dt 

t 

1 / 9 

c2(m) 
oo 

0 cv< 
sup 
s<t 

AG(s)a\\A 
q dt 

t 

1/9 
+ 

c\m-e 
< 

r0 
(t~eK{t,a; A,D(A)) ' < dt 

t 

1/9 

Hence, 

' O O 

0 
( r t r ( t , a ; A , i D ( A ) < dt 

t 

1/9 

< (1 - elm-6) - l 
c2(m. 

' O O 

y0 
t~0sup||AG(s)a||A 

V s<t 

9 dt 
t 

1/9 • 

We have the following well known result (cf. [22], [14]) 

Theorem 34. — Let {G(t)}t>o oe an equibounded, strongly continuous semigroup on 
the Banach space A. Let 6 G (0,1), g G (0, oo]; then (with the usual modifications 
when q = oo y 

x<< [A, D(A))e,q = a : 
POO 

Jo 
0xRM 
0xRM 

sup 
0<s<t 

G{s)a-a\\A 
< dt 

t 

1/9 
< oo 

(ii) Moreover, if the semigroup is analytic then we also have the following character
izations (with the usual modifications when q = oo) 

<v< (A,D(A))e,q = a : 
" O O 

0 
(t-6\\G(t)a-a\\A) 9 dt 

t 

1/9 
< O O 

<< (A,D(A))o,q = a G A: 
< 

r0 
t-°sups\\AG{s)a\\A 

s<t 

9 dt 
t 

: oo 

(us) [A,D{A))e,q = <aeA: 
oo 

< 
w< -9 AG(t)a\\Ai 9 dt 

t 
O O 

Proof. — The characterizations (i), (Hi) and (i%2) follow (respectively) from (A.2.1), 
(A.2.2) and Proposition 5. To prove (%%s) we remark that, on the one hand, 

/»oo 
Jo 

< .-0 AG(t)a\\A 9 dt 

t < 
" O O 

/0 
t t'6 'sups||AG(s)a|| \A 

s<t 

9 dt 
t < 
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On the other hand, since d 
dt 

G(t)a) = AG(*)a, 

<< 

0 

w< G(t)a-a\\A] q dt 
t << 

oo 
0 

t~e 
t 

< 
AG(s)ads 

I U , 

q 
dt 
t 

< »oo 
0 

t-9 < 

0 
\AG(s)ads \A 

q dt 
t 

< Ce,q 
oo 

r0 
t1 -e i AG(t)a\\ A 

< dt 
t ' 

where the last step follows from Hardy's inequality. • 
Remark 20. — Related interpolation spaces (obtained by the "complex method") can 
be characterized, under suitable conditions, using functional calculus. By the known 
relations between these different interpolation methods one can obtain further char
acterizations and embedding theorems for the real method (cf. [96]). In this setting 
fractional powers of the infinitesimal generator A, play the role of fractional deriva
tives. We must refer to [941 and [83] for a complete treatment. 

A.3. Specific Semigroups 

Two basic examples of semigroups on Lp((Rn), djn), which are relevant for this 
paper are given by 

1. Ornstein-Uhlenbeck semigroup, defined by 

G(t)f(x) = (1 - e'2t)-n/2 e 
e-2t(\x\2 + \y\2-2(x,y) 

l - e - 2 t ~f(y)dln(y), 

with generator 

A = 
1 
2 A * - (x,vx). 

2. Poisson-Hermite semigroup 

x<< < E 
fix 

<bn< 

< 
:;$ 
x<< 

t' 
4s 

f(x) ds, 

with generator 

Ai /2 = - ( - A i /2 
For example, Pt on L°°(Rn) is analytic although not strongly continuous. Restricting 
Pt to L°^Rn), the subspace of elements of L°°(Rn) such that lim\\Ptf - fW^ = 0, 
remedies this deficiency and we have (cf. [94]) 

;L00((Rn),d7n),JD(A1/2))ö,00 = (L-((K"),d7n),D(A1/2))e>00 = LiPe(Rn). 

In particular, it follows from Theorem 34 that / G Lipg(Wri), iff 

\Ptf-f\\oo = 0{te) 
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For other characterizations of Besov spaces we must refer to [83], [94] and the refer
ences therein. For a treatment of fractional derivatives in Gaussian Lipschitz spaces 
using semigroups and classical analysis we refer to [45]. 
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