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Some estimates for plane cuspidal curves 

S.Y. Orevkov, M.G. Zaidenberg 

Introduction 

Let D be an irreducible curve in P 2 = PQ of degree d and of genus g. 
A classical question is what set of singularities can possess such a curve. A 
necessary condition on the set of singularities is given by the genus formula: 

(d - l)(d - 2) = 2g + ¿ ( / 2 , - + r, - 1), (1) 

1=1 

where //, and r, are respectively the Milnor number and the number of an­
alytic branches at p, (by we denote the singular points of D). Of 
course, this condition is far from being sufficient. 

One of the most powerful tools for obtaining other restrictions (see [ H ] ) is 
applying various versions of the Bogomolov-Miyaoka-Yau (BMY) inequality. 
This paper is devoted to some computations that allow one to apply the 
BMY inequality in the following logarithmic form (see [Miy, Corollary 1.2]). 
Suppose that the logarithmic Kodaira dimension K ( P 2 — D) > 0 (for instance, 
this is the case if D has more than one singular point, or g > 1 and d > 4; 
see [W]). Let a : V - » P 2 be the minimal resolution of the singularities of D 
and D = c~l(D) is the reduced preimage of D. Then 

(A' + £ ) 2 < 3 e ( P 2 - £ ) , (2) 

where K = Ky is the canonical divisor and c is the Euler characteristic. 
Using the genus formula (1) one can represent the right hand side of (2) as 

e ( P 2 - £ ) = ( d 2 - 3 d + 3 ) - £ , z t . (3) 

After decomposing Pic V ® Q into a direct sum of pairwise orthogonal sum-
mands, one of which corresponds to a generic line and the others correspond 
to singular points, one can represent the left hand side of (2) as 

(K + Df = (d - 3) 2 + + A ) 2 , (4) 
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where K{ resp. Di are projections of K resp. D onto the summand generated 
by the irreducible components of the exceptional divisor over the singular 
point pi. It is easily seen that (A,- + Di)2 depends only on the weighted 
graph of the minimal resolution of the singularity of D at />,. 

Combining (3) and (4), one can write (2) as 

* 3 
ITQ «̂ <<P - 7>d i (5) 

where = 3/2 + (A',- + Di)2/2/2, are local characteristics of the singularities. 
One can easily show that (A. + Di)2 > — /i, (see Proposition 6.1 below) and 
hence, at- > 1. 

In Theorem 6.2 below we prove that if D is analytically irreducible (one 
place) at p t , then 

where m : is the multiplicity of D at p t . Here equality holds iff TO. = 2. As a 
corollary we obtain 

T h e o r e m A . Let K ( P 2 — D) > 0. Suppose that D is a cuspidal curve, 
i.e. each singularity p t of D is analytically irreducible (one place) and has 
multiplicity m : < m, i = 1 , s. Then 

where the inequality is strict unless m = 2. In particular. 

t[ 2m + V 2 1 

Corol lary B . Under the assumptions of Theorem A 

^<P-Z(m + l)d , 
9 ~ 2(2m + l) + 1 ' 
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Remarks. 

1. For m = 3 Theorem A was proved by Yoshihara [Yl] by the same 
method and his paper, as well as the question posed in [LZ], inspired us for 
this work. Similar results for m = 3 were obtained in [Y2] by a different 
method. 

2. In [ M S ] it is proven that if D as above is rational, then d < 3rn, which 
is better than the estimate d < 3m + 1 given by Corollary B. In this case 
Theorem A and the genus formula give 

£ ^ - < 3 d - 4 . 

3. Inequality (2) can be strengthened using the Zariski decomposition 
Kv + D = H + N. One of the consequences of the result of [ K N S ] is that 
if K ( P 2 - D) = 2, then (K + D)2 in (2) can be replaced by H2 (it is so, for 
instance, if D has at least three singular points; see [ W ] ) . Since N2 < 0, we 
obtain a stronger inequality. 

4. Projecting H onto the direct summands of Pic V ® Q , we may replace 
the local terms (Ki + Di)2 in (3) by H2. It follows from Fujita's peeling theory 
[F] that if D satisfies some additional conditions, then the Hi also depend 
only on local properties of the singularities. An example of such conditions 
is given by Theorem 1.2 below. 

5. We compute the (Ki + D{)2 and the H2 in terms of discriminants 
of subgraphs of the resolution graph, and if the singularity is analytically 
irreducible, in terms of the Puiseux characteristic pairs. An analogue of 
Puiseux characteristic pairs for an analytically reducible singularity (more 
than one place) is a notion of a splice diagram introduced by Eisenbud and 
Neumann [EN] (see Remark 2.5). It turns out that the above H2 (but not 
the (Ki + A ) 2 ) are rational functions of the weights of the splice diagrams 
(we write them explicitly in Corollary 2.4). It is not evident a priori, be­
cause though the weighted graph of the minimal resolution (and hence, H2) 



96 S.Y. Orevkov, M.G. ZaJdenberg 

is uniquely determined by the splice diagram, the process of its reconstruc­
tion is rather complicated (it involves solving several diophantine equations, 
developments into continuous fractions, etc.) 

6. In fact, the proof of Theorem A does not use the Zariski decomposi­
tion, peeling theory (see Sect. 1), Fujita's theorem (Theorem 2.1) etc., and 
though the terms Hi and N{ are involved in the proofs, they have purely for­
mal meaning and are used just because the formulas for them are convenient 
for computations. However, in the case when R(P2 — D) = 2, using these 
formulas and Fujita's theorem one can obtain some stronger estimates (see 
Remark 3 above). 

7. For instance, if D satisfies the hypothesis of Theorem 1.2 and all its sin­
gularities are ordinary cusps (x 2 + y 3 + (higher terms) = 0), then Hf = —1/6 
and one can strengthen the estimates of Theorem A and Corollary B as 

I><|(<?-|<*) and ,>ilf^ + l. (.) 

Here the sum of the Milnor numbers is nothing but twice the number of 
cusps. Thus, if g = 0, then d < 5 (this follows also from [MS]). 

Note that the Pliicker formula for the number of inflection points (see 
[Wal]) in the case when D has only ordinary cusps as singularities leads to 
the inequality g > d2^6d + 1, which is better than ( x) for d < 5. In particular, 
it implies that d < 4 for a rational cuspidal curve with ordinary cusps. (There 
exists a cuspidal quintic of genus 1 with 5 cusps; see [G] for an example of a 
real model.) The Pliicker formula for the class of a curve gives g > ^~§d + 1. 
which is better than (*) for d > 19. 

8. Constructions of curves with many cusps, which give estimates from 
below, can be found, for instance, in [H], [Shi,2]; see also [Z], [D], [N], [U], 
[Walll,2] for examples of curves of small degrees. 

9. F. Sakai [Sa] also proved (independently and earlier) Theorems 6.2 
and A, using the same BMY-inequality and the computations from [MS]. 
Moreover, it is stated in [Sa] that they are true without the assumption of 
local analytic irreducibility (this was conjectured in [OZ] before that the 
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preprint of F. Sakai was kindly sent us by the author). 

The main purpose of the paper is to express explicitely the local ingredi­
ents involved in the BMY inequality (2) in turms of the Puiseaux character­
istic sequences of singular points. This is done in Sect. 5 and 6. In Sect.7 
we show how to modify the focal formulas for the case of a plane affine curve 
with one place at infinity. 

This work was done partially when both authors stayed at the Max-
Planck-Institut fiir Mathematik in Bonn and partially when they stayed at 
the Institut Fourier in Grenoble. The authors thank both these institutions 
for their hospitality. 

1. Local peeling and Zariski's decomposition of K + D 

Assuming that we deal with a minimal embedded resolution of singular­
ities of a plane projective curve Z), denote by C the proper preimage of D. 
Restricting our consideration over one singular point of I), we get the follow­
ing data: 
D = £ u C a reduced curve with simple normal crossings on a smooth com­
pact complex surface V, such that the dual graph of £ is a rational tree (that 
means that it is a tree and all irreducible components of E are rational), the 
irreducible components of E are linearly independent in Pic V ® Q and the 
intersection form of E is non-degenerate. We keep this assumptions untill 
the end of this section, where we return to our concrete situation, and so in 
Theorem 1.2 V is a smooth projective rational surface obtained by the above 
resolution of singularities. 

As usual, the dual graph of E is a weighted graph T^, whose vertices are 
the irreducible components of 2?, the edges are the intersection points and 
the weights are the self-intersection numbers. The valency of a vertex in a 
graph T is the number of incident edges. The vertex is said to be an end, 
linear or branch point (or node) of T, if its valency is 1,2 or > 2 respectively. 

Besides the dual graph of E we also consider the dual graph of C near 
E. It is a partially weighted graph TC,E, whose weighted part coincides with 
TE and whose non-weighted vertices are the intersection points of E and 
C (recall that all intersections axe transversal). Such a vertex is joined by 
an edge with that component of £ , on which the corresponding intersection 
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point lies. Example: if E and C are respectively a line and a conic in P 2 

in general position, then TC,E is a linear chain of three vertices, where the 
middle one has the weight +1 . 

A partially weighted graph T will be called an extended weighted graph if 
all its non-weighted vertices are ends. It is clear that the above TC,E satisfies 
this definition. 

By definition, the discriminant d(T) of a weighted graph T is det(—A), 
where A is the incidence matrix of T (the intersection matrix of E, if T = 
YE). The discriminant of a partially weighted graph is defined to be the 
discriminant of its weighted part. The discriminant of an empty graph is +1 . 

A subgraph L of a partially weighted graph T is called a twig if all its 
vertices are weighted, all but one are linear in T, one vertex (which is called 
a tip of L) is an end of T and another end of L is incident to a branch point 
of T. This branch point is called the root of L (remark: root(I) £ L). A 
twig is said to be admissible if the weights of all its vertices are < —2. In this 
case its intersection form is negatively definite. The inductance of a twig L 
is defined as 

ind(L) = d ( I - t i p ( L ) ) / d ( I ) . 

Denote by Vect(£) the subspace of PicV ® Q spanned by the irreducible 
components of E, and let p r E : PicV ® Q —• Vect(£) be the orthogonal 
projection (with respect to the intersection form). Denote: CE = p r ^ C ) , 
DE = P*E(D) a n d KE = pr E (AV), where Ky is the canonical divisor of V. 

We assume that TC,E is minimal, i.e. it does not contain linear or end 
vertices weighted by — 1. 

By a local peeling (or Fujita decomposition) of K + D near E we mean 
a decomposition KE + DE = HE + A^E, where supp(A^£) coincides with the 
union of all twigs of TC,E , and HE is orthogonal to each irreducible component 
of A E . 

It is not difficult to prove that if all the twigs are admissible, then the 
decomposition is uniquely defined [cf. Fu, (6.12)]. Under the same assump­
tion we have the following simple lemma. 

L e m m a 1.1 [Fu, (6.16)]. is equal to the sum of inductances of all 
twigs ofTc,E-
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Next we describe the relation of the local peeling with the Zariski decom­
position of K + D for the minimal resolution a : V -> P 2 of the singularities 
of Z), where K = Ky and D = a~l(D). Recall that the Zariski decomposi­
tion is the decomposition K + D = H 4-AR, where H and N are Q-divisors, 
N is effective and H is nef (i.e. H • F > 0 for any irreducible curve F) , and 
H • G = 0 for any irreducible component G of N . 

Let pi , . . . ,p 3 be the singular points of D and C be the proper preimage 
of D in V. We denote also: F ( , ) = a" J (pi), I = cr" 1(£), where I is a generic 
line in P 2 . Note that the curve E considered above in this section coincides 
either with one of F, or with L . Let H + N be the Zariski decomposition of 
K + D and let i / t + Ni and + NL be its local Fujita decomposition near 
£" ( , ), (i = and near L, respectively. Clearly, HL = (d —3)L, Â L = 0. 

As a corollary from [Fu, (6.20-6.24)] one can obtain the following 

Theorem 1.2. Suppose that 
i) k(X) > 0, where X = P 2 - £ = V - £ > , 
ii) the dual graph of D is minimal and either D is not rational or TQ 

has at least two branching points (it is so, for instance, when D has at least 
two cusps), 

Hi) there is no (—\)-curve F in V (i.e. smooth rational curve with selfin-
tersection F2 = — I) such that F is not contained in D and F-D = 1 = F-T 
for some twig T of D, so that F meets D transversally at one point, which 
is a smooth point ofT. 

Then H = {d - 3)1 + E t Hi and N = £ t N>. 

2. Computation of E\ via discriminants of branches of the dual graph 

All the notation from the previous section is preserved, so that D = EUC 
is a reduced curve with simple normal crossings on a smooth compact surface 
V. Let E\,...,En be irreducible components of E. Denote by Vect(i?)* the 
dual space to Vect (E) and let (,) : Vect (E)m ® Vect (E) - » Q be the natural 
pairing. Denote by e* = {££,.. . ,£*} the base in Vect(£?)*, dual to the base 
e = { # ! , . . . , £ n } , i.e. (E*,Ej) = <Jti. Let A E : Vect(£) -> Vect(E)m be the 
linear,operator defined by the intersection form: (AE(DI)^D2) = D\ • D2* 
So, the matrix of AE in the bases e and e* is just the intersection matrix 
of E. Recall that we assume TE to be a rational tree and the intersection 
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form to be non-degenerate on Vect(jE'); these are the only assumptions that 
we need in this section, so that V here can be an arbitrary smooth compact 
complex surface. Denote Agl by BE = 

Since the graph TE is a tree, for a given couple of vertices Ei and £ j , 
not necessary distinct, they are connected by the unique shortest path in TE-
Denote by I\j the weighted graph obtained from TE by deleting of this path 
together with the vertices Ei and Ej themselves and with all their incident 
edges. So, in general the graph I\j is disconnected. 

Proposition 2.1. 
ha = -d(r V j )Mr £ ) . 

Proof. Apply Cramer's inverse matrix formula. 0 

Denote by U{ and V{ (i = l,...,n) the valencies of Ei in TE and TC,E re­
spectively. 

Proposition 2.2 

(i) AE{KE + E) = £•(„, - 2)E; . 

(n) A £ ( C E ) = E . - ( ^ - ^ ? • 

(Hi) AE(KE + DE) = - 2)E; . 

Proof (i) For each Et we have ((KE + E)w,Ei) = KE - Ex + E - E{ = 
(KE + Ei) • Ei + is* = -2 + 

(ii) By the definition V{ = V{ + C • £». 
(Hi) Add (i) and (ii). Q 

Foe a branch point £ t of the graph TC,E put c, = £>, — 2 — £ 1 /d(L), where 
the summation is over all twigs such that root(L) = 
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Proposi t ion 2.3. AE(HE) = £*,> 2 CiE*. 

Proof. If vx = 1 then Ei belongs to some twig, and by the definition of local 
peeling HE • Ei = 0. 

If Vi = 2, then either £, lies on a twig and then HE • Ei = 0, or Ei does 
not intersect any twig and then Ei • HE = Ei • (KE + DE) = ¿/,—2 = 0. 

If Pi > 2, denote by all twigs rooted by 2?t, and let Ei^...^Eik 

be their vertices, incident with Ei. According to [Fu, (6.16)], the coefficient 
of Ei3 in NE equals l/d(Lj). Hence, 

Ei •HE = Ei-(KE + DE)-Ei-NE = ( i > i - 2 ) - J 2 = «• 

o 

Corollary 2.4. 

fli = (6) 

where the summation is over all pairs ( t , j ) suc/i *fta< Vi > 2 and £>j > 2. 

Proo/. Let K = AE{HE). Then ffi = (BEY,Y). O 
R e m a r k 2.5. One can see that (6) represents H\ as a rational function of 
d(TE) and of the discriminants of the branches of TC,E at branch points (a 
branch of a graph T at a vertex v is a connected component of T — v). This 
rational function depends only on the topology of TC,E-

In [EN] the notion of splice diagram was introduced. A splice diagram is 
a graph such that some of its ends are marked as arrowheads, all nodes have 
weights ± 1 , and all ends of edges near nodes (more formally speaking, all 
pairs (n,e) where n is a node and e is an edge, incident to n) are weighted 
by integers. To each unimodular (with discriminant ±1) extended weighted 
graph T corresponds a splice diagram A which is constructed from T as 
follows: Replace each linear chain of T by a single edge, weight all the nodes 
by the same integer d(T) and weight each end of an edge at a node by the 
discriminant of the corresponding branch of T at the node. It is shown in 
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[EN] that if the intersection form of T is negative definite, then the minimal 
extended weighted graph is uniquely defined by the splice diagram. 

For singularities of plane curves, the notion of a splice diagram is a gen­
eralization of the notion of Puiseux pairs (see Proposition 5.1). It is easy to 
see that the right hand side of (6) is a rational function of the weights of the 
splice diagram. 

In the next simple lemma we use the following notation. Let D be an 
irreducible curve in P 2 , p € P 2 be one of the singular points of D and 
a : V -> P 2 be the minimal resolution of singularity of D at p. Let D = 
a~l(D), E = v~l{p), C be the proper preimage of D at V, K and K be the 
canonical divisors of V and P 2 respectively. Let \i be the Milnor number of 
the singularity of D at p. We keep all other notation from this section. 

Lemma 2.6. 

^ = l - CE • (KE + CE + E) = 1 - CE • [KE + DE) 

Proof. Since cm(D) resp. &m{K) is orthogonal to Vect(E) and C — <rm{D) € 
Vect (E) resp. K — &m{K) € Vect(E), we have 

C = CE + crm(D) 

resp. 
K = KE + am{K) . 

Let p i , . . . ,ps be the singular points of I), jz, be the Milnor number of D at 
px and r t be the number of branches of D at p t . Let p = p x , = fix and 

5 

r = r\. Put M = (Mt + r i ! ) • Bv the adjunction formula and the formula 
»=2 

for arithmetic genus we have 
C-{C + K) = 2g-2 + M 

and 
D • (K + £>) = 2g - 2 + (,i + r - 1) + M , 
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where g is the genus of D. Substitution from the equalities above gives 

C.(C+K) = CE-(CE + KE) + D (D + K) . 

This leads to the equality // + r - 1 = -CE • (CE + KE) . Since r = C • E = 
CJE • £ , we obtain the desired result. 
o 
By the formulas from Proposition 2.2, used in the same way as in Corollary 
2.4, we obtain 

Corollary 2.7. 

ii = 1 - <S £ y, Z) = 1 - £ 6y(ft " 2)(*i - , 

wfccrc y = AE{KE + Z ) E ) , Z = AE(CE). 

Remarks 2.8. a) This Corollary provides us a formula for the Milnor 
number of the singularity in terms of the weights of the splice diagram. 

b) By the projection formula, the statement of Lemma 2.6 is still valid if 
one assumes a : V —¥ P 2 to be the minimal resolution of all singularities of 
Z), not only at one singular point p € D. 

3. Some lemmas on discriminants of graphs 

The next two lemmas are well known. 

Lemma 3.1. Let L be a linear weighted graph with vertices (vi 
and Vk being the ends of L). Then 

d(L - vx)d(L - vk) - d{L)d(L - vx - vk) = 1 . 
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Proof, Use induction on the length of L and the recurrent formula: 

d(L) = —w\d(L — vi) — d(L — Vi — v2), 

where w\ is the weight of v\. O 

Lemma 3.2. Let T be a weighted tree, and [viv2] an edge ofT. Denote 
by Ti and T2 the components ofT — [v\V2], containing Vi and v2 respectively. 
Then 

d(T) = diT^iU) - d{Tx - v1)d(T2 - V2). 

Lemma 3.3. Let L be a linear extremal chain ofT with vertices Vi,...,Vk, 

such that Vk is an end ofT and v\ is connected with T — L by the edge [VQVI]. 

Then 

d(T - L- v0) = d{T - Vk)d(L) - d(T)d{L - vk) . 

Proof Denote: 

d = d{L); d0 = d(L - vk); d! = d(L - vi); d'0 = d(L — ui — Vk); 

A = d{T); A 0 = d{T - vk); A = d{T - L); A' = d(r - L - i;0) . 

Then by lemma 3.2 applied to T and r — ^ in the edge [VQV\] we have that 

A = Ad - AW; A 0 = M - A'<> . 

Substracting the first equality multiplied by ¿0 from the second one multi­
plied by d, we obtain 

A0d-Ad0 = A'(dQd' -dd'Q) . 

Now, bv Lemma 3.1 dod' — oWq = 1. 

o 

Corollary 3.4. Ifd(L) # 0 and d{T) # 0, then 
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Corollary 3-5. / / d(T) = 1 and all the weights of L are < —2, then 

d{T - vk) = M; ind ( I ) = |Y| - a, 

w/iere a = d(r — L — vo)/d(L) and by fa] is denoted the minimal integer 
greater than a. 

4. The case of a contractible graph 

We use here the notation from Sect.2 and 3, keeping the same assump­
tions as in Sect. 2. If the graph of E is contractible, i.e. if E can be blown 
down by a birational morphism &E : V —• V such that (CTE)\V-E is an iso­
morphism and CE(E) is a single smooth point on V, then the formula for 
(KE + E)2 and hence, for E\ can be essentially simplified: the summation 
over two indices can be replaced by a summation over a single index. 

Proposition 4.1. If E can be blown down to a smooth point, then 

(A' £ + £ ) 2 = - 2 - £ M i / , - 2 ) . (7) 
t = l 

R e m a r k 4.2. Since the intersection form on Vect(jE') is negative definite, 
all the ba are negative. 

Proof Since V can be obtained from V by means of successive blow-ups, we 
shall use the induction with respect to the number of irreducible components 
of E. If E is irreducible with E2 = — 1, it is clear that both sides of (7) are 
equal to —4. Now assume that the proposition is valid for a pair (V,E) and 
let us prove it for (V, £ ) , where V is the result of a blowing-up a : V —¥ V 
of a point p on £ , and E = c~l(E). Denote the irreducible components 
of E and E by E \ , E n and Eo,En respectively, where E{ is the proper 
transform of E{ for i > 1 and EQ = v~l(p) is the exceptional curve of a. Let 
Kg, Eg = (bij) etc. be given as before with (V, E) replaced by (V, E). 

Observe that the blow-up changes both sides of (7) by the same quantity. 
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Indeed, 

Kt = a\KE) + E0, a\E) - (£ 0 - 1)£> . 

Hence, 

Ke + E = o\KE + £ ) - (A) - 2 )£ 0 , 

and since (7"(KE + £ ) is orthogonal to £o, we have that 

(Ke + E)2 = (o-{KE + £ ) ) 2 + (¿0 - 2) 2 £ 0

2 = (As + Ef - (Cb - 2) 2 . 

Thus, (AOs; + E)2 decreases by 1 if p is a smooth point of E (case 1), and 
does not change if p is the intersection point of two components of E (case 
2). 

Now, let us see what happens with the right hand side of (7) in both 
cases. 
Case 1. Without loss of generality we may assume that p £ E\. Then we 
have: 60o = fen — 1, hi = b„ for i > 1, I/Q = 1, v\ = v\ + 1, v% = Vi for 
i > 2. Indeed, to prove the first equality, it is enough to note that — &oo *s 

the determinant of the matrix — AE with —an replaced by —(a n + 1), and 
the determinant of the complementary minor is exactly — &n. The-second 
equality is just the invariance of the discriminant under blowing up: The 
others equalities are trivial. Thus, 

-£bapi-2) = (bu-1)-bn(vi - 1 ) - E M " . - - 2 ) = - l - £ - 2 ) . 

Case 2. Assume that p = £ 1 D £ 2 - Then we have: 6,-,- = for i > 1. 0Q = 
2, £>, = V{ for 1 > 1. (As above, the first equality is just the invariance of the 
discriminant under blowing up.) The invariance of the right hand side of (7) 
is a trivial consequence of these equalities. 

o 
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5. The analytically irreducible case: Computation of H\ via Puiseux pairs 

Let C be a germ of an analytically irreducible curve at the origin in C 2 , 
and let 

x = tm, y = ant
n + a n + 1 t n + 1 + a n ^ 0, 

be its local analytic parametrization. Put: d\ = m , mi = n; 

= gcd(</,-.1, m,-.i), m t = min{ j | <zj ^ 0, d.j } , t > 1; 

denote by h the integer such that dh ^ 1, ¿ ¿ + 1 = 1. Thus, rrti and d, are 
defined for i = 1 , h and for i = 1 , h + 1 respectively, and 

0 < T7l\ < T7l2 < . . . < JTO/i, 771 = ¿1 > ¿ 2 > ••• > ¿ / .+1 = 1 • 

Let q\ = mi, gt = ra, — m t_i for i = 2 , / i , and let 

r t = (gi^i + ... + qidi)/di, i = 1 , h . (8) 

After changing the coordinates, if necessary, we may assume that m < n and 
m does not divide n. Under these assumptions the sequence (rn; r n 2 , n t h ) 

is uniquely defined and is called the Puiseux characteristic sequence of the 
singularity of C at 0 (see [A], [Mil]). 

Now we shall describe the relations between the Puiseux characteristic 
sequence and the resolution graph. Let a : V —• C 2 be the minimal resolution 
of the singularity of the curve C at the origin, E = 0~1{O) and C be the 
proper transform of C. 

Proposition 5.1 (see [EN]), a) The dual graph TC,E of C near E is the 
following: 

Eo Ek+i Eh+2 E2h C 

o—o-—o— - —o-—o 

o o o 
Ei ft ft 
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(here the edges mean linear chains of vertices of valency 2, which are not 
shown). 

b) Denote by FU, Z), and 5 t the connected components ofTc£ — Eh+i which 
are to the left, to the bottom and to the right of the node Eh+%, respectively. 
Denote by Qi the linear chain between £ ^ + , - 1 and Eh+i (excluding Eh+i-\ 
and Eh+i). Then 

rf(ft)= * d(Di) = £ - , ¿(50 = 1, d(Qi) = -^~. 

Ot+l "t+1 «i+l 

Thus, the Eisenbud-Neumann splice diagram of Tcs is just the diagram in 
a) with weights at the edges near the node Ei (i = h + 1 . . . . ,2/i) given by 
formulas in b) (see Remark 2.5). This explains why splice diagram can be 
considered as a generalization of Puiseux characteristic sequence. 

Let fi be the Milnor number of the singularity of C at 0. Introduce for 
E and C the notation from Sect.2 and 3. Denote by \a] the smallest integer 
greater than a. 

Proposition 5.2. 

1) 11 = 1 - dx + £ - 1 ) = 1 - ¿1 + E *(* - 1 ) ; 

«) 2/i + HE = -— + 2̂  -1—h -?-) ; 

T\ - = 1 a t+i ctt+i a; 
(9) 

m) A l = - - f H + D T - r = 

. v ) 2a. + (KE + DEf = - A + _ [ I i ] ) . 



109 Some estimates for plane cuspidal curves 

Proof. Let the irreducible components of E with Pt ^ 2 be noted as in the 
above diagram (recall that i/t and Pt are the valencies of £, in TE and in TC,E 
respectively). Then u0 = ... = uh = 1, i/^+i = ... = v2k-\ = 3, v2h = 2 . 

By Corollary 2.7 

A< = K*h{î>i - 2) = 1 + 60,2/i + - K+iïh) . 

By Propositions 2.1 and 5.1 we have 

h h d 
= - I I D « = - = Ri{Di - 1) I I = ^ ( T 2 " " X ) ' 

. « ¿ + 1 *+i 

This gives the first equality in tj. The second one is obtained from this by 
using the expression for r t and changing the order of double summation. 

By Lemma 2.6 fi = 1 - CE • (KE + CE + £)• Hence, 

2/i + i / l = 2// + ( A E + C E + £;) 2 ^^l = ( A E + E ) 2 + 2 - C l - ^ l . (10) 

According to Proposition 4.1, 

(KE + £ ) 2 + 2 = - £ baiui - 2) = £ - 6« . 
t = l 1=1 f ' sA+1 

From Propositions 2.1 and 5.1 it follows that 

«i+l " t + 1 

Let LQ,...,LH be the twigs of TC,E , where £ t is the tip of I , , (i.e. = A 

for t = l,. . . ,/i). By Propositions 2.1, 5.1 and Corollary 3.4 we have that 

-too = — + ind (L0) ; — = ^ + ind (Li), i = 1 , h . 
ri a t 

It is clear that CE • £i = I E - ^ E ( C E ) = E2h. Hence, 

= (BEE*2h,E
m

2h) = &2M* = ~r/>4 . 
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To complete the proof of ii) and Hi) we put all these formulas into (10) and 
apply Lemma 1.1 and Corollary 3.5. iv) is the sum of ii) and Hi). 
o 

Remark that (9, i)) is equivalent to the formula for // in [Mil, p. 93]. 
Corollary 5.3. 

2,i + fl| = - ^ . + X > ( 4 - y ) . (11) 
ft ,=i d« 

Proof. Put (8) into (9)fuj and change the order of summation: 

<?i t = 1 J = s l a.a.+i a,+i a t 

=4+£»A t < y - - i)=4+£ - i) • 
o 

Corollary 5.4. If the analytically irreducible singularity of C at 0 has only 
one Puiseux characteristic pair (i.e. if the above m.n are relatively prime), 
then 

-Hi = (m - 2){n - 2) + (m - n)2/mn . 

Indeed, in this case fi = (m — l)(n — 1), see [Mil. p. 95], and h = 1, d\ = 
m. = mi = 7*1 = n. 

6 

6. Es t imates of i/£ via the Milnor number and the multiplicity 

The first estimate (Proposition 6.1 below) is quite elementary and in 
its proof we use nothing (except definitions) from the above part of the 
paper. This estimate holds for any singularity of a plane curve. The second 
estimate (Proposition 6.2 below) is stronger and is based on the computations 
involving the Puiseux characteristic sequence (see Sect.5). We prove the 
second estimate for irreducible singularities only. 
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Let C be a germ of a curve at the origin in C 2 (not necessary analytically 
irreducible), and let a : V - 4 C 2 , E = <?~l(0)i be the minimal resolution of 
its singularity, D = E + C, where C is the proper transform of C. We use 
the same notation as in Sect.2 and 3 . Let // be the Milnor number of C at 0. 

Proposi t ion 6.1. 

- , i < (KE + £ E ) 2 < ff| < 0 . 

Proof. The intersection form being negatively definite on Vect(E), we have 
that j y | < 0. Since JV| < 0, it suffices to prove that fx + (A ' s + DE)2 > 0. 
Note that 

/i + ( A E + Z>E) 2 = 1 - C £ • (KE + D E ) + ( # E + DE)2 

= (KE + E)(KE + CE + E) + 1. (12 ) 

Decomposing the minimal resolution of the singularity into a sequence of 
blow-ups, it suffices to prove that the right hand side of (12) does not de­
creases under a blow-up (as it was done in the proof of Proposition 4 .1 ) . 

Let a : V —• V, E = o~l(E) be a blow-up at the point p € E with the 
exceptional curve £ 0 = a~l(p). Denote by C the proper transform of C and 
by q and v the multiplicities at p of C and £ respectively. Then we have: 

Ct = a\CE) - * E o , A'£ = + £ 0 , E = <r*(£)- ( i / - 1 ) £ 0 • 

Hence, 

(tf £ + £)(/?£ + £ + C&) - ( # E + E){KE + E + CE) = {V- 2)(a + 1 / - 2)£g . 

Since i/ = 1 or 2 , this difference is either 0 or a — 1. But the resolution being 
minimal, all blow-ups are done at points of C. So, a > 1. 
o 

l a the sequel we assume that C is analytically irreducible at 0 and use 
the notation from Sect.5. Clearly, under the assumption that m < n, m is 
the multiplicity of C at the origin. 
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Theorem 6.2. 

\i + E\ > fi + (KE + DE)
2 > n/m , 

where equality holds if and only ifm = 2. 

Proof Substracting (9, i)) from (11), we obtain 

ti + Hi = ¿,(1 - I) - 1 + ¿-«¡,-(1 - I), (13) 

and hence 

M + (A£ + J D E ) 2 - £ = rfi(l-^-)-^- + iVHE9i ( l - ^ 1 -7 - ) <14> m di jr{ di dj 

(recall, that m = ¿ 1 ) . It is clear that the last sum in (14) is positive. 
Let, as above, L, be the twig of TC,E with the tip Ei (see the diagram in 

Proposition 5.1). Since ind(L t) < 1, we have that 

N2

E > - i n d ( L 0 ) - f c 

and by Corollary 3.5 

-ind(Lo) - di/qi = - [ ¿ 1 / 9 1 ! = - 1 • 

Thus, the expression in the right hand side of (14) is greater than m— 1—h 
(denote this quantity by a). Since m = d\ and ¿¿/¿1+1 > 2, we have that 
h < log2 m. Hence, a > 0 for m > 4. If m = 3, then h = 1 and a = 2/3 > 0. 

To complete the proof, it remains to consider the case m = 2. In this 
case qi = n is odd. hence, fn/m] = fn/2] = (n + l ) /2 , /i = n — 1. and by 
(14) 

H + (KE + DE)
2 = fn/21 - 1 = (n - l ) /2 = /i/2 . 

O 

Remark 6.3. The estimate in Theorem 6.2 is sharp in the following sense. 
For any positive integer m and for any e > 0 there exists a curve C with an 
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analytically irreducible singularity at 0 of multiplicity m, such that 

ix + H% < (1 + e)fx/m . 

Indeed, consider the curve xm = y n , where n is big enough and relatively 
prime with m. 

7. Plane affine curves with one place at infinity 

The Puiseux expansions of an analytically irreducible singularity is very 
similar to that of an affine curve with one place at infinity (see [ A , NR]). 
All the formulas from Sect.5 can be easily modified for this case. These 
modifications are nothing but changing signs at several places. Here we just 
reproduce the answers, because the proofs are the same as in the former case. 

Let D be the closure in P 2 of an algebraic curve in C 2 with one place 
at infinity. Denote by L the projective line at infinity (i.e. C 2 U L = P 2 ) . 
Let a : V —¥ P 2 be the resolution of the singularity of D at infinity, E = 
a""1 ( I ) , D = a~l(D) = C + E, where C is the proper transform of jD. 

As in Sect.5 we define the Puiseux characteristic sequence as follows. Let 

x = r m , y = a-nt~
n + fl.n+1f

n+1 + a_ n ^ 0 , 

be a local analytic parametrization of the branch of D with the center at L. 
Put d\ = m , mi = — n, and define d t, m t , g t, r t , h by the same formulas as at 
the beginning of Sect.5. Then we have 

mi < 0; mi < m2 < ... < m^; d\> d2> ... > ¿/1+1 = 1, 

and according to [A] and [NR, Corollary 6 .4] , r» < 0 for i = 

Proposition 7.1. The dual graph of C near E is the same as in Proposition 
5.1. The discriminants of its subgraphs are: 

« • + 1 « • + ! « 1 + 1 
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Proposition 7.2. Let the Milnor number of C at infinity be y.^ = 
2*r.(C) = C{C + K) + 2. Then 

ri i a B l a»>i at+i a, 
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