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THE WAVE EQUATION WITH OSCILLATING DENSITY:
OBSERVABILITY AT LOW FREQUENCY

Gilles Lebeau
1

Abstract. We prove an observability estimate for a wave equation with rapidly oscillating density, in
a bounded domain with Dirichlet boundary condition.
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0. Introduction and results

Let Ω be a smooth bounded domain in Rd, and ρ(x, y) a smooth function on Rd × Rd, such that

0 < ρmin ≤ ρ(x, y) ≤ ρmax ∀ (x, y) (0.1)

ρ is 2π-periodic with respect to the second variable, i.e.

ρ(x, y) = ρ(x, y + 2π`) ∀ ` ∈ Zd . (0.2)

For ε > 0, let (ωεn, e
ε
n(x)) be the spectrum of the Dirichlet problem for the operator −ρ−1(x, x/ε)∆g on

L2 (Ω; ρ(x, x/ε)dgx) normalized in the form
ρ(x, x/ε)(ωεn)2 eεn(x) = −∆ge

ε
n(x) in Ω

eεn(x) = 0 on ∂Ω∫
Ω
eεn(x)eεm(x)ρ(x, x/ε)dgx = δn,m; 0 < ωε1 ≤ ωε2 ≤ . . .

(0.3)

Here, ∆g denotes the Laplace operator for some fixed smooth metric g on Ω, and dgx is the volume form
associated to g.

For any given γ0 > 0, we shall denote by Jεγ0
the space of solutions uε(t, x) of the wave equation with

oscillating density ρ {(
ρ(x, x/ε)∂2

t −∆g

)
uε(t, x) = 0 in R+ × Ω

uε(t, x)|x∈∂Ω = 0
(0.4)
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with maximum frequency less than γ0/ε.
In other words, Jεγ0

is the set

Jεγ0
=

uε(t, x) =
∑

εωεn≤γ0

(
u+,ne

itωεn + u−,ne
−itωεn

)
eεn(x)

 · (0.5)

Let {uεkk } be a bounded sequence (in L2
loc(Rt, L2(Ω)), of solutions of (0.4), with lim εk = 0. It is well known

that any weak limit of this sequence will satisfy the homogenized wave equation in Ω{
(ρ(x)∂2

t −∆g)u(t, x) = 0 in R× Ω
u(t, x)|x∈∂Ω = 0

(0.6)

where ρ(x) =
∮
ρ(x, y)dy is the mean value of ρ.

Let V be an open subset of Ω, and T0 > 0.
One says that waves solution of (0.6) are observable from V in time T0 if there exists a constant C0 s.t for

any L2-solution of (0.6) one has∫ T0

0

∫
Ω

|u(t, x)|2ρ(x)dtdgx ≤ C0

∫ T0

0

∫
V

|u(t, x)|2ρ(x)dtdgx . (0.7)

If u =
∑
±,n

u±,ne
±itωnen(x) is the Fourier series of u in the spectral decomposition of (−ρ)−1(x)∆g, we deduce

from the elementary fact

∀T > 0,∀ω0 > 0,∃C > 0 such that ∀ω ≥ ω0, | c+ |2 + | c− |2≤ C
∫ T

0

| c+eitω + c−e
−itω |2 dt

that the condition (0.7) is equivalent to the following∃C0 s.t. ∀(u+,n, u−,n)n ∈ `2 × `2∑
n
|u+,n|2 + |u−,n|2 ≤ C0

∫ T0

0

∫
V |u(t, x)|2ρ(x)dtdgx.

(0.8)

It is proved in [4] that (0.7) holds true under the geometric-control hypothesis
1) there is no infinite order of contact between the boundary

∂Ω and the bicharacteristics of ρ(x)∂2
t −∆g

2) any generalized bicharacteristic of ρ(x)∂2
t −∆g

parameterized by t ∈]0, T0[ meets V.

(0.9)

Here the generalized bicharacteristic flow is the one defined by Melrose and Sjöstrand in [11].
The main result of this paper is the following theorem, which asserts that the estimate (0.7) remains true

under the hypothesis (0.9) for ρ(x), for solutions of (0.4) in Jεγ0
, if γ0 is small enough.

Theorem 0.1. Let the hypothesis (0.9) be satisfied. There exist small positive constants γ0, ε0 and a constant
C0, such that for any ε ∈]0, ε0[ and any uε ∈ Jεγ0

∫ T0

0

∫
Ω

|uε(t, x)|2ρ(x, x/ε)dtdgx ≤ C0

∫ T0

0

∫
V

|uε(t, x)|2ρ(x, x/ε)dtdgx . (0.10)
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This is clearly a stability result of the observability estimate (0.7) under the singular perturbation
ρ(x)→ ρ(x, x/ε). Let us recall that Theorem 0.1 has been proved in the 1-d case by Castro and Zuazua [6], and
that in the 1-d case, the counter-example of Avellaneda et al. [1] shows that (0.10) fails for γ0 large. Indeed, in
the 1-d case, when ρ = ρ(x/ε), Castro [5] has shown that the greatest value of γ0 such that (0.10) holds true
for some T0 (when V b [a, b] = Ω) is related with the first instability interval of the Hill equation on the line(
d
dy

)2

+ ω2ρ(y). In the multi-d case, the understanding of the best value of γ0 such that (0.10) holds true will
clearly involve the understanding of the localization and propagation of Bloch waves for the boundary value
problem (0.4): this highly difficult problem is out of the scope of the present paper.

The conserved energy for solutions of (0.4) is

E(uε) =
1
2

∫
Ω

{
|∂tuε|2ρ(x, x/ε) + |∇guε|2

}
dgx . (0.11)

Applying the estimate (0.10) to ∂tuε, one easily gets the energy observability estimate

Corollary 0.1. Under the hypothesis and with the notations of Theorem 0.1, there exists a constant C0 s.t. for
any ε ∈]0, ε0[ and any uε ∈ Jεγ0

one has

E(uε) ≤ C0

∫ T0

0

∫
V

|∂tuε|2ρ(x, x/ε)dtdgx . (0.12)

The paper is organized as follows:

1. reduction to a semi-classical estimate;
2. the Bloch wave;
3. Lopatinski estimate;
4. propagation estimate;
5. Appendix A: semi-classical o.p.d with operators values;
6. Appendix B: proofs of Lemmas 3.4–3.6.

1. In the first part, using a Littlewood-Paley decomposition, we reduce the proof of the inequality (0.10) to the
assertion


there exist γ0, ε0, h0, C0 such that for any ε ∈]0, ε0[, and
h ∈ [ε/γ0, h0] the inequality (0.10) holds true for any uε ∈ Iεh,

where Iεh =

{
uε =

∑
0.9≤ωεnh≤2.1

(u+,n e
itωεn + u−,n e

−itωεn)eεn(x)

}
·

(0.13)

2. In the second part, we introduce the Bloch wave at the boundary Γ(uε). We refer to [2] and [7] for the study
of Bloch waves in equations with oscillating coefficients. We choose a coordinate system

{
∂Ω× [0, r0] Θ−→ Rd
(x′, xd) 7→ Θ(x′, xd)

(0.14)

which satisfies  i) Θ(∂Ω× [0, r0]) ⊂ Ω
ii) for xd small , xd 7→ Θ(x′, xd) is the geodesic normal to the
boundary at x′ ∈ ∂Ω , for the metric g on Ω.

(0.15)
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In these coordinates, the Laplace operator takes the form{
∆g = ∂

∂xd

(
A0(x) ∂

∂xd
+A1(x, ∂x′)

)
+A2(x, ∂x′);

x = (x′, xd) , x′ ∈ ∂Ω
(0.16)

where Aj(x, ∂x′) are differential operators of order j on ∂Ω, with xd as parameter. Let aj(x, ξ′) be the principal

symbol of Aj . The dual metric g−1(x, ξ) def= ‖ξ‖2x on the cotangent bundle T ∗Ω is

‖ξ‖2x = a0(x)ξ2
d + a1(x, ξ′)ξd + a2(x, ξ′) . (0.17)

Let Td = (R/2πZ)d be the d-dimensional torus and for ε > 0, Sε ⊂ ∂Ω× [0, r0]× Tdy the submanifold

Sε =
{

(x, y) ; y = Θ(x)/ε mod (2πZ)d
}
· (0.18)

Let f(x) be a function on ∂Ω× [0, r0]. We define a distribution T (f) on ∂Ω× [0, r0]× Tdy by the formula

T (f) =
∑
`∈Zd

ei`(y−Θ(x)/ε)f(x) = (2π)dδy=Θ(x)/ε ⊗ f(x). (0.19)

If X is a vector field on ∂Ω× [0, r0], we shall denote by X∗ε the lift of X on Sε. If x′ = (x1, . . . , xd−1) is a local
coordinate system on ∂Ω, and (Θ1(x), . . . ,Θd(x)) = Θ(x) are the Cartesian coordinates of Θ, one has

(
∂

∂xk

)∗
ε

=
∂

∂xk
+

1
ε

d∑
j=1

∂Θj

∂xk
(x)

∂

∂yj
for 1 ≤ k ≤ d (0.20)

and (
∂

∂xk

)∗
ε

T (f) = T

(
∂

∂xk
f

)
for 1 ≤ k ≤ d . (0.21)

The Bloch operator on ∂Ω× [0, r0]× Td is defined by{
Bε(x, ε∂x, ε∂t; y, ∂y) = ρ̂(x, y)(ε∂t)2 − ε2(∆g)∗ε ; ρ̂(x, y) = ρ(Θ(x), y)

(∆g)∗ε =
(

∂
∂xd

)∗
ε

(
A0(x)

(
∂
∂xd

)∗
ε

+A1(x, (∂x′))∗ε
)

+A2 (x, (∂x′)∗ε) .
(0.22)

It satisfies the identity

Bε (T (u(x, t))) = ε2T (
(
ρ(Θ(x),Θ(x)/ε)∂2

t −∆g

)
(u(x, t))). (0.23)

Let Ãj be the operators

Ãj = Aj(x, (∂x′)∗ε) (0.24)

and let ek(x) 1 ≤ k ≤ d be the vectors of Rd

ek(x) =
∂Θ
∂xk

(x). (0.25)
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If v(t, x, y) is a distribution on
◦
X × Td, with X = Rt × (∂Ω× [0, r0]), we shall write the equation Bε(v) = 0 as

a 2× 2 system for the vector w = A(v).

A(v) =
[
w0

w1

]
def=
[
v

(A0(x)(ε ∂
∂xd

)∗ε + εÃ1)v

]
· (0.26)

This system takes the form 
ε ∂
∂xd

w +Mw = 0

M =

[
ed(x) · ∂y + εA−1

0 (x)Ã1 −A−1
0 (x)

ε2Ã2 − ρ̂(x, y)(ε∂t)2 ed(x) · ∂y

]
· (0.27)

The operator M will be seen as a semi-classical operator in t, x, εi ∂x′ = ξ′, ε
i ∂t = τ with operator values in the

fiber Td

M =
2∑
j=0

(ε
i

)j
Mj(x, ξ′, τ ; y, ∂y) . (0.28)

The differential degree in y of Mj is at most 2− j and the principal symbol M0 is the matrix

M0(x, ξ′, τ ; y, ∂y) =
[
ed(x) · ∂y + a−1

0 (x)a1(x, iξ′ + e′(x) · ∂y) −a−1
0 (x)

a2(x, iξ′ + e′(x) · ∂y) + ρ̂(x, y)τ2 ed(x) · ∂y

]
· (0.29)

Let E• = {Es, s ∈ R} be the scale of Hilbert spaces on the torus

Es = Hs(Td)⊕Hs−1(Td). (0.30)

For any ρ = (x, ξ′, τ), Mj(ρ, y, ∂y) maps Es into Es−1+j andM0 is an elliptic operator. LetM0
0 be the restriction

of M0 to the zero section ξ′ = τ = 0.

M0
0(x, ∂y) = M0(x, 0, 0, y, ∂y) =

[
ed(x) · ∂y + a−1

0 a1(x, e′(x) · ∂y) −a−1
0 (x)

a2(x, e′(x) · ∂y) ed(x) · ∂y

]
· (0.31)

The eigenvalues λ0
±,`(x) of 1

i M
0
0(x, ∂y) on the space ei`yC2, for ` ∈ Zd are the complex roots of the equation

a0(x)(−λ + ed.`)2 + (−λ+ ed.`)a1(x, e′.`) + a2(x, e′.`) = 0 (0.32)

which is equivalent to

‖tdΘ(x)(`)− λ(0, · · · , 0, 1)‖2x = 0 . (0.33)

In particular we have

inf
x

min
` 6=0
|λ0
±,`(x)| > 0 (0.34)

so the double eigenvalue λ0
±,0(x) = 0 is isolated in the spectrum of M0

0(x, ∂y).
In the sequel, we shall restrict the values of the Sobolev index of regularity s on the torus to some fixed large

interval, s ∈ [−σ0, σ0], σ0 � d
2 .
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Let X = ∂Ω× Rt × [0, r0]. We denote by tT ∗X the tangential cotangent bundle

tT ∗X = T ∗(∂Ω× Rt)× [0, r0]. (0.35)

Let W1 bW0 be two small neighborhoods of the set {ξ′ = τ = 0} × {t ∈ [−T0, 2T0]} in tT ∗X .
We choose a non-negative function χ0 ∈ C∞0 (W0), such that χ0 ≡ 1 on W1.
If W0 is small enough, we define the map p0(x, t, ξ′, τ) : E

• → C2 by the formula

p0[w] = χ0.

∮
Td

{
1

2iπ

∫
∂D

dz

z −M0

}
[w] w ∈ Es , s ∈ [−σ0, σ0] (0.36)

(where D ⊂ C is a small disk with center z = 0).
It satisfies the estimates

∃C ∀ s ∈ [−σ0, σ0] ∀w ∈ Es ‖p0(w) − χ0

∮
Td
w‖C2 ≤ Cτ2‖w‖Es (0.37)

and there exists L0(x, t, ξ′, τ) ∈ C∞(tT ∗X ;M2(C)), defined near ξ′ = τ = 0 such that (see (2.29–2.31))

p0 ◦M0 = L0 ◦ p0 . (0.38)

By a Taylor expansion near ξ′ = τ = 0, one gets

L0 =
[
a−1

0 (x)a1(x, iξ′) −a−1
0 (x)

a2(x, iξ′) + ρ̂(x)τ2 0

]
+O

(
τ4
)
. (0.39)

We then suitably quantize the above construction and we obtain tangential pseudo differential operators
(see Append. A1) {

Π0(ε, t, x, ε∂t, ε∂x′) : L2(X ;Es) → L2(X,C2) , s ∈ [−σ0, σ0]
L(ε, t, x, ε∂t, ε∂x′) : L2(X ;C2) → L2(X,C2) (0.40)

with principal symbol σ(Π0) = p0, σ(L) = L0, which satisfy the relation

Π0(ε∂xd +M) = (ε∂xd + L)Π0 +R(ε, t, x, ε∂t, ε∂x′). (0.41)

In (0.41), the error term R : L2(X ;Es)→ L2(X,C2) will be a tangential pseudo differential operator such that
for any tangential o.p.d. Q with essential support in W1 and any s ∈ [−σ0, σ0], one has

‖Q ◦R; L2(X ;Es)→ L2(X,C2)‖ ∈ .O(ε∞). (0.42)

Definition 0.1. For uε ∈ Iεh, we define the Bloch wave Γ(uε) ∈ L2(X ;C2) by the formula

Γ(uε) =
[
Γ0(uε)
Γ1(uε)

]
= Π0T (uε) (T = A ◦ T ). (0.43)

Let γ0, ε0, h0 be given small enough, ε ∈]0, ε0], h ∈ [ε/γ0, h0]. For uε ∈ Iεh, uε =
∑

0.9≤ωεnh≤2.1

(u+,ne
itωεn

+u−,ne−itω
ε
n)eεn(x), we define ‖uε‖2

(
'
∫ T0

0

∫
Ω |uε|2

)
by

‖uε‖2 =
∑

0.9≤ωεnh≤2.1

|u+,n|2 + |u−,n|2. (0.44)



THE WAVE EQUATION WITH OSCILLATING DENSITY: OBSERVABILITY AT LOW FREQUENCY 225

Let XT0 = ∂Ω × [−T0, 2T0] × [0, r0], and let K be the compact subset of tT ∗X , K = ∂Ω × [0, T0] × [0, r0/2]
×{ξ′ = 0, τ = 0}. The following proposition will be proven in Section 2.

Proposition 0.1. Let Q(ε, t, x, ε∂x′ , ε∂t) be a zero order tangential opd on X, equal to Id near K. If γ0, ε0, h0

are small enough, there exists a constant C > 0, such that for any ε ∈]0, ε0], h ∈ [ε/γ0, h0], one has

‖uε‖2 ≤ C
[
‖QΓ0(uε)‖2L2(XT0 ) + ‖uε‖2L2((0,T0)×V )

]
∀uε ∈ Iεh. (0.45)

3. By Proposition 0.1, we shall obtain the inequality (0.10), if we are able to estimate the L2 norm of the first
component Γ0(uε) of the Bloch wave near the set K.

The formula (0.41) shows that Γ(uε) satisfies the equation

(ε∂xd + L)Γ(uε) ∈ O(ε∞L2) (microlocally in W1). (0.46)

By (0.39) this equation is very closed to the homogenized equation (ρ(x)∂2
t −∆g)[Γ0(uε)] = 0.

As one can see, all the difficulty in our problem is thus to obtain an estimate on the first Dirichlet data of
Γ(uε) on the boundary xd = 0, in order to apply propagation arguments to the equation (0.46). We shall prove
the following proposition.

Proposition 0.2. If γ0, ε0, h0 are small enough, there exists a constant C such that for any ε ∈]0, ε0[,
h ∈ [ε/γ0, h0] the following estimate holds true

‖Γ0(uε)|xd=0‖L2(XT0∩xd=0) ≤ C ε/h‖uε‖ ∀uε ∈ Iεh . (0.47)

The above estimate will be obtained as a consequence of a uniform Lopatinski estimate on wε = T (uε) =
[
wε0
wε1

]
.

We shall prove

Theorem 0.2. Let Q be a scalar tangential o.p.d. with essential support in W0; if W0, γ0, ε0, h0 are small
enough, there exist s1 < 0 and a constant C such that for any uε ∈ Iεh the following estimate holds true

‖Q(t, x, ε∂x′ , ε∂t)(wε1)|xd=0‖L2(XT0∩xd=0,Hs1 (Td)) ≤ C‖uε‖. (0.48)

Notice that wε satisfies the equation (0.27), with Dirichlet data wε0|xd=0 = 0 on the boundary.

The weaker estimate

‖Q(wε1)|xd=0‖ ≤ C ε−1/2‖uε‖ (0.49)

is easy to obtain (it is sufficient to commute the Eq. (0.4) with the normal vector field ∂
∂n ).

The proof of (0.48) is the most technical part of our work. It involves a detailed study of how the spectral
theory of M0(x, ξ′, τ ; y, ∂y) (see (0.29)) depends on the parameter (x, ξ′, τ).

4. This part will be devoted to the proof of the following proposition.

Proposition 0.3. Let Q(ε, t, x, ε∂x′, ε∂t) be a zero order opd equal to Id near K, with essential support in W1.
There exist γ0, ε0, h0, and a constant C0 such that, for any ε ∈]0, ε0], h ∈ [ε/γ0, h0] and uε ∈ Iεh, the following
estimate holds true
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‖QΓ0(uε)‖2L2(XT0) ≤ C0

[
‖Γ0(uε)|xd=0‖2L2(XT0∩xd=0) + ‖uε‖2L2(0,T0)×V

]
. (0.50)

This estimate will be obtained by rather classical arguments in the theory of control of linear waves, for the
rescale equation 

(
h ∂
∂xd

+ L
)[
g0

g1

]
∼ 0

[
g0

g1

]
=
[

Γ0(uε)
h
εΓ1(uε)

]
L = h

ε

(
1 0
0 h/ε

)
◦ L ◦

(
1 0
0 ε/h

)
.

(0.51)

We shall verify that L is still a h-pseudo differential operator, with ε/h as parameter. (We use this rescaling in
order to be able to use propagation arguments in the range ε� h.)

5. In Appendix A.1, we recall the properties of the semi-classical calculus with operators values which is used
in 2. In Appendix A.2, we extend this calculus to a larger class of symbols; this exotic calculus will be used
in 3.

To end this introduction, we finally remark that the validity of (0.13), hence the proof of Theorem 0.1, is a
direct consequence of the Propositions 0.1, 0.2 and 0.3.

1. Semi-classical reduction

In this part, we verify that (0.13) implies the Theorem 1.

Let eεn(x) be a normalized eigenfunction of the Dirichlet problem (0.3), and let µ1 be the first eigenvalue of
the Dirichlet problem for ∆g in Ω . One has∫

Ω

|∇geεn|2dgx =
∫

Ω

ρ(x, x/ε)(ωεn)2|eεn(x)|2dgx ≤ ρmax(ωεn)2

∫
Ω

|eεn(x)|2dgx. (1.1)

So we get the uniform lower bound

ωεn ≥ (ρmax)−1/2µ
1/2
1 . (1.2)

The Sobolev spaces L2(Ω),H1
0 (Ω),H−1(Ω), with norms (

∫
Ω |f |2ρdgx)1/2, (

∫
Ω |∇gf |2dgx)1/2, sup{

∫
Ω fh̄ ρdgx,

‖h‖H1
0
≤ 1} are characterized in terms of Fourier series byf

ε
n =

∫
Ω
f eεn(x)ρdgx for f ∈ H−1(Ω)

‖f‖2L2 =
∑
n
|fεn|2 ; ‖f‖2

H1
0

=
∑
n

(ωεn)2|fεn|2 ; ‖f‖2H−1 =
∑
n

(ωεn)−2|fεn|2 .
(1.3)

Any solution uε of the wave equation (0.4) with data (uε(0), ∂tuε(0)) ∈ L2(Ω)⊕H−1(Ω) is of the form

uε =
∑
n

uεn(t)eεn(x) =
∑
n

(uε+,ne
itωεn + uε−,n e

−itωεn)eεn(x) (1.4)

with (uε±,n)n ∈ `2, and (1.2) implies that there exists a constant C independent of ε, s.t.

1
C

∑
n,±
|uε±,n|2 ≤

∫ T0

0

∫
Ω

|uε|2ρ dtdgx ≤ C
∑
n,±
|uε±,n|2. (1.5)
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If the geometric hypothesis (0.9) holds true for T0, it remains valid for T0 − 2δ, for δ > 0 small enough; we can
therefore assume that (0.13) is valid on [δ, T0 − δ].

Take ϕ(t) ∈ C∞0 (]0, T0[), ϕ(t) ≡ 1 on [δ, T0 − δ] and ψ(σ) ∈ C∞0 (]0.9, 2.1[), ψ(σ) ≡ 1 on [1, 2]. Let χ(σ)
= ψ(σ) + ψ(−σ). For uε ∈ Jεγ0

, one has χ(2−kDt)uε ∈ Iε2−k , so there exists C0 s.t.
∀ ε ∈]0, ε0] , ∀ k ∈ N s.t. 2−k ∈ [ε/γ0, h0]
∀uε =

∑
εωεn≤γ0

(
uε+,ne

itωn + uε−,n e
−itωn

)
eεn(x) ∈ Jεγ0∑

2k≤ωεn≤2k+1

|uε+,n|2 + |uε−,n|2 ≤ C0

∫ +∞
−∞ dt

∫
V
dgx|ϕ(t)χ(2−kDt)uε|2.

(1.6)

On the other hand,using classical estimates as in ([9], Sect. 4), one gets ∃C1, C2, k0 s.t. for any k1 ≥ k0, and
any uε ∈ Jεγ0

∑
k≥k1

∫ +∞

−∞
dt

∫
V

|ϕ(t)χ(2−kDt)uε|2dgx ≤ C1

∫ T0

0

∫
V

|uε|2dgx+ C22−2k1

(∑
n

|uε±,n|2
)
. (1.7)

Let γ1 = γ0/2; for uε ∈ Jεγ1
and 2−k < ε/γ0 one has χ(2−kDt)uε ≡ 0, so putting together (1.6) and (1.7) we get

∃n0, ∃C3 , ∀ ε ∈]0, ε0] , ∀uε ∈ Jεγ1

∑
n≥n0,εωεn≤γ1

|uε+,n|2 + |uε−,n|2 ≤ C3

(∫ T0

0
dt
∫
V
dgx|uε|2 +

∑
n≤n0

|uε±,n|2
) (1.8)

and (1.8) is equivalent to 

∃n0, ∃C4, C5 , ∀ ε ∈]0, ε0] , ∀uε ∈ Jεγ1∫ T
0

∫
Ω |uε|2ρ dtdgx ≤ C3

∫ T0

0

∫
V |uε|2ρ dtdgx

+C4

( ∑
n≤n0

|uε+,n|2 + |uε−,n|2
)
.

(1.9)

It is now easy to conclude the proof of Theorem 1 by a uniqueness argument. In fact if (0.10) is untrue, there
exist a sequence εk → 0 and uεk ∈ Jεkγ1

such that
∫ T0

0

∫
Ω
|uεk |2ρdtdgx = 1 and

∫ T0

0

∫
V
|uεk |2ρdtdgx→ 0; let u be

a weak limit in L2 of {uεk}; u satisfies{
ρ(x)∂2

t u−∆gu = 0 on Rt × Ω
u|∂Ω = 0 ; u|]0,T0[×V = 0

(1.10)

and from the observability inequality (0.7), we get u ≡ 0. Then (1.9) implies that u ≡ 0 is the strong limit in
L2 of uεk , which contradicts

∫ T0

0

∫
Ω |uεk |2ρdtdgx ≡ 1.

2. The Bloch wave

We shall now recall how one can quantize the principal symbols maps p0, L
0 defined in (0.36, 0.38) in order

to obtain the pseudo differential relation (0.41).
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Let

I = [−σ0, σ0]. (2.1)

For any s ∈ I, we split Es = Hs(Td)⊕Hs−1(Td) into the decomposition{
Es = E0 ⊕Es⊥ E0 = C2

w = w(0) + w⊥ w(0) =
∮
Td w.

(2.2)

In other words we write w =
∑̀

w(`) e
i`y and w⊥ =

∑̀
6=0

w(`) e
i`y.

We then construct tangential pseudo differential operators defined near ε∂t = iτ = 0, ε∂x′ = iξ′ = 0,
semi-classical in ε

A0(ε, x, ε∂t, ε∂x′) : L2(X,E0) → L2(X, ∩
s∈I

Es) (2.3)

A⊥(ε, x, ε∂t, ε∂x′) : L2(X,Es⊥) → L2(X,Es) (∀ s ∈ I) (2.4)

L(ε, x, ε∂t, ε∂x′) : L2(X,E0) → L2(X,E0) (2.5)

L⊥(ε, x, ε∂t, ε∂x′) : L2(X,Es⊥) → L2(X,Es−1
⊥ ) (∀ s ∈ I) (2.6)

with symbols admitting asymptotic expansions

∑
k

(ε
i

)k
Ak0(x, τ, ξ′) Ak0 bounded from E0 to ∩

s∈I
Es (2.7)

∑
k

(ε
i

)k
Ak⊥(x, τ, ξ′) Ak⊥ bounded from Es⊥ to Es (∀ s ∈ I) (2.8)

∑
k

(ε
i

)k
Lk(x, τ, ξ′) Lk bounded from E0 to E0 (2.9)

∑
k

(ε
i

)k
Lk⊥(x, τ, ξ′) Lk⊥ bounded from Es⊥ to Es−1

⊥ (∀ s ∈ I) (2.10)

such that near the zero section τ = ξ′ = 0, the two following identities hold true, in the algebra of tangential
pseudo differential operators 

(
ε ∂
∂xd

+M
)
A0 = A0 (ε∂xd + L)(

ε ∂
∂xd

+M
)
A⊥ = A⊥(ε∂xd + L⊥).

(2.11)

Using the formula (0.28) M =
2∑
j=0

( εi )
jMj(x, ξ′, τ ; y, ∂y), and the rules of composition of pseudo differential

operators, one gets that (2.11) is equivalent to the following set of equations (2.12, 2.13)

k = 0

{
M0 A0

0 = A0
0 L

0

M0 A0
⊥ = A0

⊥ L
0
⊥

(2.12)
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∑

j+`+|α|=k

1
α! ∂

α
ξ′Mj ∂αx′A

`
0 + i∂xdA

k−1
0 =

∑
j+`+|α|=k

1
α! ∂

α
ξ′A

j
0 ∂

α
x′L

`∑
j+`+|α|=k

1
α! ∂

α
ξ′Mj ∂αx′A

`
⊥ + i∂xdA

k−1
⊥ =

∑
j+`+|α|=k

1
α! ∂

α
ξ′A

k
⊥ ∂

α
x′L

`
⊥.

(2.13)

Let j0 and j⊥ be the inclusion maps

E0
j0
↪→ Es Es⊥

j⊥
↪→ Es (2.14)

and let π0 = π0(x, ξ′, τ) be the spectral projector of M0, which is defined near (ξ′, τ) = (0, 0), by

π0 =
1

2iπ

∫
∂D

dz

z −M0
(2.15)

where D ⊂ C is a small disk with center at z = 0.
The range of π0 is a two-dimensional invariant subspace of M0, and by the definition formula (0.29) of M0,

one gets for |τ | small enough∥∥∥∥∮
Td
π0 j0 − IdE0

∥∥∥∥ ≤ Cte τ2 ; ‖π0 j⊥;Es⊥ → Es‖ ≤ Cte τ2. (2.16)

In order to obtain the relations (2.12), it is clearly sufficient to select isomorphisms{
A0

0 : E0 −̃→ range (π0)
A0
⊥ : Es⊥ −̃→ range (Id− π0).

(2.17)

We can choose in view of (2.16), for |τ | small enough{
A0
⊥ = (Id− π0)j⊥

A0
0 = π0j0α

(2.18)

where α = α(x, τ, ξ′) is the unique endomorphism of E0, such that∮
Td
A0

0 =
∮
Td
π0j0α = IdE0 . (2.19)

(This choice of A0
0 will insure the consistency with the definition (0.36) of p0.)

The maps L0(x, τ, ξ′) : E0 → E0 and L0
⊥(x, τ, ξ′) : Es⊥ → Es−1

⊥ are then uniquely determined by (2.12).
L0
⊥ is a smooth function of (x, τ, ξ′) defined near τ = ξ′ = 0, taking its values in the set of pseudo-differential

operators of order 1 for the scale {Es⊥} on the torus: for any w⊥ ∈ ∪
s
Es⊥ one has

M0j⊥(w⊥)− j⊥L0
⊥(w⊥) = M0π0j⊥(w⊥)− π0j⊥L

0
⊥(w⊥) ∈ ∩

s
Es. (2.20)

The map A0 = A0
0 ⊕A0

⊥

Es = E0 ⊕Es⊥
A0

−→ Es (2.21)

is an isomorphism; by (2.16) it satisfies

‖A0 − Id‖Es ≤ Cte τ2 (∀ s ∈ I). (2.22)
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The equation (2.13) is equivalent to{
M0 Ak0 −Ak0L0 −A0

0L
k = Rk0 , Rk0 bounded from E0 to Es

M0 Ak⊥ −Ak⊥L0
⊥ −A0

⊥L
k
⊥ = Rk⊥ , Rk⊥ bounded from Es⊥ to Es−1

(2.23)

where the right hand side is given by induction by the formula

k ≥ 1 Rk0,⊥ =
∑

j+`+|α|=k
j 6=k,` 6=k

1
α!
∂αξ′ A

j
0,⊥∂

α
x′L

`
.,⊥.−

∑
j+`+|α|=k

` 6=k

1
α!
∂αξ′Mj∂αx′A

`
0,⊥ − i∂xdAk−1

0,⊥ . (2.24)

Let Ak = Ak0 ⊕ Ak⊥ , Ãk = (A0)−1Ak , Lk = Lk ⊕ Lk⊥ , Rk = Rk0 ⊕ Rk⊥ and R̃k = (A0)−1Rk. The
equation (2.23) can be rewritten M0Ak − Ak L0 − A0Lk = Rk, which is equivalent by (2.12) [M0A0 = A0 L0]
to L0 Ãk − Ãk L0 −Lk = R̃k. The matrix form of this equation on E0 ⊕Es⊥ is{

L0 (Ãk)1,1 − (Ãk)1,1 L
0 = Lk + (R̃k)1,1

L0
⊥ (Ãk)2,2 − (Ãk)2,2 L

0
⊥ = Lk⊥ + (R̃k)2,2

(2.25)

{
L0 (Ãk)1,2 − (Ãk)1,2 L

0
⊥ = (R̃k)1,2

L0
⊥ (Ãk)2,1 − (Ãk)2,1 L

0 = (R̃k)2,1.
(2.26)

The choice (Ãk)1,1 = 0, (Ãk)2,2 = 0 gives then Lk, Lk⊥ by (2.25). The unique solvability of (2.26) is a consequence
of (0.34) which implies for |τ | + |ξ′| small enough{

L0
⊥ is invertible and ‖(L0

⊥)−1;Es−1
⊥ → Es⊥‖ ≤ C (∀ s ∈ I)

Spectrum (L0) ⊂ {z ∈ C; |z| ≤ Cte(|τ |+ |ξ′|)}·
(2.27)

Thus, solving the second equation in (2.26) is equivalent to find a linear map u : E0 = C2 → ∩
s∈I

Es⊥ = Eσ0
⊥ such

that

u− (L0
⊥)−1 ◦ u ◦ L0 = v (2.28)

where v : E0 → Eσ0
⊥ is given and (2.27) implies for |τ |+ |ξ′| small the existence of a unique solution u to (2.28).

The first equation in (2.26) can be reduced to the second one by taking adjoints.

Remark. We have chosen to work with a fixed interval of regularity on the torus, s ∈ [−σ0, σ0] = I in order to
work in the classical theory of semi-classical (in ε) peudo-differential operators with values in bounded operators
between Hilbert spaces. On the other hand, the neighborhood of the zero section τ = ξ′ = 0 where the above
construction applies may depends on I.

In view of (2.22), the tangential pseudo-differential operator A = A0 ⊕ A⊥ is elliptic near the zero section
τ = 0, ξ′ = 0. Let A−1 be a pseudo-differential inverse and L = L⊕ L⊥.

By construction we have (ε∂xd + M)A ≡ A (ε∂xd + L) near the zero section, and L is diagonal in the
decomposition E0 ⊕E⊥. Therefore, one deduces that the following identity holds true near the zero section∮

Td
A−1

(
ε
∂

∂xd
+M

)
≡
(
ε
∂

∂xd
+ L

) ∮
Td
A−1. (2.29)
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If we choose W1 b W0 two sufficiently small neighborhoods of the set {ξ′ = 0 , τ = 0} × {t ∈ [−T0, 2T0]} in
T ∗X , and Q0, Q1 two scalars tangentials o.p.d., with SE(Qj) ⊂ Wj , j = 0, 1, such that Q0 ≡ Id on W 1, we
then get, with

Π0
def= Q0

∮
Td
A−1. (2.30)

Π0

(
ε
∂

∂xd
+M

)
=
(
ε
∂

∂xd
+ L

)
Π0 +R (2.31)

where R is such that ‖Q1R;L2(X,Es)→ L2(X,C2‖ ∈ O(ε∞) for any s ∈ I.
The principal symbol p0 of Π0 is easy to compute:
If w = (Id− π0)j⊥(w⊥) + π0j0α(w(0)), one has π0(w) = π0j0α(w(0)) and (A0)−1(w) = w(0) ⊕ w⊥, so we get∮

Td(A
0)−1(w) = w(0) = (using (2.19))

∮
Td π0j0α(w(0)) =

∮
Td π0(w) and we recover the definition formula (0.36)

of p0, if one takes χ0 equal to the principal symbol of Q0.

Lemma 2.1. The tangential o.p.d. L '
∑
k

( εi )
kLk(x, τ, ξ′) satisfies

i) L ≡
∮
πd (M|τ=0) j0 modulo τ2

ii) L0 =
[
a−1

0 (x)a1(x, iξ′) −a−1
0 (x)

a2(x, iξ′) + ρ̂(x)τ2 0

]
+O(τ4).

(2.32)

Proof. For i), we observe that τ2 is a smooth parameter in the above construction, and that by
formulas (0.27, 0.28), the restriction M|τ=0 is a constant coefficient operator on the torus Tdy.

We thus get π0|τ=0 =
∮
Td , α|τ=0 = Id, A0|τ=0 = j0, A⊥|τ=0 = j⊥, L|τ=0 =

∮
Td(M|τ=0)j0, L⊥|τ=0

= (Id−
∮
Td)|τ=0(M|τ=0)j⊥.

One has
∮
Td A

0
0 = IdE0 and A0

0 = j0 + O(τ2), so there exists a map θ(x, τ2, ξ′) : E0 → E⊥ such that
A0

0 = j + τ2θ. Using (2.12), we get

L0 =
∮
Td
M0A0

0 (2.33)

so for any w ∈ E0

L0(w) =
∮
Td
M0j0(w) + τ2

∮
Td
M0θ(w). (2.34)

The definition formula (0.29) of M0 and (2.34) gives the second part of the lemma. �
For uε ∈ Iεh, we define uε by

uε =
[
uε0
uε1

]
=
[

uε

A0(x)ε∂xdu
ε + εA1(x, ∂x′)uε

]
(2.35)

and wε = T (uε) = T (uε) by

wε =
[
wε0
wε1

]
=
[
T (uε0)
T (uε1)

]
(2.36)
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where T is the transformation (0.19):

T (f)(t, x, y) =
∑
`∈Zd

ei`(y−Θ((x)/ε)f(t, x) . (2.37)

Then wε satisfies, for s0 < −d/2 .

wε(t, x, y) ∈ L2
(
[t1, t2]× ∂Ω× [0, r0] ; [Hs0(Td)]2

)
∀ t1, t2 ∈ R (2.38)

{(
ε ∂
∂xd

+M
)
wε = 0 on Rt × ∂Ω×]0, r0[×Tdy

wε0|xd=0
= 0.

(2.39)

We recall that we define the Bloch wave Γ(uε) ∈ L2(X ;C2) by

Γ(uε) =
[
Γ0(uε)
Γ1(uε)

]
= Π0 ◦ T (uε). (2.40)

Proof of Proposition 1.
(We denote by C various constants which are independent of ε, h.)
For uε =

∑
0.9≤ωεnh≤2.1

(u+,ne
itωεn +u−,neitω

ε
n)eεn(x) we put ‖uε‖2 =

∑
|u+,n|2 + |u−,n|2. For any t1 < t2, there

exists a constant C such that for any ε, h and uε ∈ Iεh one has∫
Ω

∫ t2

t1

|h∇uε|2 + |h∂tuε|2dtdgx ≤ C‖uε‖2. (2.41)

Let γ = ε/h; we rewrite (2.41) on the form∫
Ω

∫ t2

t1

|ε∇uε|2 + |ε∂tuε|2dtdgx ≤ Cγ2‖uε‖2. (2.42)

Let K = ∂Ω × [0, T0] × [0, r0/2] × {ξ′ = 0, τ = 0} and Q(ε, t, x, ε∂x′ , ε∂t) be a scalar tangential o.p.d. on X ,
equal to Id near K.

Let α small such that the geometric control hypothesis (0.9) holds true for T0 − 4α, and let Y = ∂Ω× [α, T0

−α]× [0, r0/2]. By (2.42), for γ small,the L2 norm of uε on Y is concentrated near the set ξ′ = 0, τ = 0 where
Q is equal to Id; so we get

‖uε‖2L2(Y ) ≤ C
[
‖Q(uε)‖2L2(XT0) + (γ + ε)2‖uε‖2

]
. (2.43)

By construction of Π0, one has

Π0 = Q0

[∮
Td
Id+R0(ε∂t) + εR1

]
(2.44)

where R0,1 are tangential o.p.d. from L2(X ;Es) in L2(X ;E0) (s ∈ I). Therefore we get∥∥∥∥Γ(uε)−Q0

(
uε0
uε1

)∥∥∥∥
L2(X;E0)

≤ C[γ + ε]‖uε‖ (2.45)
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(here we have used the fact that ε∂t commutes with T and is bounded by O(γ = ε/h) on Iεh). Since QQ0 is
equal to Id near K, we deduce from (2.43, 2.45), for γ0, ε0 small enough

‖uε‖2L2(Y ) ≤ C
[
‖QΓ0(uε)‖2L2(XT0 ) + (γ + ε)2‖uε‖2

]
. (2.46)

We are now ready to prove (0.45) by a contradiction argument. If (0.45) is untrue, there exist sequences
εk → 0, γk → 0, hk → 0 , hk ≥ εk/γk , uk ∈ Iεkhk such that{

‖uk‖ = 1
lim
k→∞

‖QΓ0(uk)‖2L2(XT0 ) + ‖uk‖2L2((0,T0)×V ) = 0. (2.47)

Moreover, we can suppose that the weak limit u = weak− lim(uk) exist. Then u satisfies (0.6) and is equal to
0 on (0, T0)× V . By the geometric control hypothesis (0.9) of [4], the estimate (0.7) holds true for u, so we get
u = 0. We deduce from (2.46)

lim
k→∞

‖uk‖L2(Y ) = 0. (2.48)

We are thus reduced to an interior problem in Ω.
Let Z = {x ∈ Ω ; dist(x, ∂Ω) > r0/4} × Rt. We denote by M̃ = ρ(x, y)(ε∂t)2 − ε2(∆g)∗ε the Bloch operator

on Z, and Gs = Hs(Td). By the same construction as above, there exist a ε-pseudo-differential operator
Π̃0(x, ξ, τ, y, ∂y) : L2(Z,G•)→ L2(Z,C) and a scalar ε-o.p.d. L̃(x, ξ, τ) : L2(Z;C)→ L2(Z,C), defined near the
zero section ξ = τ = 0, such that

Π̃0M̃ = L̃Π̃0 + R̃. (2.49)

The principal symbol of Π̃0 is χ̃0

∮
πd

1
2iπ

∫
∂D

dz

z−eM0 with χ̃0 ∈ C∞0 (W̃0), χ̃0 ≡ 1 on W̃1, where W̃1 b W̃0 are two

small neighborhood of the set {ξ = τ = 0} × {t ∈ [−T0, 2T0]} in T ∗Z. The scalar operator L̃ satisfies
L̃ ' Σ

k
( εi )

kL̃k(x, τ, ξ)

L̃|τ=0 = −ε2∆g modulo τ2

L̃0(x, τ, ξ) = −ρ(x)τ2 + ‖ξ‖2 + 0(τ4).

(2.50)

The error terms R̃ in (2.49) is such that for any ε-o.p.d. Q̃ with essential support in W̃1, one has

‖Q̃ ◦ R̃ ;L2(Z;Gs)→ L2(Z;C)‖ ∈ O(ε∞) ∀s ∈ [−σ0, σ0]. (2.51)

Let vk(t, x, y) be the distribution on Z × Td

vk = T (uk) =
∑
`∈Zd

ei`(y−x/εk)uk(t, x). (2.52)

We deduce from (2.50) that (hε )2L̃
def= L̃ is an h-o.p.d.; writing ε

i ∂x = ε
h (hi ∂x), and using hk

εk
≥ 1

γk
→∞ (2.49,

2.51) we get, for any h-o.p.d. Q compactly supported in {ξ, τ} and with support in Z × {t ∈ (−T0, 2T0)}

‖QL̃Π̃0v
k‖L2(Z) ∈ 0(h∞k ). (2.53)
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By the analogue of (2.45) in the interior case, we also have

‖Π̃0v
k − Q̃0u

k‖L2(Z∩{t∈[−T0,2T0]}) ≤ C[γk + εk] (2.54)

where Q̃0 is an ε-o.p.d. with principal symbol χ0, with essential support in W̃0.
Let µ be a h-semi classical measure associated to {uk} (see [8]). (The hypothesis uk ∈ Iεkhk implies that µ is

supported in |τ | ∈ [0.9, 2.1].) From (2.47) and (2.46) we deduce that

µ|Y ∩Z ≡ 0 and µ|]0,T0[×V ≡ 0. (2.55)

Let ν be a h-semiclassical measure associated to Π̃0v
k. Using (2.54) and lim

k→∞
εk/hk = 0 we get

ν = χ̃2
0(t, x; ξ′ = 0, τ = 0)µ. (2.56)

The principal symbol of L̃ is −ρ(x)τ2 + ‖ξ‖2 + γ2
k0(τ4). In the equation (2.53) we view γk = εk/hk as a

small parameter. We can then use the proof of the interior propagation theorem (see [8]) with the additional
parameter γk going to zero. We get from (2.53) that the support of ν is contained in the set ρ(x)τ2 −‖ξ‖2 = 0,
and that the support of ν propagates along the bicharacteristic flow of ρ(x)τ2 − ‖ξ‖2. Using (2.55, 2.56), and
the hypothesis (0.9) we obtain for β small

µ]T0/2−β,T0/2+β[ ≡ 0. (2.57)

Using (2.41), we get that the sequence uk is h-oscillatory (see [7]), so from (2.57) we deduce

lim
k→∞

‖uk‖L2(Z×]T0/2−β,T0/2+β[) ≡ 0.

Then from (2.48), we obtain lim
k→∞

‖uk‖L2(Ω×(T0/2−β,T0/2+β)) = 0 which contredicts ‖uk‖ ≡ 1. �

3. Lopatinski estimate

3.1. Proof of Proposition 2

We first verify the implication Theorem 2 ⇒ Proposition 2. For uε ∈ Iεh, we have

wε =
[
wε0
wε1

]
=
[

T (uε)
T (A0(ε∂xdu

ε) + εA1(x, ∂x′)uε)

]
(3.1)

and by (2.44)

Γ(uε) = Q0

[∮
Td
wε +R0(ε∂t)wε + εR1w

ε

]
. (3.2)

The Dirichlet boundary condition uε|xd=0 implies wε0|xd=0 = 0, so we get

Γ0(uε)|xd=0 = Q0

[∮
Td

(R0(ε∂t) + εR1)
[

0
wε1|xd=0

]]
1stcomponent

. (3.3)
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If one multiplies the equation (0.4) by ε3ϕ(xd) ∂
∂xd

where ϕ ∈ C∞0 (]−r0/2, r0/2[) is equal to 1 near the boundary
xd = 0, and integrates by part, one gets

For any t1, t2, there exist C s.t. ∀ε

‖ε∂nuε‖L2((t1,t2)×∂Ω) ≤ Cε−1/2‖uε‖ ∀uε ∈ Iεh.
(3.4)

Therefore, by (3.1) we get for s0 < −d/2

‖wε1|xd=0 ;L2((t1, t2)× ∂Ω ;Hs0(Tdy)‖ ≤ Cε−1/2‖uε‖. (3.5)

If R is an o.p.d from L2(XT0∩xd=0 ; Hs0(Td)) in L2(XT0∩xd=0) , using the classical calculus of Appendix A.1,
we get from the a priori bound (3.5) on the trace wε1|xd=0

‖[Q0, R]wε1|xd=0 ; L2(XT0∩xd=0)‖ ≤ Cε1/2‖uε‖. (3.6)

If Theorem 2 holds true, we have

‖Q0w
ε
1|xd=0 ; L2(XT0∩xd=0 ; Hs1(Td))‖ ≤ C‖uε‖. (3.7)

Now using the fact that ε∂t commutes with T and is bounded by O(γ = ε/h) on Iεh, (3.3, 3.6, 3.7) and ε ≤ h0ε/h,
we get (0.47), i.e.

‖Γ0(uε)|xd=0 ;L2(XT0 ∩ xd = 0)‖ ≤ C ε
h‖uε‖.

3.2. Proof of Theorem 2

In this part, we work with a family {uε}ε, uε ∈ Iεh with ε ∈]0, ε0], h ∈ [ε/γ0, h0]; we always assume ‖uε‖ ≤ 1.
We first remark that the Theorem 2 is local near any ρ0 = (t0, x′0, τ0 = 0, ξ′0 = 0) ∈ T ∗(Rt × ∂Ω). Let Q1 be
a tangential scalar o.p.d equal to Id near ρ0, and with essential support close to ρ0, and contained in W0. By
(2.38, 2.39) we get (see (0.30) for the definition of Es)

(
ε ∂
∂xd

+M0
)
Q1w

ε = g̃ε

g̃ε =
[
ε ∂
∂xd

+M, Q1

]
wε − ε

i

2

Σ
j=1
MjQ1w

ε

(3.8)

and for any s0 + 1 < −d/2 and any t1, t2

sup
ε
‖Q1w

ε;L2([t1, t2]× ∂Ω× [0, r0];Es0+1‖ < +∞ (3.9)

sup
ε
ε−1‖g̃ε;L2([t1, t2]× ∂Ω× [0, r0];Es0‖ < +∞. (3.10)

We define fε, gε by

Q1w
ε =

(
fε0
ifε1

)
, fε =

(
fε0
fε1

)
, gε =

(
g̃ε0
i
−g̃ε1

)
. (3.11)
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We may assume that fε is supported in a small neighborhood U = U0 × [0, r1[ of (t0, x′0) in Rt × ∂Ω × [0, r0],
and we denote by (x1, · · · , xd−1) a local coordinate system near x′0 in ∂Ω. Near the boundary by the choice of
coordinates (0.15), we have a0(x) ≡ 1 and a1(x, ξ′) ≡ 0, so equation (3.8) may be rewritten as

ε

i

∂

∂xd
fε + Nfε = gε

N =


ed(x).Dy −1

a2(x, εi ∂x′ + e′(x)Dy)− ρ̂(x, y)
(
ε∂t
i

)2

ed(x).Dy


(3.12)

with Dy = 1
i
∂
∂y , e′(x)Dy = (e1(x).Dy , · · · , ed−1(x).Dy), we define the trace operators Tr0, T r1 by

Tr0(fε) = fε0 |xd=0 Tr1(fε) = fε1 |xd=0. (3.13)

We have Tr0(fε) ≡ 0 and we have to prove
If W0 ⊂ {|ξ′|+ |τ | < α0}, with α0 small enough, there exist s1, C, s.t.

sup
ε
‖Tr1(fε);L2(U0;Hs1(Td))‖ ≤ C.

(3.14)

For any ` ∈ Zd, we define `⊥x and `
′′

x

`⊥x = ed(x).` , `′′x = (e1(x).`, · · · , ed−1(x).`). (3.15)

We have by (32), with ‖`′′x‖2 = a2(x, `′′x)

‖tdθ(x)(`)‖2x = (`⊥x )2 + ‖`′′x‖2. (3.16)

Let N0(x) be the restriction of N to the zero section ξ′ = τ = 0. We have
N0,`(x) =

(
`⊥x −1
‖`′′x‖2 `⊥x

)
∈ M2(R)

N0(x)
(

Σ
`
z`e

i`y

)
= Σ

`
N0,`(x)(z`)ei`y

(3.17)

and the eigenvalues of N0,`(x) are

λ0
±,`(x) = `⊥x ± i‖`′′x‖. (3.18)

Our strategy of proof of the estimate (3.14) is to split fε into two pieces. The first one will be concentrate
near ‖`′′x‖ small, where the spectrum of N is close to the real axis; we shall treat this part by a perturbation
argument on the spectral theory of N. The second one ‖`′′x‖ ≥ cte > 0 will be handle by elliptic estimates on N.

To achieve this program, we shall use the “exotic” pseudo-differential calculus of Appendice A.2, with
Z = Rt × Rd−1

x′ × [0, r0]xd ; to simplify notation we denote by St,m (resp. Bt,m) the class of symbols (resp.
operators) defined in (A.15) (resp. (A.17)). The restriction on xd = 0 of these class of symbols and operators
will be denoted by Sm,Bm.
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We first conjugate the equation (3.12) so that the natural scale of space on the torus will be

Hs def= [Hs(Td)]2. (3.19)

Let 〈`′′x〉 = (1 + ‖`′′x‖2)1/2. We define the operators Λ = Λ(x) and E0 = E0(x) on the torus by

Λ(Σ
`
z`e

i`y) = Σ
`

(
1 0
0 〈`′′x〉

)
(z`)ei`y (3.20)

E0(Σ
`
z`e

i`y) = Σ
`

(
`⊥x −〈`′′x〉
‖`′′x‖2
〈`′′x〉

`⊥x

)
(z`)ei`y. (3.21)

Let F ε be

F ε = Λ−1(fε). (3.22)

We have Tr0(F ε) = 0 and by (3.9), and the fact that Λ−1 maps clearly Es+1 in Hs,we get

sup
ε
‖F ε;L2(U ;Hs0)‖ <∞. (3.23)

Lemma 3.1. There exist q ∈ St,0, with

q|ξ′=0,τ=0 ≡ 0 (3.24)

such that, for any scalar tangential symbol θ(t, x, τ, ξ′) equal to Id near the essential support of Q1 and with
support in {|ξ′|+ |τ | ≤ α0}, F ε satisfies

Gε =
ε

i

∂

∂xd
F ε +

(
E0 +

(
0 0

Op(qθ) 0

))
F ε (3.25)

sup
ε
ε−1‖Gε;L2(U ;Hs0−1)‖ < +∞ . (3.26)

Proof. We conjugate (3.12) by Λ and we obtain

ε

i

∂

∂xd
F ε + Λ−1NΛF ε = Λ−1gε − Λ−1 ε

i

(
∂

∂xd
Λ
)
F ε. (3.27)

We have (
∂

∂xd
Λ
)(

Σ
`
z`e

i`y

)
= Σ

`

(
0 0
0 ∂

∂xd
〈`′′x〉

)
(z`)ei`y

and | ∂∂xd 〈`
′′
x〉| ≤ cte(1 + |`|2)1/2; therefore (by (3.10, 3.19)) we get

sup
ε
ε−1‖Λ−1gε − Λ−1 ε

i

(
∂

∂xd
Λ
)
F ε;L2(U ;Hs0−1)‖ < +∞. (3.28)



238 G. LEBEAU

A simple computation gives
Λ−1NΛ = E0 +

(
0 0
R 0

)
R = Op(⊕

`
〈`′′x〉)−1

[
a2

(
x,
ε

i

∂

∂x′

)
+
d−1∑
j=1

∂a2

∂ξ′j

(
x,
ε

i

∂

∂x′

)
(ej(x).Dy) + ρ̂(x, y)(ε∂t)2

] (3.29)

with

Op

(
⊕
`
〈`′′x〉

)−1(
Σ
`
z`e

i`y

)
= Σ

`
〈`′′x〉−1z`e

i`y.

Let θ(t, x, τ, ξ′) be a classical tangential o.p.d. with support in {|ξ′|+ |τ | ≤ α0} and equal to Id near the essential
support of Q1. By (3.11) we have

‖Op(θ)F ε − F ε;L2(U,Hs0)‖ ∈ O(ε∞). (3.30)

Therefore we can move R((1−Op(θ)F ε) from the left to the right of (3.27). So we just have to verify

R ◦Op(θ) = Op(qθ) + εOp(⊕
`
〈`′′x〉)−1 ◦Op(b) (3.31)

with q ∈ St,0 so that (3.24) holds true, and b ∈ St,1. The b term in (3.31) is defined by [Op(a2(x, ξ′) + · · · ] ◦
Op(θ) = Op(θ(a2 + · · · )) + εOp(b) and belongs clearly to St,1 (there is no loose in the x derivatives of b in
(A.15)). Let χ(τ, ξ′) ∈ C∞0 equal to 1 for (|τ |+ |ξ′|) ≤ 2α0. We define q by

q = (⊕
`
〈`′′x〉−1)

a2(x, ξ′) +
d−1∑
j=1

∂a2

∂ξ′j
(x, ξ′)(ej(x).Dy)− ρ̂(x, y)τ2

 .χ(τ, ξ′). (3.32)

The estimates |ej(x).`| ≤ Cte〈`′′x〉, j ≤ d− 1, and

∀α ∃Cα |∂αx (〈`′′x〉−1)| ≤ Cα(1 + |`|)|α|(〈`′′x〉−1) (3.33)

implies q ∈ St,0. The function a2(x, ξ′) is quadratic in ξ′ so (3.24) follows from (3.32). �

The eigenvalues of E0 = Λ−1N0Λ are λ0
±,`(x) = `⊥x ± i‖`′′x‖. For any x, the set (e1(x), · · · , ed(x)) is a basis of

Rd, so by the definition (3.15) of `⊥x and `′′x, there exist c1 > 0 such that

|`⊥x − k⊥x |+ ‖`′′x − k′′x‖ ≥ 4c1|`− k| ∀x,∀k, ` ∈ Zd. (3.34)

This implies the following separation property for the spectrum of E0 near the real axis

Lemma 3.2. For any x, ` ∈ Zd such that ‖`′′x‖ ≤ c1, one has

dist ({λ0
±,`(x)} , {λ0

±,k(x)}) ≥ c1 ∀k 6= `. (3.35)

Proof. If (3.35) is false, one has |`⊥x − k⊥x | < c1 and

|‖`′′x‖ − ‖k′′x‖| < c1, so we get |`⊥x − k⊥x |+ ‖`′′x − k′′x‖ < c1 + 3c1

in contradiction with (3.34). �
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Let Sp0(x) be the spectrum of E0(x)

Sp0(x) =
⋃
±,`

λ0
±,`(x). (3.36)

By (3.21), for λ 6∈ Sp0(x) the resolvant (λ − E0(x))−1 is diagonal with respect to the decomposition ⊕
`
ei`yC2,

(λ− E0(x))−1 = ⊕
`
(λ− E0,`(x))−1 with

(λ− E0,`(x))−1 =
1

(λ− λ0
+,`)(λ− λ0

−,`)

(
λ− `⊥x −〈`′′x〉
‖`′′x‖2
〈`′′x〉

λ− `⊥x

)
. (3.37)

Lemma 3.3. For any c0 > 0, there exist M such that for any x, dist(λ, Sp0(x)) ≥ c0 implies

‖(λ− E0,`(x))−1‖ ≤M ∀`. (3.38)

Proof. We may suppose Imλ ≥ 0. Then we have |λ− λ0
+,`||λ− λ0

−,`| ≥ c0|λ− `⊥x + i‖`′′x‖ |, so

|λ− `⊥x |
|λ− λ0

+,`‖λ− λ0
−,`|
≤ 1
c0

and
c0〈`′′x〉

|λ− λ0
+,`‖λ− λ0

−,`|
≤
√

1 + ‖`′′x‖2
max(c0, ‖`′′x‖)

·

The lemma follows from these two inequalities by (3.37). �

Let us define E = E(t, x, τ, ξ′) by (see (3.25))

E = E0 +
(

0 0
qθ 0

)
. (3.39)

For β > 0, let Σβ(x) ⊂ Zd be the set

Σβ(x) = {` ∈ Zd, ‖`′′x‖ < β} (3.40)

and for ` ∈ Zd, let γ`(x) be the circle

γ`(x) = {z ∈ C, |z − `⊥x | = c1/4} (3.41)

where c1 is the constant of Lemma 3.2.
Now, we fixe β, 0 < β � c1/4. Then for any x and ` ∈ Σβ(x), one has |λ0

±,`(x) − `⊥x | ≤ β � c1/4, so the
eigenvalues λ0

±,`(x) are the only ones inside the circle γ`(x). By Lemma 3.3, one gets

{
(λ− E0(x))−1 ∈ A0

‖(λ− E0(x))−1;H0 →H0‖ ≤M

} ∀λ ∈
⋃

`∈Σβ(x)

γ`(x)

∀x.
(3.42)

We then apply Lemma A.1: q vanishes on ξ′ = 0, τ = 0 and θ is supported in |ξ′| + |τ | ≤ α0. Therefore, if α0

is small enough, the resolvant (λ−E(t, x, τ, ξ′))−1 exist for any (t, x, τ, ξ′, λ) for λ ∈
⋃
`∈Σβ(x) γ`(x). Obviously,
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one has

1
2iπ

∫
γ`(x)

(λ− E0(x))−1dλ

(
Σ
k
zke

iky

)
= z`e

i`y. (3.43)

We choose ψ ∈ C∞0 (]− 1, 1[) equal to 1 on [−1/2, 1/2] and we define pr0(x), pr(t, x, τ, ξ′) by the formulas

pr0(x)
[
Σ
`
z`e

i`y

]
= Σ

`
ψ

(
‖`′′x‖2
β2

)
z`e

i`y (3.44)

pr(t, x, τ, ξ′) = Σ
`
ψ

(
‖`′′x‖2
β2

)
1

2iπ

∫
γ`(x)

(λ− E(t, x, τ, ξ′))−1
dλ. (3.45)

The next lemma shows that pr is well defined.

Lemma 3.4. There exists a 2× 2 matrix δpr(t, x, τ, ξ′) with entries in St,0, such that{
pr = pr0 + δpr
δpr|ξ′=0,τ=0 = 0. (3.46)

Proof. See Appendix B.

Let ϕ(t, x) ∈ C∞0 (U) equal to 1 near (t0, x′0). We next define Q0(t, x) and Q(t, x, τ, ξ′) by the formulas, where
〈`⊥x 〉 =

√
1 + |`⊥x |2, and σ = 2|s0|+ 2

Q0(t, x)
[
Σz`ei`y

]
= ϕΣ

`
ψ

(
‖`′′x‖2
4β2

)
1
〈`⊥x 〉σ

(
0 −〈`′′x〉
‖`′′x‖2
〈`′′x〉

0

)
(z`)ei`y (3.47)

Q(t, x, τ, ξ′) = ϕΣ
`
ψ

(
‖`′′x‖2
4β2

)
1
〈`⊥x 〉σ

1
2iπ

∫
γ`(x)

(λ− E(t, x, τ, ξ′))−1(E(t, x, τ, ξ′)− `⊥x )dλ. (3.48)

Lemma 3.5. There exist a 2× 2 matrix δQ(t, x, τ, ξ′) with entries in St,−σ, such that

{
Q = Q0 + δQ
δQ|ξ′=0,τ=0 = 0. (3.49)

Proof. See Appendix B.

We then define F ε,R and F ε,I by {
F ε,R = Op(pr)F ε

F ε,I = F ε − F ε,R. (3.50)

The Lemmas 3.4, A.2, the estimates (3.23) and (3.5), and the assumption ‖uε‖ ≤ 1 imply

sup
ε
‖F ε,R,I ;L2(U ;Hs0)‖ < +∞ (3.51)
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sup
ε
ε1/2‖Tr0,1(F ε,R,I);L2(U0;Hs0(Td)‖ < +∞. (3.52)

Moreover, F ε,I satisfies the following elliptic estimate

Lemma 3.6. There exist D(t, x′, τ, ξ′) ∈ S0 such that

sup
ε
ε−1/2‖Tr1(F ε,I)−Op(D)Tr0(F ε,I);L2(U0;Hs0−1(Td)‖ < +∞.

Proof. See Appendix B.

To simplify notations, for A ∈ St,∗ we define Ã by Ã = Op(A), and for gε, a family depending on ε in a
norm space B, gε ∈ εαB means sup

ε
ε−α‖gε;B‖ < +∞. We denote also by δ various symbols in S0 such that

δ|ξ′=0,τ=0 = 0. We first notice that Tr0(F ε) = 0 and (3.44) imply Tr0(p̃r0(F ε)) = 0, so by Lemma 3.4 we get

Tr0(F ε,R) = δ̃T r1(F ε,R + F ε,I). (3.53)

By Lemma 3.6, and the Lemmas A.2 and A.3 on the symbolic calculus, we deduce from (3.53)

Tr0(F ε,R) + δ̃T r1(F ε,R) + δ̃T r0(F ε,I) ∈ ε1/2L2(U0,H
s0−1). (3.54)

We have Tr0(F ε,I) = −Tr0(F ε,R), so (3.54) may be rewrite as a boundary condition for F ε,R(
1− δ̃

)
Tr0

(
F ε,R

)
+ δ̃T r1

(
F ε,R

)
∈ ε1/2L2(U0,H

s0−1). (3.55)

By Lemma 3.1, F ε,R satisfy the equation{
ε
i ∂xdF

ε,R + ẼF ε,R = Gε,R

Gε,R = p̃r(Gε) + [Ẽ, p̃r]F ε + ε
i (∂xd p̃r)F

ε.
(3.56)

By construction, we have [E, pr] ≡ 0, so by Lemma A.3 [Ẽ, p̃r] ∈ εSt,2 and from (3.23, 3.26) and Lemma A.2
we deduce

Gε,R ∈ εL2(U,Hs0−2). (3.57)

For u(x, y) ∈ L2(U,Hs), v(x, y) ∈ L2(U,H−s) let 〈u|v〉 be the duality

〈u|v〉 =
∫
U

(∫
Td
u(x, y)v̄(x, y)dy

)
dx (3.58)

and let us define J : L2(U,Hs)→ L2(U,Hs) by

J

(
u0(x, y)
u1(x, y)

)
=
(
u1(x, y)
u0(x, y)

)
. (3.59)

By the choice σ = 2|s0|+ 2 and Lemma 3.6 (A.2) we have{
JQ̃F ε,R ∈ L2(U ;H|s0|+2)
JQ̃F ε,R is compactly supported in U.

(3.60)
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Multiplying (3.56) by JQ̃F ε,R, we obtain (where (·|·) is the duality on xd = 0)
〈
Gε,R|JQ̃F ε,R

〉
=
〈
ε
i ∂xdF

ε,R|JQ̃F ε,R
〉

+
〈
JẼF ε,R|Q̃F ε,R

〉
= − εi

(
F ε,R|xd=0|JQ̃F ε,R|xd=0

)
+ J1 + J2 + J3

(3.61)

J1 =
〈
F ε,R|

{(
JẼ
)∗
− JẼ

}
Q̃F ε,R

〉
J2 =

〈
JF ε,R|

[
ε
i ∂xd + Ẽ, Q̃

]
F ε,R

〉
J3 =

〈
JF ε,R|Q̃Gε,R

〉
·

By (3.57) and (3.60), both |〈Gε,R|JQ̃F ε,R〉| and J3 areO(ε). By construction of Q (see (3.50)) we have [E, Q] ≡ 0
so by Lemma A.3, we get J2 ∈ O(ε). Finally, we have

JE = JE0 +
(
qθ 0
0 0

)
;

JE0

(
Σ
`
z`e

i`y

)
= Σ

`

‖`
′′
x‖2
〈`′′x〉

`⊥x

`⊥x −〈`′′x〉

 (z`)ei`y

so we obtain

(JẼ)∗ − (JẼ) =
(

(q̃θ)∗ − qθ 0
0 0

)
. (3.62)

By formula (3.32) and if we choose θ(t, x, τ, ξ′) real, qθ is self adjoint, so from Lemma A.4 we deduce J1 ∈ O(ε).
Summing up, we have thus

sup
ε
|
(
F ε,R|xd=0|JQ̃F ε,R|xd=0

)
| < +∞. (3.63)

We now remark that if δ1 ∈ S0 vanishes on ξ′ = 0, τ = 0, there exist δ2 ∈ S0, vanishing on ξ′ = τ = 0 such
that (1 + δ2)(1 − δ1) = 1 − p, where p(t, x, τ, ξ′) ∈ S0, is supported in c0 ≤ |τ | + |ξ′| ≤ 1/c0 for some c0 > 0.
Decreasing α0, hence W0, if necessary, we then will have p̃T r0,1(F ε,R) ∈ ε1/2L2(U0,H

s0−1). Using once more
Lemma A.3, we can thus rewrite the boundary condition (3.55) on the form

Tr0
(
F ε,R

)
− δ̃T r1

(
F ε,R

)
∈ ε1/2L2

(
U0,H

s0−1
)
. (3.64)

Let Q =
(
Q1 Q2

Q3 Q4

)
; inserting (3.64) in (3.63) and taking in account the a priori estimate (3.52) we get

{
sup
ε
|(Tr1(F ε,R)|ÃT r1(F ε,R))| < +∞

A = Q2 +Q1δ + δ∗Q3δ + δ∗Q4.
(3.65)

Let (we use Lem. 3.4 for the second equality)

F ε,R0 = p̃r0(F ε) = F ε,R + δ(F ε,R + F ε,I). (3.66)
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We know already that Tr0(F ε,R), T r0(F ε,I) and Tr1(F ε,I) are of the form δ̃T r1(F ε,R) + ε1/2L2(U0,H
s0−1) so

we get from (3.66)

Tr1
(
F ε,R0

)
= (1 + δ)Tr1

(
F ε,R

)
+ ε1/2L2

(
U0,H

s0−1
)
. (3.67)

Decreasing α0 if necessary we get as above

Tr1
(
F ε,R

)
= (1 + δ)Tr1

(
F ε,R0

)
+ ε1/2L2(U0,H

s0−1). (3.68)

Therefore (3.65) and (3.68) imply{
sup
ε
|(Tr1(F ε,R0 )|Ã0Tr1(F ε,R0 ))| < +∞

A0 = Q2
0 + δ∗A1 +A2δ

(3.69)

with A1, A2 ∈ S+σ .
By (3.66, 3.44), Tr1(F ε,R0 ) is of the form

Tr1(F ε,R0 ) =
∑

‖`′′
(x′,0)

‖≤β
z`(t, x′)ei`y (3.70)

and we may assume that the functions z`(t, x′) are supported in {ϕ ≡ 1}.

For ‖`′′x‖ ≤ β we have ψ
(
‖`′′x‖2
4β2

)
= 1, and |〈`′′x〉|

〈`⊥x 〉σ
∼ (1 + |`|)−(2|s0|+2); from (3.47) we therefore get for some

C0 > 0

|(Tr1(F ε,R0 )|Q2
0Tr1(F ε,R0 ))| ≥ C0‖Tr1(F ε,R0 );L2(U0,H

s0−1)‖2. (3.71)

We now remark that in (3.69), we may replace any δ(t, x′, τ, ξ′) term by χ((τ, ξ′)/α0)δ(t, x′, τ, ξ′), with χ ∈ C∞0
equal to 1 in the unit ball, and

χ((τ, ξ′)/α0)δ =
d−1∑
j=1

χ((τ, ξ′)/α0)ξ′jbj + χ((τ, ξ′)/α0)τb0

where b∗ ∈ S0 so we have, for some C1 > 0

|(Tr1(F ε,R0 )|(δ̃A0)Tr1(F ε,R0 ))| ≤ C1α0‖Tr1(F ε,R0 );L2(U0,H
s0−1)‖2. (3.72)

From (3.69, 3.71, 3.72) we get, for α0 small,

sup
ε
‖Tr1(F ε,R0 ) ;L2(U0 ; Hs0−1)‖ < +∞ (3.73)

so by (3.68), the same estimate holds true for Tr1(F ε,R), hence also for

Tr1(F ε,I) = δ̃T r1(F ε,R) + ε1/2L2(U0,H
s0−1).

Thus we have

sup
ε
‖Tr1(F ε);L2(U0,H

s0−1)‖ <∞. (3.74)

This concludes the proof of Theorem 2. �
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4. Propagation estimate

This section is devoted to the proof of Proposition 0.3. We fix a zero order o.p.d. Q(ε, t, x, ε∂x′ , ε∂t) equal to
Id near K, with essential support in W1 and we argue by contradiction. If (0.50) is untrue, there exist sequences
εk → 0 , γk → 0 hk → 0 , hk ≥ εk/γk, and uk ∈ Iεkhk such that{

‖uk‖ = 1
1
k‖QΓ0(uk)‖2L2(XT0) ≥

[
‖Γ0(uk)|xd=0‖2L2(XT0∩xd=0) + ‖uk‖2L2((0,T0)×V )

]
.

(4.1)

In particular the right hand side of the second line in (4.1) goes to zero.

Let L and
[
g0

g1

]
be defined by the formula (0.51) with uε = uk. We have

L ∼ Σ
n

(ε
i

)n
Ln , Ln =

(
Ln1 Ln2
Ln3 Ln4

)
(4.2)

so we get

L ∼
(
h/εL0

1 L0
2

h2/ε2L0
3 h/εL0

4

)
+
h

i

(
L1

1 ε/hL1
2

h/εL1
3 L1

4

)
+
∑
n≥2

(
h

i

)n ( ε
h

)n−1
(

Ln1 ε/hLn2
h/εLn3 Ln4

)
. (4.3)

By Lemma 2.1, i) h
εL

1
3 is a smooth function of x, ξ′ = h

i ∂x′ , τ = h
i ∂t, defined for h

ε (|ξ′|+ |τ |) small. Therefore,
L(h, x, hi ∂x′ ,

h
i ∂t) is a h-o.p.d. defined for h

ε (|ξ′|+ |τ |) small, with asymptotic development

L ∼
∑
n≥0

(
h

i

)n
Ln (4.4)

and by Lemma 2.1, ii) we get

L0 =
(

a−1
0 (x)a1(x, iξ′) −a−1

0 (x)
a2(x, iξ′) + ρ̂(x)τ2 0

)
+ 0

(( ε
h

)2

τ4

)
. (4.5)

Let uk be the extension of uk by zero outside Ω. Let µ be a h-semiclassical measure associated to {uk} (see [8]).
Let gk

0
the extension of gk0 = Γ0(uk) by zero on xd < 0 and let ν be a h-semiclassical measure associated to gk

0
.

Using (2.45) and lim
k→∞

εk/hk = 0 we get

ν = χ2
0(t, x; ξ′ = 0, τ = 0)µ (for x ∈ ∂Ω×]− r0, r0[). (4.6)

We have uk ∈ Iεkhk so we know that µ is supported in |τ | ∈ [0.9, 2.1]; moreover, by the proof of Proposition 1
Section 2, the support of µ|Ω is contained in the set ρ(x)τ2−‖ξ‖2 = 0, and µ|Ω propagates on the bicharacteristic
flow of ρ(x)τ2 − ‖ξ‖2. Let gk = Γ(uk), and let A(h, t, x, h∂x′ , h∂t) be any h-o.p.d. compactly supported in
T ∗(XT0). Using (0.41, 0.42) and lim

k→∞
εk/hk = 0 we get with h = hk

A

[(
h
∂

∂xd
+ L

)
gk
]
∈ O(h∞L2). (4.7)
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Writing L =
(
L1 L2

L3 L4

)
, we observe that the principal symbol of L1 vanishes near xd = 0. Using (4.1, 4.7) we

get that gk0 satisfies near the boundary the second order tangential h-pseudo differential equation,with h = hk A
[
(h∂xd)2gk0 +

(
R2 + hR1h

∂
∂xd

)
gk0

]
∈ O(h∞L2)

lim
k→∞

‖gk0 |xd=0‖L2 = 0
(4.8)

where R1,2 are h-tangential o.p.d. defined for h
ε (|ξ′| + |τ |) small, and the principal symbol of R2 , R

0
2 is given

by

R0
2 = a2(x, iξ′) + ρ(x)τ2 + 0

(( ε
h

)2

τ4

)
. (4.9)

We can now use the propagation theorem at the boundary for second order Dirichlet problem (see [8] for the
localization and propagation at hyperbolic point and [10], Append. or [3], Th. 1 for the propagation result near
the glancing set; here we view γk = εk/hk as a small parameter in equation (4.8), and we notice that the proof
of the propagation theorem allows this additional parameter going to zero). We get that the support of ν is
contained in the set ρ(x)τ2−‖ξ‖2 = 0, and that the support of ν propagates along the generalized bicharacteristic
flow of ρ(x)τ2 −‖ξ‖2; but (4.1) implies µ|]0,T0[×V ≡ 0, so from (0.9) and (4.6) we get µ|t∈]T0/2−α,T0/2+α[ ≡ 0 for
α small. This is in contradiction with ‖uk‖ = 1 by (2.41). �

A. Semi-classical o.p.d. with operator values

A.1. Classical calculus

We recall here some classical properties of semi-classical tangential pseudo differential operators. Let
Z = Rpz × [0, r0]xd and H1,H2 two separable Hilbert spaces.

We denote by StZ(H1 → H2) the vector space of functions q(ε, z, ζ, xd) defined for ε ∈]0, ε0] (ε0 small) smooth
in (z, ζ) ∈ T ∗Rpz , xd ∈ [0, r0], compactly supported in z, with values in bounded operators from H1 to H2

which satisfies the estimates

∀α, k ∃Cα,k ∀ε, z, ζ, xd
‖(1 + |ζ|)k∂αz,ζ,xdq(ε, z, ζ, xd);H1 → H2‖ ≤ Cα,k (A.1)

and admitting classical asymptotic expansions in ε

q ∼
∞∑
n=0

(ε
i
)nqn(z, ζ, xd

)
⇔ ∀N q −

∑
n<N

(ε
i

)n
qn ∈ εNStZ . (A.2)

For f(z, xd) ∈ L2(Z,H1) with compact support in z, the Fourier transform f̂ε(ζ, xd) is defined by

f̂ε(ζ, xd) =
∫
e−izζ/εf(z, xd)dz ∈ L2(Rpζ × [0, xd],H1) (A.3)

and for q ∈ StZ(H1,H2) , Op(q)(f) is defined by

Op(q)(f)(ε, z, xd) = (2πε)−p
∫
eizζ/εq(ε, z, ζ, xd)[f̂ε(ζ, xd)]dζ. (A.4)
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We define the set EtZ(H1 → H2) of tangential pseudo differential operators from L2(Z,H1) to L2(Z,H2) by Q = Qε ∈ EtZ(H1 → H2) iff there exist ϕ(z) ∈ C∞0 (Rpz)
and q̃ ∈ StZ(H1 → H2) such that
Qε(f)(z) = Op(q̃)[ϕ(z)f ] ∀f ∈ L2(Z,H1).

(A.5)

For Q ∈ EtZ(H1 → H2), one has Q = Op(q) with

q(ε, z, ζ, xd) = (2π)−p
∫
e−itθ q̃(ε, z, ζ + εθ, xd)ϕ(z + t)dtdθ

and Q is bounded on L2, i.e.

∃C ∀ε ‖Qε(f);L2(Z,H2)‖ ≤ C‖f ;L2(Z,H1)‖. (A.6)

For Q1 = Op(q1) ∈ EtZ(H1 → H2) and Q2 = Op(q2) ∈ EtZ(H2 → H3), one has Q1 ◦ Q2 = Op(q) = Q ∈ EtZ(H1

→ H3) with

q(ε, z, ζ, xd) = (2π)−p
∫
e−itθq1(ε, z, ζ + εθ, xd) ◦ q2(ε, z + t, ζ, xd)dtdθ

and the asymptotic expansion of q is given by the rule

q ∼ Σ
α

(ε
i

)|α| 1
α!
∂αζ q1 ◦ ∂αz q2. (A.7)

The set of operators EtZ(H1 → H2) is free of coordinates, i.e., if z 7→ φ(z) is a smooth diffeomorphism of Rpz,
and Q ∈ EtZ , then φ ◦ Q ◦ φ−1 ∈ EtZ . Thus, in the definition of EtZ , we can replace Rpz by a smooth manifold
M . For Q = Op(q) ∈ EtZ(H1 → H2) its principal symbol, q0(z, ζ, xd) is then defined as a smooth function of
(z, ζ, xd) ∈ T ∗M × [0, r0], with values in bounded operators from H1 to H2. For Q = Op(q) ∈ EtZ , the essential
support of Q SE(Q) is the closed subset of T ∗M × [0, r0] defined by{

ρ0 = (z0, ζ0, xd,0) 6∈ SE(Q) iff there exists a neighborhood
W of ρ0 such that q|W ∼ 0. (A.8)

Let K be a compact subset of T ∗M × [0, r0]. One says that Q1 ≡ Q2 near K if SE(Q1 −Q2) ∩K = φ and if
u : H1 → H2 is bounded, Q ≡ u near K means Q−ϕ(y, xd)u ≡ 0 for some ϕ ∈ C∞0 (M × [0, r0]) equal to 1 near
the projection of K on M × [0, r0]. If Q ≡ 0 near K, for any scalar tangential o.p.d. P ∈ EtZ(C→ C), such that
SE(P ) ⊂ K one has

∀N, ∃CN‖QP or PQ;L2(Z,H1)→ L2(Z,H2)‖ ≤ CNεN . (A.9)

One says that Q = Op(q) ∈ EtZ is elliptic on K if for any ρ = (z, ζ, xd) ∈ K, the principal symbol q0(ρ) is an
isomorphism from H1 onto H2. In that case, there exist E ∈ EtZ(H2 → H1) with principal symbol e0 equal to
q−1
0 near K such that E ◦Q ≡ IdH1 and Q ◦E ≡ IdH2 near K.

A.2. An exotic calculus

Let TdY be the d-dimensional torus, and for s ∈ R, Hs the usual Sobolev space

Hs =

∑
`∈Zd

a`e
i`y ,

∑
`

(1 + |`|2)s|a`|2 <∞

 · (A.10)
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For any operator A : ∩
s
Hs → ∪Hs, we denote by A`,k the matrix coefficient

A`,k =
∮
Td

(Aeiky).e−i`y. (A.11)

For m ∈ R, let Am be the following class of operators on the torus

Am =
{
A ;∀N, ∃CN |A`,k| ≤ CN

(1 + |`|)m
(1 + |`− k|)N ∀`, k ∈ Zd

}
· (A.12)

One has Am ◦ Am′ ⊂ Am+m′ , and for A ∈ Am, A is bounded from Hs to Hs−m for any s ∈ R. The identity

[Dj, A]`,k = (`j − kj)A`,k Dj =
1
i

∂

∂yj
(A.13)

shows that A0 is the class of bounded operators on L2 = H0 such that all the commutators

[Dj1 , [Dj2 , · · · [Djp , A] · · · ]] (A.14)

are bounded on L2.As a consequence, we get

Lemma A.1. Let A ∈ A0, and δ < (‖A;L2 → L2‖)−1. Then (Id+ δA)−1 ∈ A0.

Proof. B = (Id+ δA)−1 is bounded on L2, and all the commutators (A.14) for B can be expressed in terms of
commutators for A by iteration of the formula

[Dj, B] = −Bδ[Dj , A]B.

�
Let Z = Rpz × [0, r0].

We denote by St,mZ the vector space of functions A(ε, z, ζ, xd) defined for ε ∈]0, ε0] smooth in (z, ζ) ∈
T ∗Rpz , xd ∈ [0, r0], with values operators on the torus, which satisfy the estimates

∀α, β, γ,N,∃C , ∀ε, `, k, z, ζ, xd

|(1 + |ζ|)γ∂αz,xd∂
β
ζ A`,k(ε, z, ζ, xd)| ≤ C

(1 + |`|)m+|α|

(1 + |`− k|)N ·
(A.15)

In other words, A ∈ St,mZ means

∀α, β, γ (1 + |ζ|)γ∂αz,xd∂
β
ζA ∈ Am+|α|

uniformly in ε, z, ζ, xd.
Leibniz formula implies

St,mZ ◦ St,m
′

Z ⊂ St,m+m′

Z . (A.16)

We denote by Bt,mZ the class of operators{
Op(A) ; A ∈ St,mZ
Op(A)[f ](z, xd) = (2πε)−p

∫
eizζ/εA(ε, z, ζ, xd)[f̂ε(ζ, xd)]dζ

(A.17)
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where f ∈ L2(Z;Hs) for some s, Z = Rpz × (0, r0)xd , and f̂ε is the partial Fourier transform

f̂ε(ζ, xd) =
∫
e−izζ/εf(z, xd)dz ∈ L2(Rpζ × (0, r0);Hs). (A.18)

Lemma A.2. For any A ∈ St,mZ , Op(A) is bounded from L2(Z;Hs) in L2(Z;Hs−m) for any s, uniformly in
ε ∈]0, ε0].

Proof. To avoid the loose of derivative in z, we use the fact that A is a Schwartz function in ζ, so we can write,
by Fourier inversion formula

A(ε, z, ζ, xd) = (2π)−p
∫
eiζθB(ε, z, θ, xd)dθ (A.19)

with B ∈ St,mZ ; we obtain

Op(A)(f) = (2π)−p
∫
B(ε, z, θ, xd)[f(z + εθ, xd)]dθ. (A.20)

The bounds (A.15) for B (with α = β = 0, |γ| = p+ 1) imply

∀s,∃Cs sup
ε
‖B(ε, ·, θ, ·);L2(Z;Hs)→ L2(Z;Hs−m)‖ ≤ Cs

(1 + |θ|)p+1
(A.21)

and the lemma follows from (A.21) and

‖f(z + εθ, xd)‖ = ‖f(z, xd)‖ in L2(Z;Hs).

�
The next lemma gives the principal part of the symbolic calculus

Lemma A.3. For A1 ∈ St,m1
Z , A2 ∈ St,m2

Z , one has
Op(A1) ◦Op(A2) = Op(B)
B = A1 ◦A2 + εR

B ∈ St,m1+m2
Z , R ∈ St,m1+m2+1

Z .
(A.22)

Proof. We have Op(A1) ◦Op(A2) = Op(B) with

B(ε, z, ζ, xd) = (2π)−p
∫ ∫

e−itηA1(ε, z, ζ + εη, xd) ◦A2(ε, z + t, ζ, xd)dηdt. (A.23)

Using the Taylor formula f(ζ + εη) = f(ζ) + Σ
j
εηj
∫ 1

0
∂f
∂ζj

(ζ + εsη)ds and integrating by part with respect to tj ,

we get B = A1 ◦A2 + εR with

R =
1
i

Σ
j

∫ 1

0

ds

∫ ∫
(2π)−pe−itη

∂A1

∂ζj
(ε, z, ζ + εsη, xd) ◦

∂A2

∂zj
(ε, z + t, ζ, xd)dηdt. (A.24)

We shall verify R ∈ St,m1+m2+1
Z (the proof of B ∈ St,m1+m2

Z is similar).
If we define B2 = ∂A2

∂zj
∈ St,m2+1

Z and B1 ∈ St,m1
Z by

∂A1

∂ζj
(ε, z, ζ, xd) = (2π)−p

∫
eiθζB1(ε, z, θ, xd)dθ
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we are reduce to prove∫ 1

0

ds

∫
eiθζB1(ε, z, θ, xd) ◦B2(ε, z + εsθ, ζ, xd)dθ ∈ St,m1+m2+1

Z . (A.25)

The verification of (A.25) is now easy using (A.16), the Leibniz rule for derivatives and the fact that B1

(resp. B2) is in the Schwartz space with respect to θ (resp. ζ). �

Lemma A.4. Let ψ ∈ S(Rp) and A ∈ St,mZ . One has

Op(A)∗ ◦ ψ(
ε

i
∂z) = Op(A∗ψ(ζ)) + ε Op(R) (A.26)

with R ∈ St,m+1
Z .

Proof. We have Op(A)∗ = Op(B) with

B(ε, z, ζ, xd) = (2π)−p
∫ ∫

e−itηA∗(ε, z + t, ζ + εη, xd)dηdt. (A.27)

Using the Taylor formula as before, we get the identity (A.26) with

R =
1
i

Σ
j

∫ 1

0

ds

∫
(2π)−pe−itη

∂2A∗

∂zj∂ζj
(ε, z + t, ζ + εsη, xd)ψ(ζ)dtdη. (A.28)

As in the proof of Lemma A.3, we just observe that, for B ∈ St,mZ ,we have∫ 1

0

ds

∫
eiθζB(ε, z + εsθ, θ, xd)ψ(ζ)dθ ∈ St,mZ . (A.29)

�

B. Appendix

B.1. Proof of Lemmas 3.4 and 3.5

Let pr`0(x) and pr`(t, x, τ, ξ′) be the operators

pr`0(x)
(
Σkzkeiky

)
= ψ

(
‖`′′x‖2
β2

)
z` e

i`y (B.1)

pr`(t, x, τ, ξ′) = ψ

(
‖`′′x‖2
β2

)∫
γ`(x)

(λ− E(t, x, τ, ξ′))−1 dλ

2iπ
(B.2)

and

δpr`(t, x, τ, ξ′) = pr`(t, x, τ, ξ′)− pr`0(x). (B.3)

Let z = (t, x), ζ = (τ, ξ′), and (δpr`)j,k be the matrix of δpr` as in Appendix A.2. We shall prove:
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For any α, β, γ,N , there exist Cα,β,γ,N such that
(1 + |ζ|)γ |∂αz ∂

β
ζ (δpr`(z, ζ))j,k| ≤ Cα,β,γ,N (1+|`|)|α

(1+|`−j|+|`−k|)N

for every z, ζ, j, k, `
(B.4)

δpr`(z, 0) = 0 for any `, z. (B.5)

The two Lemmas 3.4 and 3.5 are consequences of the two properties (B.4, B.5), by definition of the class St,m
(see (A.15)). In fact (B.4) implies that the series ((3.45) and (3.48)) are convergent in the class St,0 and St,−σ.

(B.5) is obvious since E(z, 0) = E0(z) by (3.21) so pr`(z, 0) = pr`0(z). We have also E(z, ζ) = E0(z) for

|ζ| ≥ α0 since E(z, ζ) = E0(z) +
(

0 0
qθ 0

)
and θ(z, ζ) = 0 for |ζ| ≥ α0 so δpr`(z, ζ) is compactly supported in

ζ and we can forget γ and (1 + |ζ|)γ in the proof of (B.4). We firt conjugate E(t, x, τ, ξ′) by the multiplication
by ei`y. We get by (3.21, 3.32, 3.39)

e−i`y ◦ E(z, ζ) ◦ ei`y = `⊥x Id+ E`(z, ζ) (B.6)

E`(z, ζ) = E`0(z) +
(

0 0
q`θ 0

)
(B.7)

E`0(z)[Σwkeiky ] = Σ
k

 k⊥x −〈(k + `)′′x〉

‖(k+`)′′x‖2
〈(k+`)′′x〉

k⊥x

 (wk)eiky (B.8)

q`(z, ζ) =
(
⊕
k
〈(k + `)′′x〉−1

)
◦
[
a2(x, ξ′) +

d−1

Σ
j=1

∂a2

∂ξ′j
(x, ξ′)(ej(x).Dy + ej(x).`)− ρ̂(x, y)τ2

]
χ. (B.9)

We define π`0(z) = e−i`y ◦ pr`0(z) ◦ ei`y,

π`(z, ζ) = e−i`y ◦ pr`(z, ζ) ◦ ei`y , δπ` = π` − π`0 .

We have

π`0(z)
[
Σ
k
zke

iky

]
= ψ

(
‖`′′x‖2
β2

)
z0 (B.10)

π`(z, ζ) = ψ

(
‖`′′x‖2
β2

)∫
|λ|=c1/4

(λ− E`(z, ζ))−1 dλ

2iπ
· (B.11)
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We are now reduce to prove 

For any α, β,N, there exist Cα,β,N such that

|∂αz ∂
β
ζ (δπ`)j,k(z, ζ)| ≤ Cα,β,N

(1 + |`|)|α|
(1 + |j|+ |k|)N

for every z, ζ, j, k, `.

(B.12)

Notice that the spectrum of E`0(z), with (`, x) such that ‖`′′x‖ ≤ 2β � c1 can be separate in two pieces: two
small eigenvalues ±i‖`′′x‖ with associated eigenspace C2ei0y, and the other part of the spectrum leaving outside
the complex disk |λ| ≥ c1/2. The same is true for the spectrum E`(z, ζ) (the cutt-off function χ(z, ζ) localize
q` in |ζ| ≤ 2α0 � β). In order to prove (B.12), we use a Grushin method.

Let Âm be the set of operators on (D′(Td))2 ⊕ C2 of the form

L =
(
A B
C D

)
(B.13)

with A a 2 × 2 matrix with entries in Am (see Append. A.2) B a linear map from C2 in (C∞(Td))2, C a
continuous linear map from (D′(Td))2 in C2 and D ∈ M2(C). As in Appendix A.2, we remark that Â0 is the
class of bounded operators L on H = (L2(Td))2⊕C2 such that all the commutators [D̃j1 [D̃j1 , · · · , [D̃j,p, L]] are
bounded on H, with

D̃j =
(

1
i ∂yj 0

0 0

)
.

In particular, Lemma A.1 remain valid. We denote by ŜmV the vector space of functions of (z, ζ) ∈ V , V open

L(z, ζ) =
(
A(z, ζ) B(z, ζ)
C(z, ζ) D(z, ζ)

)
(B.14)

where B,C,D are as above and depends smoothly on (z, ζ), and A ∈ SmV . In other words, L(z, ζ) ∈ Ŝm means

∀α, β ∂αz ∂
β
ζ L ∈ Âm+|α| uniformly in (z, ζ) ∈ K b V. (B.15)

Let j, p be the injection and projection{
j(w) = wei0y : C2 → C∞(Td)2

p(f) =
∮
fdy D′(T2)→ C2 (B.16)

and

L`(λ, z, ζ) =
(
λ− E`(z, ζ) j

p 0

)
. (B.17)

Then L`(λ, ., .) is a holomorphic family in λ with values in Â1
V`

, with inverse in Â−1
V`

for |λ| < c1
2 , with

V` = {(z, ζ); ‖`′′x‖ < 2β}.
Notice that in view of (B.8, B.9), `′′x can be replace by a small parameter in Rd−1 in both E`0, q`, so all the

semi-norms of (L`(λ, z, ζ))−1 are uniform in (`, x) such that ‖`′′x‖ < 2β.
Let L`(λ, z, ζ) = (L`(λ, z, ζ))−1

L` =
(
A` B`

C` D`

)
. (B.18)
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Then λ− E`(z, ζ) is invertible iff det(D`(λ, z, ζ)) 6= 0, and we have the algebraic identity

(λ− E`(z, ζ))−1 = [A` −B`(D`)−1C`](λ, z, ζ). (B.19)

The function A` is holomorphic in λ ∈ {|z| < c1
2 } so we get by (B.11)

π`(z, ζ) = −ψ
(
‖`′′x‖2
β2

)∫
|λ|= c1

4

(B`(D`)−1C`)(λ, z, ζ)
dλ

2iπ
· (B.20)

This implies that the estimate (B.12) holds true for π`, hence for δπ` ((B.12) is obvious for π`0).

B.2. Proof of Lemma 3.6

One has [pr(t, x, τ, ξ′),E(t, x, τ, ξ′)] ≡ 0, pr ∈ St,0,E ∈ St,1, so Lemma A.3 implies [Op(pr), Op(E)] ∈ εSt,2.
In fact, the more precise estimate [Op(pr), Op(E)] ∈ εSt,1 holds true. To see this, we just observe that we have
E−E0 ∈ St,0; from the definitions ((3.21) and (3.33)) we get ∂ζE0 = 0, ∂zE0 ∈ St,1 and the result follows from
the symbolic calculus formulas (A.23) and (A.24). We then deduce from Lemma 3.1 that F ε,I = Op(Id−pr)(F ε)
satisfies the following equation

ε

i

∂

∂xd
F ε,I +Op(E)F ε,I = Gε,I (B.21)

where, F ε,I and Gε,I are such that
sup
ε
‖F ε,I ;L2(U ;Hs0)‖ < +∞

sup
ε
ε−1‖Gε,I ;L2(U,Hs0−1)‖ < +∞.

(B.22)

We shall first modified E in (B.21) in order to work with an elliptic equation. Let us define p̃r0(x) and
p̃r(t, x, τ, ξ′) by formulas (3.44) and (3.45) with ψ(4‖`′′x‖2

β2 ) instead of ψ(‖`
′′x‖2
β2 ). One has

p̃r ◦ (Id− pr)(t, x, τ, ξ′) ≡ 0 (B.23)

and by the proof of Lemma 3.4 one gets

p̃r = p̃r0 + δp̃r , δp̃r ∈ M2,2(St,0), δp̃r|ξ′=τ=0 = 0. (B.24)

Let χ(τ, ξ′) ∈ C∞0 (|τ | + |ξ′| < 2) equal to 1 near (|τ | + |ξ′| ≤ 1), χα0(τ, ξ′) = χ((τ, ξ′)/α0) and let K(x) be the
operator on the torus

K(x)(Σ`z`ei`y) = Σ
`
ψ

(
16‖`′′x‖2
β2

)
z`
〈`′′x〉

ei`y. (B.25)

Let us define Ẽ by the formula 
Ẽ = Ẽ0 + δẼ

Ẽ0 = E0 +
(

0 0
K 0

)
δẼ =

[(
0 0
qθ 0

)
+
(

0 0
K 0

)
◦ δp̃r

]
χα0 .

(B.26)



THE WAVE EQUATION WITH OSCILLATING DENSITY: OBSERVABILITY AT LOW FREQUENCY 253

One has θχα0 ≡ θ and
(

0 0
K 0

)
◦ p̃r0 =

(
0 0
K 0

)
, which implies

Ẽ = E+
(

0 0
K 0

)
◦ p̃rχα0 +

(
0 0
K 0

)
(1− χα0). (B.27)

One has (1− χα0)F ε,I ∈ εL2(U ;Hs0−1) so using (B.21, B.23) and Lemma A.3, one gets
[
ε
i
∂
∂xd

+Op(Ẽ)
]
F ε,I = G̃ε,I

sup
ε
ε−1‖G̃ε,I ;L2(U,Hs0−1)‖ < +∞. (B.28)

Notice that Ẽ0 is a diagonal operator
Ẽ0(Σz`ei`y) = Σ

`
Ẽ0,`(z`)ei`y

Ẽ0,` =

 `⊥x −〈`′′x〉
‖`′′x‖2 + ψ

(
16‖`′′x‖2
β2

)
〈`′′x〉

`⊥x

 .
(B.29)

The eigenvalues of Ẽ0,` are

λ̃±` = `⊥x ± i
(
‖`′′x‖2 + ψ

(
16‖`′′x‖2

β2

))1/2

. (B.30)

In particular, one has with 0 < c1 < c2

c1〈`′′x〉 ≤ |Imλ̃±` | ≤ c2〈`′′x〉 · (B.31)

We choose the associated eigenvectors

e±` (x) =

[
−〈`′′x〉

eλ±` (x)−`⊥x
1

]
. (B.32)

The map J0(x) defined by

J0(x)

(∑
`

(
z+
`

z−`

)
ei`y

)
= Σ

`
(z+
` e

+
` (x) + z−` e

−
` (x))ei`y (B.33)

is then an isomorphism of Hs for any s.
Let D± be the operators

D±(Σz`ei`y) = Σλ̃±` z`e
i`y. (B.34)

By construction, one has

J−1
0 Ẽ0J0 =

(
D+ 0
0 D−

)
. (B.35)
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Lemma B.1. If α0 is small enough, there exist δB, δC, δD+, δD− in St,0, with support in {|τ | + |ξ′| ≤ 2α0}
vanishing on ξ′ = 0, τ = 0 such that the following identity holds true

(
Id δB
δC Id

)−1

J−1
0 ẼJ0

(
Id δB
δC Id

)
=
(
D+ + δD+ 0

0 D− + δD−

)
. (B.36)

Proof. By formulas (B.26, B.35), one has

J−1
0 ẼJ0 =

(
D+ 0
0 D−

)
+ δM , δM =

(
δM1 δM2

δM3 δM4

)
where δMj ∈ St,0, vanishes on ξ′ = 0, τ = 0, and has support in {|τ | + |ξ′| ≤ 2α0}. Equation (B.36) is then
equivalent to the following system of equations

δM1 + δM2δC = δD+

δM4 + δM3δB = δD−
δM2 + δM1δB +D+δB = δBD− + δBδD−

δM3 + δM4δC +D−δC = δCD+ + δCδD+.

(B.37)

We are thus reduce to solve the equation, with unknown δB ∈ St,0{
D+δB − δBD− + δM1δB + δM2 − δBδM4 − δBδM3δB = φ(δB, δM)
φ(δB, δM) = 0. (B.38)

Let Ex, E be the Banach space of operators on the torus: (A`,k =
∮
Td(Aeiky)e−i`y)

E =

{
A; ‖A; E‖ = sup

`,k
|A`,k|(1 + |`− k|)N0 < +∞

}
(B.39)

Ex =

{
A; ‖A; Ex‖ = sup

`,k
|A`,k|(1 + |`− k|)N0 |λ̃+

` (x) − λ̃−k (x)| < +∞
}

(B.40)

where N0 is given, N0 ≥ d + 1. By (B.30, B.31), the injection Ex ↪→ E is continuous, and the map (A1, A2)
→ A1A2 is continuous on E by the choice of N0.

We shall first verify that (B.38) has a unique small solution δB ∈ Ex, for (t, τ, x, ξ′) fixed, if α0 is small
enough. By construction, one has

(D+δB − δBD−)`,k = (λ̃+
` − λ̃−k )(δB)`,k (B.41)

so δB 7→ D+δB − δBD− is an isomorphism of Ex onto E . The map (δB, δM) → φ(δB, δM) is differentiable
from Ex × (E)4 to E and satisfies

∂

∂δB
φ(0, 0) = D+(·)− (·)D− φ(0, 0) = 0. (B.42)

By the implicit function theorem, the equation φ(δB, δM) = 0 has thus a unique small solution δB ∈ Ex,
provide ‖δM ; E‖ is small. Using (B.26) (q and δp̃r vanish on ξ′ = τ = 0) and χα0(τ, ξ′) = χ( (τ,ξ′)

α0
) one gets the

estimate ‖δMj; E‖ ≤ Cteα0. This shows the existence of δB solution of (B.38).



THE WAVE EQUATION WITH OSCILLATING DENSITY: OBSERVABILITY AT LOW FREQUENCY 255

It remains to prove that for any fixed z = (t, x), ζ = (τ, ξ), we have

∀N, ∃CN |(δB)`,k(z, ζ)| ≤ CN
(1 + |`− k|)N (B.43)

and that the functions (z, ζ) 7→ (δB)`,k(z, ζ) are smooth and satisfy

∀α, β, γ,N , ∃C ∀z, ζ, `, k

|(1 + |ζ|)γ∂αz ∂
β
ζ (δB)`,k(z, ζ)| ≤ C (1 + |`|)|α|

(1 + |`− k|)N ·
(B.44)

Let ∇i = 1
i
∂
∂yi

a derivation on the torus. The commutator [∇i, δB] satisfies the linear equation{
L([∇i, δB]) ∈ E
L(u) = D+u− uD− + δM1u− uδM4 − uδM3δB − δBδMu.

(B.45)

The linear map L is an isomorphism of Ex onto E provide ‖δMj; E‖ (hence ‖δB; E‖) is small enough; decreasing α0

if necessary, we find that (B.45) admits a unique solution [∇i, δB] ∈ Ex ↪→ E . By iteration, all the commutators
[∇i1, [∇i2, · · · [∇1k, δB] · · · ] belongs to Ex so (B.43) holds true. By construction, the functions (δB)`,k(z, ζ) are
smooth and compactly supported in {|ζ| ≤ 2α0}. For any m ≥ 0, let Am, Amx be the vector spaces

Am =
{
A;∀N, ∃CN |A`,k| ≤ CN

(1 + |`|)m
(1 + |`− k|)N

}
(B.46)

Amx =

{
A;∀N, ∃CN |A`,k| ≤

CN

|λ̃+
` (x)− λ̃−k (x)|

(1 + |`|)m
(1 + |`− k|)N

}
· (B.47)

In order to prove (B.44), we differentiate (B.38) with respect to (z, ζ) and we are reduce to verify that the
following assertion holds true

There exist β > 0 such that for δMj , δB ∈ A0,
with Σ

j
‖δMj; E‖+ ‖δB; E‖ ≤ β, the map u 7→ L(u)

is an isomorphism of Amx onto Am for any m ≥ −1.
(B.48)

(Here we use the fact that A 7→ (∂αxD+)A −A(∂αxD−) maps Amx into Am+|α| for any α: it is a consequence of
the estimates |λ̃+

` (x) − λ̃−k (x)| ≥ Cte(〈`′′x〉+ 〈k′′x〉) and for |α| ≥ 1 |∂αx λ̃±` (x)| ≤ Cα(1 + |`|)|α|〈`′′x〉.)
Let us first verify that (B.48) holds true for m = 0. We remark that A0 (resp. A0

x) is the set of operators
A ∈ E (resp.Ex) such that all the commutators [∇i1 [∇i1 [∇i2 , · · · , [∇ip , A]] belongs to E (resp. Ex). For β small L
is an isomorphism between Ex and E and for u ∈ Ex, v ∈ E such that L(u)−v = 0, one has L([∇i, u])−[∇i, v] ∈ E .
Therefore (B.48) holds true for m = 0, and by the same argument for m = −1. We now fixe β and we proceed
by induction on m ≥ 1; let us assume that (B.48) holds true for −1 ≤ m′ ≤ m− 1. Let Λ be the operator on
the torus Λ(Σz`ei`y) = Σ(1 + |`|)z`ei`y. We have L(u) = D+u− uD− + pu+ uq with p, q ∈ A0, so [Λ, p] ∈ A0;
from [Λ, D±] = 0, we get L(Λw) − ΛL(w) = [p,Λ]w. Let J : Am → Amx the map

J(v) = ΛL−1(Λ−1v) + L−1([Λ, p]L−1(Λ−1v)) (B.49)

where L−1 : Am−1 → Am−1
x is the inverse map of L. We have L ◦ J(v) ≡ v, and it remains to show that

u ∈ Amx , and L(u) = 0 imply u = 0 : we have [Λ−1, p] ∈ A−2 so L(u) = 0 ⇒ L(Λ−1u) = [p,Λ−1]u ∈ Am−2

⇒ Λ−1u ∈ Am−2
x ⇒ u ∈ Am−1

x and we get u = 0. �
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Lemma B.2. Let U0 = {z ∈ Rp, |z| ≤ r0}, and U = U0 × [0, r1] with r0, r1 > 0. For any ` ∈ Zd, let
λ`(z, xd) ∈ C0(U ;C) be given continuous functions such that

∃c0 > 0,∃c1 > 1,∀`,∀z, xd
Imλ`(z, xd) ≥ c0 and

|λ`(z, xd)|
1 + |`| ∈

[
1
c1
, c1

]
.

(B.50)

Let D(z, xd) be the operator on the torus

D(z, xd)[Σu`ei`y] = Σλ`(z, xd)u`ei`y. (B.51)

Let σ ∈ R be given, and for ε ∈]0, 1], Bε(xd) a family of bounded operator on Eσ = L2(U0,H
σ(Td)) such that i) ∀f ∈ Eσ,∀ε xd 7→ Bε(xd)[f ] is a continuous function

of xd ∈ [0, r1] with values in Eσ

ii) ∃δ,∀ε,∀xd ‖Bε(xd);Eσ → Eσ‖ ≤ δ.
(B.52)

Then, for δ < c0 the Cauchy problem
[
ε

i

d

dxd
− (D +Bε)

]
(uε(xd)) = 0 xd ∈]0, r1[

uε(0) = u0 ∈ Eσ
(B.53)

admits a solution uε ∈ C0([0, r1], Eσ) ∩ C1([0, r1], Eσ−1) such that

‖uε(xd), Eσ‖ ≤ ‖u0, E
σ‖e−(c0−δ)xd/ε. (B.54)

Proof. We first observe that the assumption (B.50) implies that D maps C0([0, r1], Eσ) onto C0[0, r1], Eσ−1)
for any σ. We have ‖v;Eσ‖ = ‖(1 + |Dy|2)σ/2v;E0‖ and [D, (1 + |Dy|2)σ/2] = 0, so if one replace Bε by
(1 + |Dy|2)σ/2Bε(1 + |Dy|2)−σ/2, we are reduce to the case σ = 0. For any L, let πL be the orthogonal projector
πL(Σu`ei`y) = Σ

|`|≤L
u`e

i`y. The equation


(
ε

i

d

dxd
− πL(D +Bε)πL

)
uεL(xd) = 0

uεL(0) = πL(u0)
(B.55)

is an ordinary differential equation in the Hilbert space = L2(U0, ⊕
|`|≤L

Cei`y) = EL ↪→ Es, so admit a unique

solution uεL ∈ C1([0, r1], EL). It satisfies the identity,

d

dxd
‖uεL‖2 = 2Re

(
i

ε
DuεL|uεL

)
+ 2Re (i/επLBεπLuεL|uεL) (B.56)

so we get using (B.50) and (B.52) d
dxd
‖uεL‖2 ≤ −2

ε (c0 − δ)‖uεL‖2, which implies

‖uεL(xd), E0‖ ≤ ‖u0, E
0‖e−(c0−δ) xdε . (B.57)

Therefore uεL is bounded in L2([0, r1], Eσ)∩H1([0, r1], Eσ−1) = F for fixed ε so we can extract a subsequence uεLk
so that uεLk

weak
⇀ uε in F and uε satisfies (B.53). In particular we have ε

i
d
dxd

uε −Duε = Bεu
ε ∈ L2([0, r1], Eσ)

so uε ∈ C0([0, r1], Eσ) ∩ C1([0, r1], Eσ−1). The estimate (B.54) is then a consequence of (B.57). �
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We can now achieve the verification of Lemma 3.6. We choose a tangential scalar o.p.d. Q2 equal to Id near
the support of Q1 and with essential support closed to ρ0, and we define T = Q2δẼQ2. Then Op(T )(xd) acts
on L2(U0,H

σ),∀σ. Using (B.28), we still have[
ε

i

∂

∂xd
+Op(Ẽ0 + T )

]
F ε,I ∈ εL2(U,Hs0−1). (B.58)

We then apply Lemma B.1 to Ẽ∗0 + T ∗ instead of Ẽ; let I0(x) be the map

I0(x)
(

Σ
`

(
z+
`

z−`

)
ei`y
)

= Σ
`

[
z+
`

(
−λ̃+

` (x)+`⊥x
〈`′′x〉
1

)
+ z−`

(
−λ̃−` (x)+`⊥x
〈`′′x〉
1

)]
ei`y. (B.59)

We get the existence of δB, δC, δD+, δD− in St,0 such that, with

I = I0

(
Id δB
δC Id

)
.

One has

I−1(Ẽ∗0 + T ∗)I =
(
D+ + δD+ 0

0 (D− + δD−)

)
. (B.60)

Moreover, by the proof of Lemma B.1, and the fact that lim
α0→0

‖(|ξ′|+|τ |)χα0(ξ′, τ)‖L∞ = 0, we may suppose that

the norm of the tangential operators δD±(xd) acting on L2(U0,H
|s0|+1) is as small as we want. Taking in account

the lower bound (B.31) −Imλ−` (x) ≥ c1〈`′′x〉 ≥ c1, we can apply Lemma B.2. For every h ∈ L2(U0,H
|s0|+1) we

get vε ∈ L2(U0 × [0, r1],H |s0|+1) such that
[
ε

i

∂

∂xd
+Op(D− + δD−)

]
vε = 0

vε|xd=0 = ε−1/2h
sup
ε
‖vε, L2(U0 × [0, r1];H |s0|+1)‖ ≤ Cte‖h;L2(U0;H |s0|+1)‖.

(B.61)

We put vε =
[

0
vε

]
.

We choose θ(xd) ∈ C∞0 (] − r1, r1[) equal to 1 near zero. We denote by 〈 | 〉 the duality between L2(V0,H
σ)

and L2(V0,H
−σ). We have by (B.58)∫ ∞

0

〈(ε
i
∂xd +Op(Ẽ0 + T )

)
F ε,I |θ(xd)Op(I)vε

〉
∈ 0(ε)‖h‖. (B.62)

We integrate by part, taking into account Lemma A.4 and ‖θ′(xd)Op(I)vε ; L2(U,H|s0|+1)‖ ≤ Cte‖h‖, we get

ε

i
〈F ε,I |xd=0|Op(I)vε|xd=0〉 =

∫ ∞
0

〈
θ(xd)F ε,I |

(ε
i
∂xd +Op

(
Ẽ∗0 + T ∗

))
Op(I)vε

〉
dxd + 0(ε‖h‖). (B.63)

We have ‖ε[ ∂
∂xd

Op(I)]vε;L2(U,H|s0|)‖ ≤ Cteε‖h‖, and the estimates
∣∣∣∣∣∂αx

[
λ̃±` (x) − `⊥x
〈`′′x〉

]∣∣∣∣∣ ≤ Cα(1 + |`|)|α| ∀α

|∂αx Ẽ0,`| ≤ Cα(1 + |`|)|α| ∀α, |α| ≥ 1

(B.64)
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implies ‖
[
Op(Ẽ∗0 + T ∗) ◦Op(I)−Op((Ẽ∗0 + T ∗)I)

]
vε;L2(U,H|s0|)‖ ≤ Cteε‖h‖

‖
[
Op((I

(
D++δD+ 0

0 D−+δD−

)
)−Op(I) ◦Op

(
D++δD+ 0

0 D−+δD−

)]
vε;L2(U,H|s0|)‖ ≤ Cteε‖h‖.

(B.65)

From (B.61, B.63, B.65), we get ∣∣∣∣〈F ε,I |xd=0|Op(I)
[

0
h

]〉∣∣∣∣ ≤ Cteε1/2‖h‖. (B.66)

If one use the definition of I, the fact that h is arbitrary in L2(U0,H
|s0|+1), one get for some D ∈ S0

‖Op(Id+ δB)∗Tr1(F ε,I)−Op(D)Tr0(F ε,I);L2(U0,H
s0−1)‖ ≤ Cε1/2. (B.67)

Lemma 3.6 is then a consequence of the estimates (3.52), Lemmas A.2–A.4, and the fact for α0 small, Id+(δB)∗

is invertible in S0. �
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