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## Numdam

# ON THE STRUCTURE OF GENERAL STOCHASTIC AUTOMATA (*) 

by Hans Daduna ( ${ }^{1}$ )<br>Communicated by W. Brauer


#### Abstract

We describe the inner structure of stochastic automata over measurable spaces by their lattice of congruences, where a congruence is given by a diminished set of possible events and by a factorization of the underlying set. Using the knowledge of this (almost "countably dual-algebraic") lattice structure we construct the least quotient describing a given event and show when we are able to infer properties of a (hidden) event by measuring events in quotients which do not include this event.

Résumé - Nous décritons la structure interne d’un automate stochastique sur un espace mesurable par son treillis de congruences. oli une congruence est donnée par un ensemble diminué dévénements possibles et par une factorisation de lensemble associé. En utilisant la connaissance de cette structure de treillis (qui est presque un treillis dénombrablement dual-algébrique) nous construisons le quotient minimal qui contient un élénement donné et nous démontrons dans quelles conditions il est possible de trouver les propriétés d’un érénement caché en mesurant des éténements dans des quotients qui ne contiennent pas cet érénement.


## I. INTRODUCTION

Stochastic automata with general measurable state space were implicitly used as models in many areas (see for example: non-stationary Markovian programming [9]; learning theory [10], statistical search [11]), while the usual structure theory of stochastic automata only dealt with discrete state spaces. During the last years some articles appeared, which used explicitly the notion of a general stochastic automaton over measurable spaces (e. g. [1-7]). In this note we will study the class of state automata and describe the inner structure of such systems.

The auxiliary instrument to get knowledge about this structure is the lattice of congruences which we defined in [2]. This investigation enables us to speak of a least quotient automaton which describes a given event in an experiment. Looking for criteria which say when we are able to infer properties of a (hidden) event $B$ from the measurement of events in smaller automata, which don't include $B$ itself, we prove decomposition theorems in the manner of Hartmanis and Bacon.
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## II. STOCHASTIC AUTOMATA

1 Definition: A stochastic automaton $\underline{A}=((\Omega, \mathfrak{H}), Q ; F)$ is defined by a measurable space $(\Omega, \mathfrak{H})$, an initial distribution $Q$ on $(\Omega, \mathfrak{H})$ and a set $F$ of transition kernels; i e., $\lambda \in F$ implies that $\lambda: \Omega \times \mathfrak{A} \rightarrow[0,1]$ is a stochastic kernel. (In the following let $\underline{A}$ be fixed.)
2. Remarks: $a$. The automata we consider in this note are "initial Medvedev automata" with state space $\Omega$, a set $\mathfrak{A} \cong \mathscr{P}(\Omega)$ of possible events, an "input alphabet" $F$ and an initial distribution $Q$ on $(\Omega, \mathfrak{A})$.

The time development of the automaton is given in the following way: at $t=0$ the automaton is in state $Q ;$ if at time $t \in \mathbb{N}$ the automaton is in state $P$ [a probability measure on $(\Omega, \mathfrak{H})$ ], and if at time $t$ there is an input $\lambda \in F$, then the automaton is in state:

$$
\int_{\Omega} P(d x) \lambda(x, .)=:(\lambda P)(.) \quad \text { at time } \quad t+1
$$

So for every sequence ( $\lambda_{I}: t \in \mathbb{N}$ ) of input symbols the behavior of the automaton is given by an inhomogeneous Markov process.
$b$. Formally one should distinguish between an input symbol $\lambda$ and the associated transition kernel the application of which is caused by an input of $\lambda$ into the system. (Different inputs my cause the same transition.) But there will raise no difficulties if we identify input set and set of associated kernels: if $\lambda$ and $\mu$ are different input symbols with the same associated kernel $k$, then we have $k_{\mu}$ and $k_{\lambda}$ in $F$.

This description enables us to talk about stochastic automata of the "same (input)-type" although the sets of associated transition kernels are defined on different measure spaces (see e.g. lemma 7).
c. The transcription of the following investigations to the case of output automata is possible. (See [3], chapt. 10.)
d. For some practical purposes (stochastic dynamic optimization, e.g ) one needs a measurable structure on the set $F$ of input symbols. Since in our investigations we consider automata as sequential machines it would be sufficient to introduce the $\sigma$-algrebra generated by the countable subsets of $F$.
3. Examples: a. The first time, a continuous automaton was constructed explicitly seems to be in the note [11]: The automaton constructed there was an
automaton with output. It had state set and output set $\left(\mathbb{R}^{n}, \mathfrak{B}^{n}\right)$. But the transition kernels from state space $\left(\mathbb{R}^{n}, \mathfrak{B}^{n}\right)$ to the cartesian product of state and output space $\left(\mathbb{R}^{n}, \mathfrak{B}^{n}\right)^{2}$ are in their second component concentrated on the diagonal diag $\mathbb{R}^{2 n}$. So we have essentially an automaton $\underline{S}=\left(\left(\mathbb{R}^{n}, \mathfrak{B}^{n}\right)\right.$, $Q ;\left\{\mu_{0}, \mu_{1}\right\}$ with kernels $\mu_{1}: \mathbb{R}^{n} \times \mathfrak{B}^{n} \rightarrow[0,1], i=0,1$, and $\mu_{1}(a,$.$) is the point$ mass in $(-a), \mu_{0}(a,$.$) is uniformly distributed on a ball with center a$ and fixed radius $r$. ( $S$ in state $s \in \mathbb{R}^{n}$ means that the automaton at this time makes a walk given by vector $s ; \mu_{1}$ is used if the last step was not successful: the automaton goes back its last way; $\mu_{0}$ means: the automaton walks in any direction a way the length of which is at most $r$ ).
b. Given any initial topological state automaton $T=\left(\left(\mathbb{R}^{1}, \mathbb{C}^{1}\right), s_{1} ; F_{t}\right)$ with state space $\left(\mathbb{R}^{1}, C^{1}\right)$, where $\mathbb{C}^{1}$ are the open sets and $F_{1}$ is a set of continuous mappings from $\mathbb{R}^{1}$ into $\mathbb{R}^{1}$. Then there exists a stochastic automaton $\underline{I}=\left(\left(\mathbb{R}^{1}, \mathfrak{B}^{1}\right), Q ; F\right)$, where $\mathfrak{B}^{1}=\sigma\left(\mathbb{C}^{1}\right)$ and the cernels of $F$ are defined in the following way:
if

$$
f: \quad\left(\mathbb{R}^{1}, \mathcal{O}^{1}\right) \rightarrow\left(\mathbb{R}^{1}, \mathscr{O}^{1}\right) \in F_{t},
$$

then

$$
\begin{gathered}
\lambda_{f}: \quad \mathbb{R}^{1} \times \mathfrak{B}^{1} \rightarrow[0,1], \\
(x, C) \rightarrow \frac{1}{\sqrt{2 \pi} \sigma} \int_{C} \lambda^{1}(d y) \exp \left(-\frac{(y-f(x))^{2}}{2 \sigma^{2}}\right)
\end{gathered}
$$

is in $F$. ( $\lambda^{\prime}$ is Lebesgue measure.)
$\underline{T}$ is a perturbated version of 7 : at any transition [which should be controlled by $f(x)$ ] the automaton makes some faults which are given normally distributed, centered at the "true" value $f(x)$.
c. Any homogeneous chain, any Markov process with continuous state space and discrete time scale is an initial Medvedev automaton.

## III. THE LATTICE OF STOCHASTIC CONGRUENCES

4. Definition: A (stochastic) congruence on $\underline{A}$ is a pair $\theta=\left(\bar{\theta}, \mathfrak{A l}_{\theta}\right)$, where $\bar{\theta}$ is an equivalence on $\Omega$ and $\mathfrak{Y}_{0}$ a sub- $\sigma$-algebra of $\mathfrak{A}$, such that the following holds:
(i) $\left(\mathfrak{A}_{0}\right.$ nat $\left.\bar{\theta}\right)$ nat $\bar{\theta}^{-1}=\mathfrak{A}_{\theta}$, where $\mathfrak{\Re}_{\theta}$ nat $\bar{\theta}=\left\{D \cong A / \bar{\theta}: D\right.$ nat $\left.\bar{\theta}^{-1} \in \mathfrak{H}_{\theta}\right\}$;
(ii) for all $\lambda \in F, a, b \in \Omega, C \in \mathfrak{H}_{\theta}: a \bar{\theta} b \Rightarrow \lambda(a, C)=\lambda(b, C)$;
(iii) for all $\lambda \in F, \quad C \in \mathfrak{A}_{\theta}: \lambda:(., C): \Omega \rightarrow[0,1] \quad$ is $\quad \mathfrak{A}_{\theta}-\mathfrak{B}^{1} \cap[0,1]-$ measurable.
5. Remarks: $a$. The equivalence $\bar{\theta}$ tells us which points should not be distinguished further, and the sub- $\sigma$-algebra $\mathfrak{M}_{\theta}$ of the congruence contains the possible events of our experiment to which we want to reduce our interest. Condition (i) and (iii) represent the compatibility of the measurable structures of the automaton and its quotient, while (ii) reflects an algebraic compatibility: Transition operators and equivalence are interchangeable.
$b$. It is a little bit surprising that from (i) and (iii) we can deduce (ii):
If $[x] \bar{\theta}:=\{y \in A: x \bar{\theta} y\}$, then from $\left(\mathfrak{M}_{0}\right.$ nat $\left.\bar{\theta}\right)$ nat $\bar{\theta}^{-1}=\mathfrak{N}_{\theta}$ it follows that $[x] \bar{\theta} \cap B=\emptyset$ or $[x] \bar{\theta} \cong B$ for all $B \in \mathfrak{M}_{0}$. But from the $\mathfrak{A}_{\theta}-\mathfrak{B}^{1} \cap[0,1]$ measurability of $\lambda(., C)$ for $C \in \mathfrak{A}_{0}$ we have for $t \in[0,1]:\{t\} \lambda(., C)^{-1} \in \mathfrak{A}_{\theta}$.

There is a bijection between (stochastic) congruences on $\underline{A}$ and state homomorphisms with domain $\underline{A}$ (see [2]). The given definition permits the construction of quotient automata.
6. Definition: $a$. Let $\underline{A}, \underline{B}=((\Lambda, \mathfrak{B}), P ; F)$ be a pair of stochastic automata [of the same input type - see $2 b$ )] A state homomorphism $f: \underline{A} \rightarrow \underline{B}$ is given by a function $f: \Omega \rightarrow \Lambda$ with the following properties:
(i) $f$ is $\mathfrak{Y}-\mathfrak{B}$-measurable;
(ii) $P=Q f$ (the image mesure of $Q$ under $f$ );
(iii) for all $a \in \Omega$ and for all $\lambda \in F \lambda(a f,$.$) is the image measure of \lambda(a,$. under $f$;
(iv) for all $\lambda \in F(\lambda Q) f=\lambda P=\lambda(Q f)$.
b. Isomorphisms are those state homomorphisms $f: \underline{A} \rightarrow \underline{B}$ that are given by a bijection $f: \Omega \rightarrow \Lambda$ which has a $\mathfrak{B}-\mathfrak{Q}$-measurable inverse.
7. Lemma: Let $\theta=\left(\bar{\theta}, \mathfrak{A}_{\theta}\right)$ be a congruence on $\underline{A}$. Then $\underline{A} / \theta:=((\Omega / \bar{\theta}, \mathfrak{N} / \theta), Q / \theta ; F)$ is a stochastic automaton, where $\mathfrak{A l} / \theta:=\mathfrak{H}_{\theta}$ nat $\bar{\theta}$. $Q / \theta:=Q$ nat $\bar{\theta}$ (image measure under nat $\bar{\theta})$ and $\lambda([a] \bar{\theta}, C)=\lambda\left(a, C\right.$ nat $\left.\bar{\theta}^{-1}\right)$, $C \in \mathfrak{H} / \theta$. ( $\underline{A} / \theta$ called a quotient modulo $\theta$ of $\underline{A}$. Remember that $\underline{A}$ and $\underline{A} / \theta$ are only of the same input type, the associated kernels are distinct.)

Proof: From 4 (ii) follows that $\lambda: A / \bar{\theta} \times \mathfrak{H} / \theta \rightarrow[0,1]$ is a mapping. For fixed $D \in \mathfrak{H} / \theta \lambda(., D)$ is $\mathfrak{M l} / \theta-\mathfrak{B}^{1} \cap[0,1]$-measurable by 4 (i) and 4 (iii) and for fixed $[x] \bar{\theta} \in A / \bar{\theta} \lambda([x] \bar{\theta},$.$) is a probability measure on (A / \bar{\theta}, \mathfrak{A} / \theta)$.
8. Example: $\underline{A}=\left(\left(\mathbb{R}^{1}, \mathfrak{B}^{1}\right), Q ;\{\mu\}\right)$ with:

$$
\mu(x, E)=\frac{1}{\sqrt{2 \pi}} \int_{E} \lambda^{1}(d y) \exp \left(-\frac{(y-[|x|])^{2}}{2}\right)
$$
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where $Q()=.\int_{(.)} 2 e^{-2 x} 1_{[0, \alpha)}(x) \lambda^{1}(d x)$ is the exponential distribution with parameter 2. ([|x|] is the greatest integer $t$ with $t \leqq|x|$.).

Let us define $\mathfrak{A}_{\theta}=\sigma(\{[n, n+1): n \in \mathbb{Z}\})$ and:

$$
x \bar{\theta} y \quad \Leftrightarrow \quad[x]=[y] .
$$

Then $\theta=\left(\bar{\theta}, \mathfrak{A}_{\theta}\right)$ is a congruence on $\underline{A}$ and we have:

$$
\underline{A} / \theta=(\{[n] \bar{\theta}: n \in \mathbb{Z}\}, \mathscr{P}\{[n] \bar{\theta}: n \in \mathbb{Z}\}, Q / \theta ;\{\lambda\}),
$$

where $[n] \bar{\theta}$ is the class modulo $\bar{\theta}$ which contains $n$.

$$
Q / \theta([n] \bar{\theta})=\left(1-e^{-2}\right) e^{(-2) n} 1_{[0, \infty)}(n)
$$

is the geometric distribution with parameter $1-e^{-2}$ on $\mathbb{Z}$, and: '

$$
\mu([n] \bar{\theta},\{[m] \bar{\theta}\})=\frac{1}{\sqrt{2 \pi}} \int_{m}^{m+1} \lambda^{1}(d y) \exp \left(-\frac{(y-[|n|])^{2}}{2}\right)
$$

In the following we need some knowledge from the theory of equivalence relations (see [8]):

Given a set $A \neq \emptyset$; the set con $A$ of equivalences is partially ordered by:

$$
\bar{\theta}, \bar{\varphi} \in \operatorname{con} A, \quad \text { then } \quad \bar{\theta} \leqq \bar{\varphi} \Leftrightarrow(a \bar{\varphi} b \Rightarrow a \bar{\theta} b \text { for } a, b \in A)
$$

con $A$ contains a least element $\bar{\omega}$ and a greatest element $\bar{i}$, where $\bar{\omega}$ is equality (in set representation the diagonal) and $\bar{i}$ is the all-relation $A^{2}$.

The partial ordering induces a complete lattice (con $A ; \vee, \wedge$ ); the (arbitrary) meet-operator is given by $\wedge\left(\bar{\theta}_{1}: i \in I\right):=\bigcap\left(\bar{\theta}_{1}: i \in I\right)$, where the right side of the equation must be read as a meet of the set representations of the equivalence relations.
9. Theorem [2]: The partial ordering "§" defined on the set con $\underline{A}$ of congruences on $\underline{A}$ by: $\theta \leqq \varphi \Leftrightarrow\left(\bar{\theta} \leqq \bar{\varphi} \wedge \mathfrak{A}_{\theta} \supseteqq \mathfrak{A}_{\varphi}\right)$, is a complete lattice.

Proof: Since $\omega:=(\bar{\omega}, \mathfrak{M})$, resp. $1=(\bar{\imath},(\varphi, \Omega))$, are the least resp. greatest congruence, it is sufficient to show that:
$\sup \left(\theta_{1}: i \in I\right)=\left(\vee\left(\bar{\theta}_{1}: i \in I\right), \cap\left(\mathfrak{A}_{\theta_{1}}: i \in I\right)\right)$, is a congruence.
(i) we have to show: ( $\mathfrak{A}_{0}$ nat $\left.\bar{\theta}\right)$ nat $\bar{\theta}^{-1} \supseteqq \mathfrak{A}_{\theta}$.

Suppose $B \in \mathfrak{A}_{\theta}=\cap\left(\mathfrak{H}_{\theta_{1}}: i \in I\right)$. Then for every $i \in I, B$ is a disjoint union of equivalence classes of $\bar{\theta}_{1}$.

Consider $x, y \in \Omega, x \in B$ and $x$ nat $\bar{\theta}=y$ nat $\bar{\theta}$. Then there exists a sequence $x=c_{0}, c_{1}, \ldots, c_{n}=y, \quad c_{i} \in \Omega, \quad n \in \mathbb{N}$, with $c_{1} \bar{\theta}_{\jmath(1)} c_{i+1}$ for $i=0, \ldots, n-1$, $\bar{\theta}_{J(1)} \in\left(\bar{\theta}_{1}: i \in I\right)$, which implies: $c_{1} \in B \Rightarrow c_{1+1} \in B$;
(ii) we have to show: $\lambda(., C): A \rightarrow[0,1]$ is $\mathfrak{A}_{\theta}-\mathfrak{B}^{1} \cap[0,1]$-measurable for all $C \in \mathfrak{A}_{\theta}$. But we have for $C \in \quad\left(\mathfrak{H}_{\theta_{1}}: i \in I\right)$ and

$$
t \in[0,1]:\{c \in A,: \lambda(c, C) \leqq t\} \in \mathfrak{H}_{\theta_{1}} \quad \text { for all } i \in I
$$

The infima in $(\operatorname{con} \underline{A}, \leqq)$ of a set $\left(\theta_{1}: i \in I\right)$ are defined by the least sub- $\sigma$ algebra $\mathfrak{B}$ of $\mathfrak{H}$ containing all $\mathfrak{A}_{\theta_{\text {, }}}$ such that all $\lambda(., B), B \in \mathfrak{B}$, are $\mathfrak{B}-\mathfrak{B}^{1} \cap[0,1]$-measurable and the greatest equivalence $\bar{\varphi}$ on $\Omega$ contained in all $\bar{\theta}_{1}$ such thai $\bar{\varphi}$ is compatible with $\mathfrak{B}$ in the sense of $4(\mathrm{i})$. There is no real constructive description of the infimum, but for some proofs we need a recursive procedure. So we introduce a generating scheme for congruences.
10. Lemma: If $\left\{B_{1}: i \in I\right\} \subseteq \mathfrak{A}$, then define:

$$
\mathfrak{A}_{0}^{-}:=\bigcup_{l \in I} \bigcup_{\lambda \in F}\left(\mathfrak{B}^{1} \cap[0,1]\right) \lambda\left(., B_{t}\right)^{-1} \cup\left\{B_{t}: i \in I\right\}
$$

if for $r \leqq n \in \mathbb{N}, \mathfrak{A}_{r}$ is defined, then:

$$
\mathfrak{A}_{n+1}^{-}=\underset{B \in \cup}{\cup} \cup \mathfrak{N M ,}, \bigcup_{\lambda \in F}\left(\mathfrak{B}^{1} \cap[0,1]\right) \lambda(., B)^{-1} \cup\left\{B_{\imath}: i \in I\right\}
$$

and $\mathfrak{H}_{n+1}$ is the closure of $\mathfrak{H}_{n+1}^{-}$under finite intersections. Now we set $\mathfrak{A}_{\left(B_{1}: i \in I\right)}:=\sigma\left(\bigcup_{n \in \mathbb{N}} \mathfrak{A l}_{n}\right)$ and conclude: For all $C \in \mathfrak{A}_{(B: 1 \in I)}$ the function $\lambda(\ldots C): \Omega \rightarrow[0.1]$ is $\mathfrak{N}_{\left(B_{1}, \ldots \in I\right)}-\left(\mathfrak{B}^{1} \cap[0,1]\right)$-measurable. $a \rightarrow i(a, C)$
Proof: $\bigcup_{n \in \mathbb{N}} \mathfrak{A}_{n}$ is closed under finite intersections: If $B_{1} \in \bigcup_{n \in \mathbb{N}} \mathfrak{A}_{n}, i=1, \ldots, m$, then there exist natural numbers $j(i), i=1, \ldots, m$, such that $B_{i} \in \mathfrak{H}_{j(1)}$. From the definition we have for all $i=1, \ldots, m, B_{1} \in \mathfrak{A}_{\max (l(1): \iota=1, \ldots, m)}$, which is closed under finite intersections.

Again from the definition of $\mathfrak{A}_{n}$ the function $\lambda(., C): \Omega \rightarrow[0,1]$ is $\mathfrak{A}_{\left(B_{i}, t \in I\right)}-\left(\mathfrak{B}^{1} \cap[0,1)\right]$-measurable for $C \in \mathfrak{A}_{n}$, and this proves the desired measurability of all $\lambda(., C), C \in \mathfrak{H}_{(B, i \in I)}$.

Given any $\sigma$-algebra $\mathfrak{A}=\left\{A_{1}: i \in I\right\}$ on $\Omega$, then $\mathfrak{A}$ generates a partition on $\Omega$ by the blocks $\cap\left(A_{l}^{\prime}: i \in I\right)$, where $A_{i}^{\prime}=A_{1}$ or $A_{i}^{\prime}=A_{i}^{\prime}$. These blocks are the classes of the greatest equivalence $\bar{\theta}$ on $\Omega$ which fulfils $(\mathfrak{A l}$ nat $\bar{\theta})$ nat $\bar{\theta}^{-1}=\mathfrak{A}$. We say that $\bar{\theta}$ is generated by $\mathfrak{N}$. From 10 we get the following corollary:
11. Corollary: a. For $\left\{B_{1}: i \in I\right\}$ there exists a greatest element $\varphi\left(B_{1}: i \in I\right)$ in the set of congruences $\varphi$ on $A$ which fulfill $\mathfrak{A}_{\varphi}=\mathfrak{A}_{(B, i \in I)}$.
b. If $\theta$ is a congruence with $\mathfrak{A}_{\theta} \supseteqq\left\{B_{i}: i \in I\right\}$, then $\mathfrak{A}_{\left(B_{1}: i \in I\right)} \subseteq \mathfrak{A}_{\theta}$. [Not necessary $\theta \leqq \varphi\left(B_{i}: i \in I\right)$.]
c. The infimum of $\left\{\theta_{1}: i \in I\right\} \cong \operatorname{con} \underline{A}$ is:

$$
\left.\overline{\varphi \varphi\left(\cup\left(\boldsymbol{A}_{\theta_{1}}: i \in I\right)\right)} \cap \cap(\bar{\theta},: i \in I), \mathscr{M}_{\cup\left(M_{\theta}, \cdot i \in l\right.}\right) .
$$

Proof: a. $\varphi\left(B_{1}: i \in I\right)$ is defined by the $\sigma$-algebra $\mathfrak{A}_{\left(B_{1}: i \in I\right)}$ and $\left.\overline{\varphi\left(B_{1}\right.}: i \in I\right)$, the equivalence generated by $\mathfrak{A}_{(B, i \in I)}$.
c. The choice of $\mathfrak{H}_{\cup\left(\mathfrak{I}_{\theta}, l \in I\right)}$ gives the measurability condition 4 (iii) and the extremal property with respect to the $\sigma$-algebra, while the choice of an equivalence smaller than $\cap\left(\ddot{\theta}_{1}: i \in I\right)$ gives the extremal property with respect to the equivalence. Property 4 (i) holds because for every $\sigma$-algebra $\mathfrak{C}, \bar{\theta} \geqq \bar{\varphi}$ and $\quad(\mathbb{C}$ nat $\bar{\theta})$ nat $\bar{\theta}^{-1}=\mathbb{C} \quad$ imply $\quad(\mathbb{C}$ na: $\bar{\varphi})$ nat $\bar{\varphi}^{-1}=\mathfrak{C}$ and because $\overline{\varphi\left(\cup\left(\mathfrak{H}_{\theta_{i}}: i \in I\right)\right)}$ is generated by $\mathfrak{A}_{\cup\left(\mathscr{I}_{\theta}, l \in I\right)}$.
12. Example: Given the stochastic automaton of 8 . We want to find $\varphi([-1,1)$.

Let for $x \in \mathbb{R}^{1}$ be $\mu(x,[-1,1))=t_{0}$. Then we have:

$$
\mu(.,[-1,1))^{-1}\left(t_{0}\right)=[x] \bar{\theta} \cup[-x] \bar{\theta}
$$

(where $\bar{\theta}$ is defined as in 8) which means $\mathfrak{A}_{[-1,1)} \supseteqq\left\{[x] \bar{\theta} \cup[-x] \bar{\theta}: x \in \mathbb{R}^{1}\right\}$. From $\sigma\left\{[x] \bar{\theta} \cup[-x] \bar{\theta}: x \in \mathbb{R}^{1}\right\}-\mathfrak{B}^{1} \cap[0,1]$-measurability of the functions $\mu(., C)$ we get:

$$
\mathfrak{A}_{[-1.1)}=\sigma\left(\left\{[x] \bar{\theta} \cup[-x] \bar{\theta}: x \in \mathbb{F}^{1}\right\}\right) .
$$

In analogy to algebraic lattices we define:
13. Definition: It $(V, \leqq)$ is a complete lattice, then:
(i) $x \in V$ is countably dual-compact (c.d.c.)

$$
\Leftrightarrow\left[v \geqq \wedge\left(v_{i}: i \in I\right) \cong I\right) \Rightarrow v \geqq \wedge\left(v_{i}: i \in I_{0} \cong I\right)
$$

for some countable $I_{0}$ ];
(ii) $(V, \leqq)$ is countably dual-algebraic (c.d.a.) $\Leftrightarrow$ every $v \in V$ is infımum of a set of countably dual-compact elements.

Now we can prove:
14. Lemma: Let $\underline{A}$ be a stochastic automaton:
(a) for $\left\{B_{n}: n \in \mathbb{N}\right\} \cong \mathfrak{A}, \varphi\left(B_{n}: n \in \mathbb{N}\right)$ is c.d.c.;
(b) if $\theta=\left(\bar{\theta}, \mathfrak{A}_{\theta}\right)$ is c.d.c., then $\theta=\left(\bar{\theta}, \mathfrak{A}_{\left(B_{n}: n \in \mathbb{N}\right)}\right)$, for a countable set $\left\{B_{n}: n \in \mathbb{N}\right\} \subseteq \mathfrak{A}$;
(c) ( $\operatorname{con} \underline{A}, \leqq)$ contains a c.d.a. lattice $(V, \lesssim)$; the embedding respects the partial orderings;
(d) the set of c.d.c.congruences on $\underline{A}$ is $a \sigma$-inf-semilattice under the restriction of "§". (7here are examples, showing that the embedding must not be a suphomomorphism.)

Proof: The crucial fact is $(a)$. By an inverse induction on the construction of 10 we show that for the generation of every $B_{n}$ we only need a countable set of $\sigma$ algebras $\mathfrak{H}_{\theta_{1}}, i \in I_{0} \subseteq I$ :

Let $\left(\theta_{l}: i \in I\right) \subseteq \operatorname{con} A$ and $\varphi\left(B_{n}: n \in \mathbb{N}\right) \geqq \wedge\left(\theta_{1}: i \in I\right)=: \theta$. This implies $\mathfrak{A}_{\left(B_{n}, n \in \mathbb{N}\right)} \subseteq \mathfrak{A}_{\theta}$ and from lemma 10, we get $\mathfrak{A}_{\theta}=\mathfrak{A}_{\cup\left(\mathscr{I}_{\theta_{i}}: i \in l\right)}$ and (with notation of 10) a generating set $\cup\left(\mathfrak{M}_{n}: n \in \mathbb{N}\right)$ of $\mathfrak{A}_{\theta}$.

For every $B_{n}, n \in \mathbb{N}$, we have a countable set:

$$
\left\{C_{n}: i \in \mathbb{N}\right\} \subseteq \cup\left(\mathfrak{M}_{n}: n \in \mathbb{N}\right) \quad \text { with } \quad B_{n} \in \sigma\left\{C_{n}: i \in \mathbb{N}\right\}
$$

Given $C_{n}, n, i \in \mathbb{N}$, there exists a least element $i_{0} \in \mathbb{N}$ of the set of numbers $m \in \mathbb{N}$ which fulfill $C_{n_{i}} \in \mathfrak{A}_{m}$.

So there is a finite set $\left\{C_{n_{1,}}^{\prime_{10}}: j=0, \ldots, n_{i_{0}}\right\} \subseteq \mathfrak{A}_{i_{0}}^{-}$such that $C_{n_{i}}=\bigcap_{j=0}^{n_{l_{0}}} C_{n_{1 j}}^{i_{0}}$. By definition of $\mathfrak{A}_{i_{0}}^{-}$there is for every $C_{n_{1,}, 0}^{i_{0}} a T_{n_{1,}}^{i_{0}} \in \mathfrak{B}^{1} \cap[0,1], a \lambda \in F$, and


Starting again, for every $C_{\mu_{\mu}}^{i_{0}^{*}}$ there exists a least element $i_{01} \in \mathbb{N}$ of the set of numbers $m \in \mathbb{N}$ which fulfill $C_{n_{4,}}^{i_{*}^{*}} \in \mathfrak{H}_{m}$, and we have $i_{01}<i_{0}$.

Continuation of this construction stops after a finite set of steps. At each step we need only a countable set of elements for generation and thus we get a countable set $\left\{C_{n}: n \in \mathbb{N}\right\}$ of generators for the $B_{n}, n \in \mathbb{N}$.

Taking for every $C_{n}, n \in \mathbb{N}$, some $\theta_{n} \in\left\{\theta_{1}: i \in I\right\}$ with:

$$
C_{n} \in \mathfrak{A}_{\theta_{n}} \in \cup\left(\mathfrak{A}_{\theta_{1}}: i \in I\right)
$$

we get:

$$
\mathfrak{A}_{\left(B_{n}, n \in \mathbb{N}\right)} \subseteq \mathfrak{A}_{\left(\wedge\left(\theta_{n}: n \in N\right)\right)} .
$$

This inclusion and $11 c$, give:

$$
\overline{\varphi\left(\mathbf{B}_{n}: n \in \mathbb{N}\right)} \geqq \overline{\wedge\left(\theta_{n}: n \in \mathbb{N}\right)}
$$

b. For all $B \in \mathfrak{A}_{\theta}$ we have $\left(\bar{\theta}, \mathfrak{A}_{B}\right) \in \operatorname{con} \underline{A} ; \operatorname{so} \theta=\wedge\left(\left(\bar{\theta}, \mathfrak{A}_{B}\right): B \in \mathfrak{A}_{\theta}\right)$. From the c. d. c. property we have $\theta \geqq \wedge\left(\left(\bar{\theta}, \mathfrak{H}_{B_{n}}\right): n \in \mathbb{N}\right)$ for suitable $B_{n} \in \mathfrak{H}_{\theta}$.

From $\theta \leqq\left(\bar{\theta}, \mathfrak{M}_{B_{n}}\right)$ for all $n \in \mathbb{N}$, we conclude the proposition.
c. Define $V=\left\{\theta \in \operatorname{con} \underline{A}: \bar{\theta}\right.$ is generated by $\left.\mathfrak{H}_{\theta}\right\}$ and $\theta \lesssim \varphi \Leftrightarrow \mathfrak{A}_{\theta} \supseteq \mathfrak{A}_{\varphi}$.
$d$ Let $\theta_{i}, i \in \mathbb{N}$, be c.d.c. with $\wedge\left(\theta_{1}: i \in I\right) \geqq \wedge(\varphi,: j \in J)$. We have $\theta_{i} \geqq \wedge\left(\varphi_{J}: j \in J_{l}\right)$ with countable $J_{1} \cong J$ for all $i \in \mathbb{N}$.
15. Remarks: a. The isotone embedding of $14 c$, is generally not a $\sigma$-sup-morphism: Take an automaton $\underline{A}$ with underlying set $A:=(\{a\} \times X) \cup(\{b\} \times X)(X$ not countable, $a \neq b, a, b \notin X)$ and $\sigma$-algebra $\sigma\left(\mathfrak{A}_{\theta} \cup \mathfrak{A}_{\varphi}\right)=\mathfrak{A} \quad\left(\mathfrak{A l}_{\theta}:=\sigma(\{t\}: t \in\{a\} \times X), \quad \mathfrak{A}_{\varphi}:=\sigma(\{s\}: s \in\{b\} \times X)\right)$, which has congruences $\theta$ an $\perp \varphi$ with $\mathfrak{H}_{\theta}, \mathfrak{H}_{\varphi}$ as defined.

From $\mathfrak{A}_{\theta} \cap \mathfrak{H}_{\varphi}=\{\varphi, A\}$ we have in $(V,<) \theta \vee \varphi=1$; but generally in (con $\underline{A}$, $\leqq$ ) we have $\theta \vee \varphi \neq \mathrm{c}$ : For if $\bar{\theta} \vee \bar{\varphi}=\mathrm{i}$ holds, for $(a, x),(b, x) \in A$ there must exist a finite sequence $(a, x)=c_{0}, c_{1}, \ldots, c_{n-1}, c_{n}=(b, x)$, which fulfills $c_{1} \bar{\theta} c_{i+1}$ or $c_{i} \bar{\varphi} c_{i+1}, i=0, \ldots, n-1$ So at least one $i \in\{0, \ldots, n-1\}$ must exist with $\left(a, x_{t}\right)=c_{1} \bar{\theta} c_{1+1}=\left(b, x_{11}\right) \quad$ or $\quad\left(a, x_{1}\right)=c_{1} \bar{\varphi} c_{1+1}=\left(b, x_{i+1}\right)$. But this is impossible, since such points are seperated by $\mathfrak{A}_{\theta}$ and $\mathfrak{A}_{\varphi}$.
b. Given a physical experiment described by the automaton $\underline{A}$ with $\mathfrak{H}$ as set of possible events. If $B \in \mathfrak{A}$ is a special interesting event, then $\underline{A} / \varphi(B)$ is the smallest quotient automata for a direct investigation of $B$.

## IV. SUBTENSORPRODUCT DECOMPOSITION OF STOCHASTIC AUTOMATA

Quotient automata are "smaller" than $\underline{A}$, so they are easier to handle with. But they only reflect parts of the structure of $\underline{A}$ - so we ask for a method, to put all the information contained in $\underline{A}$ in a suitable set of quotients and for an inversion of this splitting to get back the whole $\underline{A}$.
14. Definition: Let $A_{m}=\left(\left(\Omega_{m}, \mathfrak{U}_{m}\right), Q_{m} ; F\right) ; m \in M$, be a family of stochastic automata with the same input set. The tensorproduct $\otimes\left(\underline{A}_{m}: m \in M\right)=: \underline{A}$ of the $\underline{A}_{m}$ is defined by:

$$
\begin{gathered}
\Omega=X\left(\Omega_{m}: m \in M\right) ; \quad \mathfrak{A}=\otimes\left(\mathfrak{A}_{m}: m \in M\right), \\
Q=\otimes\left(Q_{m}: m \in M\right)
\end{gathered}
$$

for all $\lambda \in F, \lambda: \Omega \times \mathfrak{A} \rightarrow[0,1]$ is defined by:

$$
\lambda\left(\left(a_{m}: m \in M\right), X\left(C_{,}: j \in J\right) \operatorname{pr}_{J}^{M-1}\right)=\prod\left(\lambda\left(a_{\jmath}, C_{\jmath}\right): j \in J\right),
$$

where $\operatorname{pr}_{J}^{M}: X\left(\Omega_{m}: m \in M\right) \rightarrow X\left(\Omega_{j}: j \in J \subseteq M\right)$ is the measurable projection and $J$ is finite, $C_{J} \in \mathfrak{M}_{j}$. (Tensorproduct is the usual shunt connection and defines a monoidal automata category.)
$b$. If $\otimes\left(\underline{A}_{m}: m \in M\right)$ is given as defined in $a$, then the projection:

$$
\begin{aligned}
\operatorname{pr}_{J}^{M}: & X\left(\Omega_{m}: m \in M\right) \rightarrow X\left(\Omega_{m}: m \in J\right), \\
& \left(a_{m}: m \in M\right) \rightarrow\left(a_{m}: m \in J\right),
\end{aligned}
$$

defines for $J \subseteq M, J \neq \varnothing$, an unique state homomorphism called tensor projection.

The connection between quotient decomposition and tensor composition gives the following idea: Try to find a representation of $A$ as tensorproduct of some of its quotients in a way that all those quotients that are used in the representation are irreducible, i.e., they are not decomposable in the sketched way. Then you can investigate the whole system $A$ ria the simpler quotients - and you have found the "best" decomposition to do this.

But from deterministic automata theory it is known that such a decomposition is possible only rarely. The succesful concept there is a representation as a subautomaton of a product of irreducible quotients (see definition 19 a). The irreducibility as usual means that a representation by a product of quotients is only possible if one of the factors is isomorphic to the automaton to be represented (see definition $19 b$ ).
17. Definition: $\underline{B}=((\chi, \mathfrak{B}), P ; F)$ is a subautomaton of $\underline{A}$ iff:

$$
\chi \subseteq \Omega, \mathfrak{B Q} \cap \chi,\left.Q\right|_{\mathfrak{B} \cap \chi}=P,
$$

and for all $\lambda \in F, b \in \chi$ :

$$
\left.\lambda(b, .)\right|_{\mathfrak{Q} \cap x}=\left.\lambda(b, .)\right|_{\mathfrak{B}} .
$$

The connection between quotient decomposition and tensorcomposition gives the following idea:
18. Remark: The automaton $\underline{B}$ as in 17 , is a subautomaton of $\underline{A}$ it and only if the set inclusion inc: $\chi \rightarrow \Omega$ is bimeasurable as mapping onto $\chi$ inc and induces a state homomorphism which we call an embedding of $\underline{B}$ into $\underline{A}$. Any state homomorphism $f: \underline{B} \rightarrow \underline{A}$ which is defmed by an injective mapping $f: \chi \rightarrow \boldsymbol{\Omega}$ which is bimeasurable as mapping onto $\chi j$ is called an embedding and defines an isomorphism between $\underline{B}$ and the subautomaton $\underline{B} f$ of $\underline{A}$.
19. Definition: $a . \underline{A}$ is subtensorproduct of $\underline{A}_{m}, m \in M \Leftrightarrow \underline{A}$ is a subautomaton of $\otimes\left(\underline{\mathrm{A}}_{m}: m \in M\right)$ and the restrictions of the tensorprojections are surjective.
b. $\underline{A}$ is subtensorially irreducible $\Leftrightarrow$ for every set $K=\left\{\theta_{1}: i \in I\right\} \subseteq \operatorname{con} \underline{A}$, such that $A$ is isomorphic to a subtensorproduct of the $A / \theta_{1}, i \in I$, there exists a $\theta \in \mathrm{K}$ with $\theta=\omega$.
20. Theorem: $\underline{A}$ is isomorphic to a subtensorproduct of $\underline{A} / \theta_{1}, i \in I, \theta_{l}=\left(\bar{\theta}_{t}, \mathfrak{M}_{\theta_{1}}\right) \in \operatorname{con} \underline{A}$, iff the following holds:

Z1. $\cap\left(\bar{\theta}_{1}: i \in I\right)=\bar{\omega}$;
Z2. $\mathfrak{A}=\sigma\left(\cup\left(\mathfrak{H}_{\theta_{1}}: i \in I\right)\right)$;
Let $\mathscr{H}$ be the set of finite nonempty subsets of $I$, inc the inclusion of $\Omega$ into $X(\Omega / \bar{\theta}, i \in I):$

Z3. for all $J \in \mathscr{H}, C, \in \mathfrak{H} / \theta_{,}$:

$$
\left.Q\left(\left(X_{\zeta \in J} C_{J}\right) \mathrm{pr}_{J}^{I-1} \mathrm{inc}^{-1}\right)=\prod_{j \in J} Q / \theta_{J}\left(C_{J}\right)\right) ;
$$

Z4. for all $J \in \mathscr{H}, C, \in \mathfrak{H} / \theta_{,}, a \in \Omega, \lambda \in F$ :

$$
\lambda\left(a,\left(\underset{l \in J}{X} C_{J}\right) \operatorname{pr}_{J}^{I-1} \mathrm{inc}^{-1}\right)=\prod_{l \in J} \lambda\left([a] \theta_{J}, C_{J}\right) .
$$

Proof: We have to show that an embedding of $\underline{A}$ into $\otimes\left(\underline{A} / \theta_{i}: i \in I\right)$ exists, which respects the automaton transformations. $A$ set inclusion

$$
\text { inc: } \Omega \rightarrow X\left(\Omega / \bar{\theta}_{i}: i \in I\right), a \rightarrow\left([a] \theta_{i}: i \in I\right),
$$

is given by Z :

$$
a \text { inc }=b \text { inc } \Leftrightarrow[a] \bar{\theta}_{i}=[b] \bar{\theta}_{i}
$$

for all

$$
i \in I \Leftrightarrow(a, b) \in \bigcap\left(\bar{\theta}_{i} \cdot i \in I\right) \Leftrightarrow a \omega b \Leftrightarrow a=b .
$$

We have to show that $\otimes\left(Q / \theta_{1}: i \in I\right)$ is the image measure of $Q$ under inc, i.e., for all $C \in \otimes\left(\mathscr{H} / \theta_{1}: i \in I\right)$ we have $\otimes\left(Q / \theta_{1}: i \in I\right)(C)=Q\left(C\right.$ inc $\left.^{-1}\right)$. For sets $C=X(C,: j \in J) \operatorname{pr}_{J}^{I-1}, J \in \mathscr{H}, C, \in \mathfrak{M} / \theta_{j}, j \in J$, this equation holds by Z3. But the collection of these sets is stable under finite intersections and generates $\otimes\left(\mathfrak{A l} / \theta_{1}: i \in I\right)$.

In the same way we prove condition 6 (iii) from Z 4 .
Finally we must show that inc is (restricted on its image) bimeasurable. Let $C$ be as above. Then $C \mathrm{inc}^{-1}=\cap\left(C\right.$, nat $\left.\bar{\theta}_{1}^{-1}: j \in J\right)$. So inc is measurable Let

$$
g: \Omega \text { inc }=X\left(\Omega / \bar{\theta}_{i}: i \in I\right) \cap \Omega \text { inc } \rightarrow X\left(\Omega / \bar{\theta}_{i}: i \in I\right)
$$

be the $\left(\otimes\left(\mathscr{H} / \theta_{i}: \quad i \in I\right) \cap \Omega\right.$ inc $-\otimes\left(\mathscr{A} / \theta_{i}: \quad i \in I\right)$-measurable injection, $h: \Omega$ inc $\rightarrow \Omega$ the inverse of inc. Then for all $i \in I$ we have $h \circ$ nat $\bar{\theta}_{i}=g \circ \operatorname{pr}_{\{i\}}^{I}$ and the mapping on the right side of the equation is $\otimes\left(\mathscr{H} / \theta_{i}\right) \cap \Omega$ inc $-\mathfrak{H} / \theta_{i^{-}}$measurable.
So from the $\left(\mathfrak{A}_{\theta_{1}}-\mathfrak{A} / \theta_{1}\right)$ measurability of nat $\theta_{1}$ and $Z 2$, we conclude the desired measurability of $h$.
21. Example: Given $\underline{B}=\left(\left(\mathbb{R}^{1}, \mathfrak{B}^{1}\right), R ;\{\mu\}\right)$, where $\mu$ is as in example 8 , and $R=(3 / 4) D 0+(1 / 4) D 3$. ( $D x$ is the one-point distribution in $x$.) The congruence $\theta=\left(\bar{\theta}, \mathfrak{Q}_{\theta}\right)$ defined in 8 , is a congruence on $\underline{B}$ too.

We show that $\underline{B} / \theta$ is subtensorially irreducible
Proof: Suppose there exists a set of congruences $\left(\theta_{i}: i \in I\right) \subseteq \operatorname{con} \underline{B} / \theta$, süch that $\underline{B} / \theta$ is isomorphic to a subtensorproduct of the $(\underline{B} / \theta) / \theta_{\imath}, i \in I$. From associativity of tensorproduct, the definition of the infimum in $(\operatorname{con} \underline{B} / \theta ; \leqq)$ and theorem 20, we conclude that $\underline{B} / \theta$ is isomorphic to a subtensorproduct of two quotients $(\underline{B} / \theta) / \varphi_{i}, i=1,2$.

Now one can prove (in an analoguous manner as in 12), that the following holds: $(\mathscr{H} / \theta)_{\varphi_{1}} \supseteqq \sigma\left\{[x] \bar{\theta} \cup[-x] \bar{\theta}: x \in \mathbb{R}^{1}\right\}, i=1$, 2 . So for $a, b \in \mathbb{N}, a \neq b$, the points $[a] \bar{\theta}$ and $[b] \bar{\theta}$ of $\mathbb{R}^{1} / \bar{\theta}$ are separated by $(\mathfrak{H} / \theta)_{\varphi_{i}}, i=1$, 2 . From this we see that no injection from $\underline{B} / \theta$ into $(\underline{B} / \theta) / \varphi_{1} \otimes(\underline{B} / \theta) / \varphi_{2}$ can exist.
22. Remark: The decomposition scheme of $19 a$, is the one we want to work with. If we add to this definition: " $\underline{A}=\otimes\left(\underline{A}_{m}: m \in M\right)$ ", we get the decomposition of $\underline{A}$ into a tensorproduct of quotient automata in 20 . There we have to add some conditions to get an analogous theorem. The possibility of such a decomposition is of some practical importance:

If we have to calculate the state of a (finite) stochastic automaton $\underline{B}$ at time $t=n$, given its state distribution at time $t=0$, and if we have the decomposition of $\underline{B}$ into a tensorproduct $\underline{B}_{1} \otimes \underline{B}_{2}$ of quotients, it is easy to see that we must carry out fewer multiplications in calculating the $n$-th state of the quotients first, and then the common distribution of $\underline{B}$, than in calculating the distribution of $\underline{B}$ directly. The difference of expenses increase with $n$. So (for large $n$ ) it would be worthwhile to work even with a subtensorproduct decomposition.

The aim of a decomposition theory is to get a decomposition of every object into irreducible factors, in our case: $A$ stochastic automaton is isomorphic to a subtensorproduct of subtensorially irreducible quotients.

First we characterize the irreducible components:
23. Lemma: $\underline{A}$ is subtensorially irreducible iff $|\Omega|=1$ or for every set $\left\{\theta_{i}: i \in I\right\} \cong \operatorname{con} \underline{A}$ (uith $\theta_{1}>\omega$ for all $i \in I$ ) uhich fulfill $\mathrm{Z} 1, \mathrm{Z} 3, \mathrm{Z} 4$, there is $a>\omega$ in $\operatorname{con} \underline{A}$, such that $\varphi \leqq \theta_{1}$ holds for all $i \in I$.

Proof: We show that for a set $\left\{\theta_{2}: i \in I\right\}$ under condition $\mathrm{Z} 1, \mathrm{Z} 3, \mathrm{Z} 4$ the infinimum is representable as:

$$
\wedge\left(\theta_{1}: i \in I\right)=\left(\bar{\omega}, \sigma\left(\cup\left(\mathfrak{A}_{\theta_{1}}: i \in I\right)\right)\right)
$$

For this it is sufficient to show that for any set $E$ contained in the closure of $\bigcup\left(\mathfrak{A}_{\theta_{1}}: i \in I\right)$ under finite intersections the mapping $\lambda(., E): \Omega \rightarrow[0,1]$ is $\sigma\left(\cup\left(\mathfrak{H}_{\theta_{1}}: i \in I\right)\right)-\mathfrak{B}^{1} \cap[0,1]$-measurable.

Now $E=\cap\left(C_{\jmath}: j \in J\right)$ for some $J \in \mathscr{H}, C_{\jmath} \in \mathfrak{H}_{\theta}$, and there exist $D_{\jmath} \in \mathfrak{H} / \theta_{\jmath}$ such that $D_{\jmath}=C$, nat $\bar{\theta}_{\jmath}, j \in J$.

So:

$$
\begin{gathered}
x \in E \quad \Leftrightarrow \quad[x] \bar{\theta}_{J} \in D_{J} \quad \text { for: } \quad j \in J \\
\Leftrightarrow \quad x \in\left(X\left(D_{J}: j \in J\right) \mathrm{pr}_{J}^{I-1}\right) \mathrm{inc}^{-1}
\end{gathered}
$$

For $t \in[0,1]$ we have:

$$
\begin{aligned}
& \{a \in \Omega: \lambda(a, E) \leqq t\} \\
& =\left\{a \in \Omega: \lambda\left(a, X\left(D_{J}: j \in J\right) \mathrm{pr}_{\mathrm{J}}^{I-1} \mathrm{inc}^{-1}\right) \leqq t\right\} \\
& =\left\{a \in \Omega: \prod\left(\lambda\left([a] \bar{\theta}_{J}, D_{J}\right): j \in J\right) \leqq t\right\} \\
& \\
& \left.\quad=\left\{a \in \Omega: \prod\left(\lambda\left(a, C_{J}\right): j \in J\right) \leqq t\right\} \leqq \sigma\left(\cup_{\theta_{1}}: i \in I\right)\right)
\end{aligned}
$$

because every $\lambda\left(., C_{j}\right) \quad$ is $\quad \mathfrak{U}_{\theta_{1}}-\mathfrak{B}^{1} \cap[0,1]$-measurable, hence $\sigma\left(\cup\left(\mathfrak{H}_{\theta_{1}}: i \in I\right)\right)-\mathfrak{B}^{1} \cap[0,1]$-measurable.

Now sufficiency and necessity are proved by way of contradiction:
(i) suppose $\left(\theta_{1}: i \in I\right) \subseteq \operatorname{con} \underline{A}$ has properties $\mathrm{Z} 1, \mathrm{Z3}, \mathrm{Z4}$ and $\underline{A}$ is subtensorially irreducible. Then $\wedge\left(\theta_{1}: i \in I\right)=\left(\bar{\omega}, \sigma\left(\cup\left(\mathcal{U}_{\theta_{1}}: i \in I\right)\right)\right)>\omega$ because from $\wedge\left(\theta_{i}: i \in I\right)=\omega$ we would have Z 2 and a possible decomposition of $\underline{A}$;
(ii) suppose for every set $\left(\theta_{1}: i \in I\right) \subseteq \operatorname{con} \underline{A}$ which has properties $\mathrm{Z} 1, \mathrm{Z} 3, \mathrm{Z4}$, there exists some $\varphi \in \operatorname{con} \underline{A}$ with $\omega<\varphi \leqq \theta$, for all $i \in I$ and $\underline{A}$ is not subtensorially irreducible. Then there is some set $\left(\theta_{k}: k \in K\right) \subseteq \operatorname{con} \underline{A}$ such that $\underline{A}$ is isomorphic to the subtensorproduct of the $\underline{A} / \theta_{h}, k \in K$.

From theorem $20\left(\theta_{k}: k \in K\right)$ fulfils $\mathrm{Z} 1, \mathrm{Z} 3, \mathrm{Z} 4$, and therefore there exists a $\varphi \in \operatorname{con} \underline{A}$, with $\omega<\varphi \leqq \theta_{h}, \mathfrak{A}_{\varphi} \neq \mathfrak{A}$. So Z2 does not hold.

In 15 , we characterized the quotients $\underline{A} / \varphi(B)$, defined by the c.d c congruences $\varphi(B), B \in \mathfrak{H}$, as those automata, which are the smallest one to investigate $B$ directly.

While for deterministic automata the greatest congruence containing a given pair $(a, b)$ of states generates a subdirectly irreducible quotient, this is not true for our automata in general.
24. Example: Given a stochastic automaton $\underline{A}=\left(\left(\mathbb{R}^{1}, \mathfrak{B}^{1}\right), \exp \lambda ;\left\{\lambda_{0}, \lambda_{1}\right\}\right)$, where $\exp \lambda$ is the exponential distribution with parameter $\lambda$, and:

$$
\begin{gathered}
\lambda_{1}: \quad \mathbb{R}^{1} \times \mathfrak{B}^{1} \rightarrow[0,1], \\
(x, C) \rightarrow D 0(C), \\
\lambda_{1}: \quad \mathbb{R}^{1} \times \mathfrak{B}^{1} \rightarrow[0,1], \\
D 0(C), \quad x>0, \\
\int_{C} \lambda^{1} d t \lambda e^{-\lambda_{1}} 1_{[0 . \alpha)}(t), \quad x \leqq 0,
\end{gathered}
$$

Computing the c.d.c. congruenc: $\left.\varphi(\{0\})=(\overline{\varphi(\{0\}}), \quad \mathfrak{A}_{\{0\}}\right)$, we get $\mathfrak{H}_{\{0\}}=\sigma([0, \infty),\{0\})$.

The quotient automaton:

$$
\left.\bar{A} / \varphi(\{0\})=\{(A / \overline{\varphi(\{0\}}), \mathfrak{V} / \varphi(\{0\})), \quad(\exp \lambda) \text { nat } \overline{\varphi(\{0\}}) ;\left\{\lambda_{0}, \lambda_{1}\right\}\right\}
$$

is isomorphic to a subtensorproduct of two quotients:

$$
(\underline{A} / \varphi(\{0\})) / \theta_{i}, \quad i=1,2,
$$

where:

$$
(\mathfrak{A} / \varphi(\{0\}))_{\theta_{1}}=\sigma([(-\infty, 0)] \overline{\varphi(\{0\})})
$$

and:

$$
(\mathfrak{A} / \varphi(\{0\}))_{\theta_{2}}=\sigma([(0, \infty)] \overline{\varphi(\{0\})}),
$$

and $\bar{\theta}_{1}$ is generated by $(\mathfrak{A l} /(\{\varphi\})) / \theta_{1}, i=1,2$ (the proof is an easy checking of the $\left((\mathfrak{H} / \varphi(\{0\}))_{\theta_{1}}-\mathfrak{B}^{1} \cap[0,1]\right)$ measurability of $\lambda_{\jmath}(., D), i, j=1,2$, and of $\mathrm{Z} 1, \mathrm{Z} 2$, Z3, Z4.) We see that none of the two quotients of $\underline{A} / \varphi(\{0\})$ contain [ $\{0\}] \varphi(\{0\})$ in $(\mathscr{A} / \varphi(\{0\}))_{\theta_{i}}$.

This "irregularity" of stochastic automata shown in 24 , enables us to decompose the automaton $A / \varphi(B)$ into smaller components. Now the question arises whether we can decompose every $\underline{A} / \varphi(B)$ in such a way as example 24 , looks like:

The quotient as a single automaton does not reflect properties of $B$, only their common structure gives us information about $B$. The important fact is this: We get information on $B$ without measuring $B$ itself, only working on smaller quotients. Saying it in other words the next theorem will prove the following:

If in some physical system described by a stochastic automaton a hidden event $B$ should be investigated and if the smallest quotient system which includes $B$ is not irreducible then we are able to measure $B$ indirectly. We factorize the smallest quotient including $B$ such that none of the factors includes $B$ itself - and from the knowledge of the factors we get the whole information about $B$.
22. Theorem: If for $B \in \mathfrak{Y l}$ the quotient $A / \varphi(B)$ is not subtensoriel irreducible, and if $\underline{\underline{A}} / \varphi(B)$ is a subtensorproduct of the $(A / \varphi(B)) / \theta_{i}, i \in I,\left(\theta_{i}>\omega\right)$, then $B$ nat $\overline{\varphi(B)} \notin(\mathscr{H} / \varphi(B))_{\theta}$, for all $i \in I$.

Proof: By a corollary to the II. Isomorphism theorem $[9,8]$ there exists a lattice isomorphism:

$$
\begin{aligned}
m: \quad(\operatorname{con} \underline{A} / \varphi(B), \leqq) & \rightarrow([\varphi(B)), \leqq), \\
\varphi & \rightarrow \quad \varphi^{\prime},
\end{aligned}
$$

where $[\varphi(B))=\{\theta \in \operatorname{con} \underline{A}: \theta \geqq \varphi(B)\}$ is the dual ideal generated by $\varphi(\underline{B})$ in (con $A$, §) [see (11)] and for $\varphi \in \operatorname{con} \underline{A} / \varphi(B) \varphi^{\prime} \in \operatorname{con} A$ is defined by:
$a, b \in \Omega$, then

$$
a \varphi^{\prime}, b \Leftrightarrow[a] \overline{\varphi(B)} \bar{\varphi}[b] \overline{\varphi(B)} \quad \text { and } \quad \mathfrak{A}_{\varphi^{\prime}}=(\mathfrak{H} / \varphi(B))_{\varphi} \text { nat } \varphi(B)^{-1}
$$

[If for example $\omega \in \operatorname{con} \underline{A} / \varphi(B)$ is the least congruence on $\underline{A} / \varphi(B)$ then $m(\omega)=\omega^{\prime}=\varphi(B)$ ]

Now from $\theta_{i}>\omega$ in the lattice $(\operatorname{con} \underline{A} / \varphi(\underline{B}), \leqq)$ we derive in $([\varphi(B), \leqq)[$ which is a sublattice of $(\operatorname{con} \underline{A}, \leqq)$,] the following relation:

$$
\left.\theta_{i}^{\prime}=\left(\bar{\theta}_{i}^{\prime}, \mathfrak{A}_{\theta_{i}}\right)=\left(\bar{\theta}_{i}^{\prime}, \mathfrak{H} / \varphi(B)\right)_{\theta_{1}} \text { nat } \overline{\varphi(\mathbf{B})^{-1}}\right)>\left(\overline{\varphi(B)}, \mathfrak{A}_{B}\right) .
$$

If $B$ nat $\overline{\varphi(B)} \in(\mathfrak{A l} / \varphi(B))_{\theta_{1}}$, we get from $9 b$, and $(\star) \mathfrak{A}_{B}=\mathfrak{A}_{\theta_{i}}^{\prime}$. If $\bar{\theta}_{i}^{\prime}=\overline{\varphi(B)}$, we have a contradiction to $\omega<\theta_{i}$, and if $\bar{\theta}_{i}^{\prime}>\overline{\varphi(B)}$, we have $\left(\bar{\theta}_{i}^{\prime}, \mathfrak{A}_{B}\right)>\left(\overline{\varphi(B)}, \mathfrak{A}_{B}\right)$, a contradiction to the definition of $\varphi(B)$.

The general problem of decomposition theory: "Is every stochastic automaton isomorphic to some subtensorproduct of a set of subtensorially irreducible quotients ", sems to be open up to now.

In connection with the problem of theorem 25 , it should be said that there are stochastic automata which are decomposable into factors which are of the form $\varphi(B)$ for every event $B$ of the factor $\sigma$-algebra, such that each factor is subtensorially irreducible.

A partial answer for the decomposition question was given in [2] for the case of stochastic automata having Noetherian lattice of congruences, i.e.: every ascending chain in the lattice terminates.
26. Theorem: If $(\operatorname{con} \underline{A}, \leqq)$ is a Noetherian lattice, then $\underline{A}$ is isomorphic to a subtensorproduct of subtensorial irreducible quotient automata.
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