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REDUCTION ALGORITHMS FOR SOME CLASSES
OF APERrODIC MONOIDS (*)

by R o m a n K Ö N I G ( X )

Communicated by J. BERSTEL

Abstract. — A class of finite, noetherian and confluent rewrite Systems is constructen which allows
the description of the M-variety R of all finite M-trivial monoids and gives a décision procedure for
membership in R. This class with its left-right dual leads to the définition of a new M-variety, which
again turns out to be decidable.

Résumé. — On définit une classe de systèmes de réécriture finis, noethêriens et confluents, qui donne
une description de la M-variété R des mondïdes finis ^-triviaux et qui fournit un algorithme pour déci-
der Vappartenance à R. La combinaison de cette classe avec son dual mène à la définition d^une nou-
velle M-variété, également décidable.

INTRODUCTION

In 1972 [7] and 1975 [8], I. Simon characterized the class of languages which
have a fmite ^-trivial syntactic monoid. In 1978 [1] and 1976 [2] his ideas have
been modified to yield a characterization of those languages with an ^-trivial
syntatic monoid.

This way of proceeding seems unnatural in the following sensé : in a semi-
group S, M and ££ are defined and then ffî and $) are derived by forming
Jf7 = M n J5? and B •— M v if. Since we are considering finite monoids,
# = ®. Therefore it seems to be désirable to characterize the languages with
finite ^-trivial syntactic monoid and then to dérive a characterization for the
languages with finite ^-trivial monoid. This is done in the first chapter of this
paper. As a by-product we get a characterization of the M-variety R v L,
generated by finite ̂ -trivial and Jèf-trivial monoids.

The second chapter gives an effective construction of a réduction System
which allows to décide for a given finite monoid M whether M e R.

(*) Received in February 1984, revised in September 1984.
C) Institut fur Mathematische Maschinen und Datenverarbeitung I Martensstrafte 3, D-852Ö

Erlangen, FRG,
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234 R. KÖNIG

The construction of the irreducible word associated to a given word can be
realized by a sequential transducer.

The Semi-Thue-Systems constructed in chapter two are combined in chapter
three to define an M-variety between R v L and Ap} the class of aperiodic
monoids, which again turns out to be decidable.

I am indebted to my colleague V. Strehl, to F. Baader and to the référée for
useful hints and comments.

1. RIGHT- AND LEFT-TESTABLE LANGUAGES

In this section we present a new description of some congruences which give a
characterisation of the class of all ^-trivial, if-trivial and J-trivial monoids
respectively. We first recall some définitions and facts :

DÉFINITION 1.1: Let M bea monoid. M is called

^-trivial, if Va, b e M{aM = bM => a = b)

&-trivial if Va, b e M {Ma = Mb => a = b)

t-trivai!, if Va, b s M{MaM = MbM => a = b).

The classes R, L and J of all finite ̂ -trivial, <£-trivial and J-trivial monoids
respectively are M-varieties in the sense of Eilenberg [2], that is a class of finite
monoids closed under taking submonoids, homomorphic images and finite
direct products. R is ultimately defined by the séquence of équations
(xy)k x = (xy)k {k e M). This means : A finite monoid M belongs to R iff there
is some k e M such that (xyf x = (xy)k holds in M. Similarly L is ultimately
defined by x(yx)k = (yx)k and J is ultimately defined by (xy)k x=(xy)k=y(xy)k.
Notice that J = R n L.

A congruence relation p on a monoid M is called fully invariant, if for each
endomorphism ƒ : M -> M (w, v) e p implies (f(u), f(v)) e p Le. p ç ƒ o p o ƒ"1 ,
where « o » dénotes relational product. The minimal équivalence relation
on M is called AM, the maximal QM. The subscripts are omitted, if the monoid M
is clear from the context For a finite alphabet E and a subset L of E*, the free
monoid generated by S, dénote by aL the syntactic congruence of L. This is the
largest congruence relation with the property

aL ç nL := (L x L) u (£*\L) x (L*\L) .

The quotient monoid 2*/aL is called the syntactic monoid of L and denoted
by M(L).

The length of a word M e E* is denoted by | u |.

R.A.I.R.O. Informatique théorique/Theoretical Informaties



REDUCTION ALGORITHMS 235

DÉFINITION 1.2: For w G S* dénote by a(w) the alphabet ofw, Le.

a(w) ~ { a G S | 3w, I? e E* w = war } .

For fe G M define

Rk := { («a, w) | 3wls..., wfc G X*, o e l such that

w = wx ... wk and

Lk := { (aw, w) | (wr a, wr) G Rk }, whereif dénotes the reversai ofa wordu G E*.
dénotes the congruence relation on Z* generated by Rk (Lfc re^p

A language L ç I * is called right-testable, (left-testable resp.) if there is some
integer k, such that L is a union of some équivalence-classes of pk (kk resp.)
(we say L is pfc-saturated).

From this définition we can immediately see the foUowing facts and their
left-right-duals :

Remark 1,3.

(1) Rk+l Ç / ^ p f c + 1 £ fc(keN).

(2) (was M) G Rk => Vw G I * (WWCT, WM) G /? k .

(3) Po = Xo = O .

(4) For every w, i; G Z* M # t; there is a maximal fc G 1̂1 such that («, i;) G pk :

Indeed (w, v) G p0 but (w, v) $ pm for m = 1 + min (| u |, | Î; | ) .

The set Rk can be considered as a réduction System, which is evidently
noetherian.

LEMMA l.4:Rk = { (wa, u) \ u e Z*, a G 2), (wa, w) G pk }.

Proof : The inclusion from left to right is obvious. Let (wa, w) G pk and
ux us the foUowing décomposition of uo as a product of non-empty words :
For every i = 1,..., s, ut is the shortest prefix of u( w5, which contains every
letter ofwf us :oL(ut) = a(wf ws).

If we assume s < k, then no relation of Rk can be applied to wa. But Rk

générâtes pk, so s ^ fcfollows. Ifwx uk is no ta prefix ofw, but ux uk = uo,
then wa is a prefix of every word w, which can be derived from wa by relations
contained in Rk. Since w is a proper prefix of wa, Wj uk has to be a prefix of w
and we obtain a décomposition w = ul ... uk w with

a(wx) 2 ot(w2) 2 ... 2 a(wk_x) 2 oc(wk w) 3 o and (wa, w) G Rk follows .

vol. 19, no 3, 1985



236 R. KÖNIG

LEMMA 1.5 : pk and Xk arefully invariant congruence relations on S* offinite
index.

Proof : Since pk is generated by Rk, it is suflïcient to prove :

(«a, u) e Rk, f e End (2*) => ( f(ua% ƒ(«)) e pfc.

Let / (a ) # A since otherwise we are done. From u = ut ... uh with
«(MO 3 ... 3 a(wfc) 9 a follows a(/(MJ) 3 ... 3 oc(/(wfc)) 2 a(/(a)).

If ƒ(a) = ai ... as (a(- e Z, i = 1,..., s)then ƒ(wa) = ƒ(MJ ... ƒ K)-<* i ... as

and from a(/(wj) 9 ĉ  for each / = 1,.., s we obtain (ƒ (wa), ƒ(«)) e pk.
Let 4̂fc z be the set of all irreducible words over S relative to Rk. Then

(I) Aox = { A } for all finite alphabets S

(II) ^ M = { A } for all k e N

From (I), (II) and the following proposition we deduce by induction that
pfc has finite index. The left-right-dual proves the lemma for Xk.

PROPOSITION 1.6 : AkX = { A } u (J ^,E^a*CT-^fc-i,s for al1 k > 0,

Proof : We prove the inclusion from left to right : Let w e AkL\ { A } and u
the shortest prefix of w, which contains every letter of w : a(w) = a(w), w = wu.

Since u is shortest possible, w = u' a with a £ a(w')-
Since w is irreducible, u' e Ak^a.
If we had v£Ak_lx, then u would be reducible.
This means v — vx v2 -. vk_1 ÏÜ'(TGE, u 'eS^andot^j) ^ ... 2 « ( ^ . ^ B T .

Since a(w) = <x(w) we have a(w) 2 a(ux) 2 ... 3 a ^ . ^ S T and w is
reducible, contradicting our assumption, thus v e Ak_lz.

For the opposite inclusion let u G AkX^, v e Ak_lx and suppose
w = uav $ Akx

Since w is reducible, a letter of w can be removed. a £ a(u), thus this letter
either occurs in u or in v. If it occurs in w, then w £ ĵtj2̂ CT contrary to our
assumption.

If it occurs in v then we have a décomposition

w = wt w2 ... wk xw', where a(w1) = a(w),

Since a(vw1) = a(w), w is shorter than wx or u = wv

Now (w2 ... wk x, w2 ... wk) e Rk-V hence Ü $ A-i,z-

R.A.LR.O. Informatique théorique/Theoretical Informaties



REDUCTION ALGORITHMS 237

PROPOSITION 1.7 : The following propositions are equivalent for L ^ Z* ;

a) L is right-testable,
b) M(L) e R.
Proof: Let L be right-testable, i.e. L is pfc-saturated for some keN. Then

pfc ^ 7iL and since pfc is a congruence relation, pk ç aL. Since pk is fully inva-
riant, each relation in S*/pfc is a law in £*/pfc. Obviously for a , x e l w e have
((oxf a, (axf) G pfc, and therefore

(xyf x = (xyf

holds in E*/pfc. (If E consists of one letter a only then

S*/pfc s ^fc)I = {A,cr, a2,..., a k }

with multiplication a* a J = <jmin(k>i+J\ which is clearly an ^-trivial monoid).
Since {xyf x = (xyf ultimately defines R, S*/pfc e R and pk ç aL implies

M(L) G R

Now let L ç S * and M(L) e R.
To prove that L is right-testable we have to show : pk ^ nL for some keN.
To conclude this, it is sufïïcient to show :

Rk ç aL for some keN .

Let | M(L) | = k + 1 and («a, w) G i?fc. We set n '-= aL for convenience.

(ua, u) e Rk means : u = ux ... wk, a(wj 3 ... ^ a(wfc) .s a .

Consider the séquence of words

wQ = A, wx = M19 w2 = ut u2,..., wk = ut ... wk, wfc+1 = MA ... wk a .

Since | M(L) | = k + 1 one can find Uj 6 { 0,..., k + 1 } such that / < 7 and
(Wt, Wj) G 7Ü.

If 1 = fe, then vvf = M, W,. = «a and nothing is to be done.
If i < k : it suffices to show :

(*) Vx G <x(ui+ ±) (wt, w{ T ) G % .

Then we have the conclusion

(wh w( a) en for ail a G a(wi+ x)

=> (^x, wf a t ) G n (since TC is a congruence relation)

=> (wi; w. a i ) G 7t

vol. 19, n° 3, 1985



238 R. KÖNIG

Since a(w-+ 1) 3 a(w t+2) — ••• — oc(wfc) 9 a we infer

(wt, wk) G n

and we obtain (wk, wk + x) = (w, wa) G 7t.
To show (*) dénote [w]n by v? and M(L) by M and let x G OC(M1 + 1 ) . Then

w i+1 = wi vxv' (v> v'

Now
W j M s Vf. i? M 3 w. ut M ^Wj M.

Since vv- = ïï^ we have equality everywhere in the line above. But M G R so
weget

from where we conclude

vv- = HTX, i.e. (wj, w. x)eaL.

Combining theorem 1.7 and its left-right-dual we obtain :

THEOREM 1 .8: The following propositions are equivalent for L ^ E* ;
a) L is pk v Xk-saturatedfor someke N.
b) M(L) G J.

Proof : Let L be pk v A,k-saturated, i.e

pk v Xk s a L .

Then pk ^ aL, Xk ç aL, and therefore

M(L) G R n L = J .

Now let M(L) G R n L. There are rJeN such that pr ç aL, A.; ^ aL.
Then for fe = max (r, 0 we have pk v Xk ^ aL.

THEOREM 1.9 : The following propositions are equivalent for L ç S*.
a) L /s pk n Xk-saturated.
b) M(L) G R v L.

Proof : Let pk n X,k ^ aL. This means S*/aL is a homomorphic image of a
subdirect product of Z*/pk and X*/À,k. Since Z*/pfc 6 R, 2*Ak G L, we obtain

Af(L) G R v L .

R.A.I.R.O. Informatique théorique/Theoretical Informaties
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Now let M(L) eR V L There are finite alphabets T, 0 and congruence rela-
tions y on T*, G on 0 * such that for some keN

P*,r ^ Y

and r*/y x 0*/G

We can assume F n 0 = 0 .
The homomorphism

(F u0)* (£^ F*/y x 0*/6

definedby r fa, if a e T
[A, if (TG0

CT ̂  (G, if a e 0
I A, if cr G F

has surjective projections and thus for

X =VKJ®

we have X*fy' n G' s F*/y x 0*/G

and since pfc and A,k are fully invariant we obtain

Pk,x^fi ° P*,r°/fX ^ /i ° Y ° / r 1 £ Y'

VjT ~ h ° f̂c,© °/2 — ̂ 2 ° y O i2 — y

and p k ^ n A.k>x ç y' n 8' follows .

There are a congruence relation p on X * such that X */P Ü M(L) and y' n 0'
and/: S* -*X* making

S * - • A'*

M{L) sX*/p

vol. 19, n» 3,1985



240 R. KÖNIG

commutative. Now

aL = ƒ o p o/-1 2 ƒ o (p w n XKX)o f-1 2
2 ƒ o pfcjA:o ƒ" i n ƒ o A,M-o ƒ- ! 2 pk>z n XfcfZ .

COROLLARY 1.10: Let M = S*/p be afinite monoid.

(1) M e R o 3 / c pk ç p

(2) M e L o 3k Xfc ç p

(3) I ^

(4)

2. SOME COMBINATORIAL PROPERTIES OF p, AND Xk

The congruence relations pk and Xk have some nice combinatorial properties,
which allow a very detailed description of the monoid £*/pfc. The most impor-
tant of these is :

LEMMA 2.1 : Every pk-class has a unique shortest représentative.

Proof: Two words w, v e X* which are reducible to the same i^-irreducible
word w e S* are obviously pfc-equivalent.

For the opposite direction we prove by induction on k : Rk is a confluent
Semi-Thue-System.

For k = 0 we have Rk = {(a, A) | a e E }, which is obviously confluent.
Let k ^ 1, w = uov = u' TV' and (ua, u) e R& (u' x5 u') e Rk. We may assume

that u' is a prefix of u and thus we have the following situation.

We want to prove
(uv, u' zv) e pk and (uf i/, u' zv) G pfc.

Since u = u' %z and (w' x, w') e Rk we have

(w, u' z) G pft and (wu, w' ZÜ) G pfc .

To see the second relation let u0 be the shortest prefix of u which contains
every letter of u.

R.A.I.R.O. Informatique théorique/Theoretical Informaties



REDUCTION ALGORITHMS 241

If w'x is a prefix of w0, then the décomposition u = u1,„uk with
(A) aCWi) 2 ... 2 a(wfc)3a can be converted into a décomposition of w'z
because u' = M; ... ui with a(w;) 2 - 2 a(wi) x and so cancelling this occur-
rence of x does not effect the inclusions of (A).

If w' x is not a prefix of wo> then u0 is a prefix of u' x and since (w' x, w') e i?fc)

w0 is a prefix of w'.
u = uovo

u' = u0 v'o .

Now we have (v0o,v0)e Rk„v (vf
ox,vf

o) e Rk.lt
By hypothesis we have

from where we get

(v'0zo9v
f
0z)eRk-x

(u0 v'o zo, u0 v'o z) e Rk

(uf v', u' zv) e pk .and

Remark 2.2

(1) Since the order, in which the réduction steps of Rk are applied, is imma-
terial, we can do it from left to right by applying the leftmost possible réduction
recursively until the resulting word is reduced This yields an algorithm for
the construction of the shortest représentative irr (w) of a given w e Z* and
thus a décision procedure for the word problem in X*/P* :

input w

u:=longest irreducible prefix of w

yes irr(w):=u

n0

w = uov

w := uv

vol. 19, n° 3,1985



242 R. KÖNIG

(2) The considérations under (1) show the significance of knowing the set of
all irreducible words over E relative to Rk.

(3) The set Akx of all irreducible words over E is a tree; every prefix of an
irreducible word is irreducible.

(4) From (1) a décision procedure for the word problem in E*/pk n Xk is
easily derived.

Examples 2.3 : k = 3

w = xaabAaxaxa b abb a = aab a ata bta btb at

| 3 2

aab axabxa bjb ax
1 V* V-i VA

j
,q a b,a a b,a b,b a a a b,a b,a b,b a,

«1 «2 «3 V3 V2 t)j

• aaab abba
\ «__!__. 1

v3 v2 Vl

I
laablaablabta axabxabxba\

Wi U? U* Vr* V-y V<

I
aabaabab ababba

w p3-reduces to aabaabab and A.3-reduces to ababba. In each step the word
«i u2 u3 is the maximal A,3-reduced prefix and v3 v2 vx is the maximal X3-
reduced suffix.

The set Akx of all pk-irreducible words over E is contained in

{ A} u U Akx^-G'Ak-ix
cel

by proposition 1.6. The following lemma gives a recursive construction of
AkX as a disjoint union of simpler sets.

L E M M A 2 . 4 : For keN and afinite alphabet E define

R.A.I.R.O. Informatique théorique/Theoretical Informaties



REDUCTION ALGORITHMS 2 4 3

then

J>M = { A } , D0,i = 0 (k > 0, S # 0 )

*\i = U f ö w . a • a • U £*-i

and ail unions are disjoint

Proof:

(1) If E # S', then D k I n D k r = 0(fe > 0).

(2) A,z = U ^k,2' is ̂  disjoint union for ail k ^ 0.
Ï'EI

(3) Let w e Dkz and u the shortest prefix of w with a(w) = ot(vv) = Z. As in
the proof of proposition 1.6 we have w = uv, u = M' a with

aeE,M'e ^k,i-CT and t? e ^4^. 1(£ and so

^ x ^ U (Dk^a.<j.Ak_lz) follows.

The opposite inclusion follows as in proposition 1.6 if one additionally notes
that if w e Dk^a, veAk_lx, then CX(WOT) = Z. From (2) follows the desired
formula and from (1) follows the disjointness.

Let akn := I Akz \ for an n-letter alphabet S, k > 0

and dkn := ^ £ for an n-letter alphabet S, k ^ 0 .

Since permuting the letters of 2 preserves reducedness,

| Dkz | is divisible by n ! if Z consists of n letters .

COROLLARY 2.5 :

(1) *u
(2) dK,

(3) aK,
dk+

1 dk+1

«*,o (k > 0, n Ss

1>n

, n - l

0), c(0 „ = 0 (n >

(k > 0, n > 0)

>0)

• 0 ) .

where (n)r dénotes falling factorials :

(ii)r = « . ( * - 1) ( n - r

vol. 19, no 3, 1985
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Proof : To see (1), observe that

and if £ = { a l s..., a„ }, then

^i .z = { <Ï,KI) •»<**»)

(2) The lemma implies for fc ̂  1, w > 0

from which (2) follows.

(3) From the proof of the lemma follows

v^ / \ Â ufc +1,«

Calculation of the first of these numbers gives the tables :

0
n 1

2
3
4
5

0

1
0
0
0
0
0

k
1

1
1
1
1
1
1

—>
2

1
2
10
160

10400
3390400

3

1
3
15

77025

4

1
4

628
290519080

5

1
5

6325

6

1
6

75966

7

1
7

1063615

8

1
8

17017960

aKn

0
1
2
3
4
5
6
7
8
9

0

1
1
1
1
1
1
1
1
1
1

1

1
2
5
16
65
326
1957
13700
109601
986410

2

1
3
25

1027
253569

408105811

3

1
4

157
462610

4

1
5

1265

5

1
6

12661

6

1
7

151945

7

1
8

2127245

R.A.I.R.O. Informatique théorique/Theoretical Informaties



REDUCTION ALGORÏTHMS 245

To give an example, let k = 2, S = { a, b }. Since d2 2 = 10, d2 x = 2,

d2,o = 1

A

a, a2

ab, aab, aba, aaba, abb, aabb, abab, aabab, abba, aabba

is a complete list of types of reduced words for p2 L. A list for A2Z is obtained
by applying the permutation (Û, b) to the letters of each word.

LEMMA 2.6 : Let lkn -= max {| w \ : we AKr \ Z | = n }

and QkX = {we Akx\ w \ - / M , n = \ S | } .

= { A } a^/or/c > 1 , .2 # 0

= U
G e l

Moreover

fn 4- fe\
- 1 (* ^ O, n > 0) .

: Let w e Qkl, /c > 1, S # 0 .
Then w = wm? with w e DkZ_a, v e Ak_lx .

If w^ôjtz^a' t r i e n a n arbitrary « ' e ô i t i ^ gives a word W = u' ov with
| w' | > | w |. If v $ ôk-i,s t r ien each v' e ôjt-i,i gives a word w' = uov' with
| w' | > | w |. Since the opposite inclusion is obvious, the first équation is
established.

The second équation follows by recursive application of the first.
The third formula is true for k = 0 and ail n and for n — 0 and ail k. The

first équation implies for the lengths :

Assuming the formula to be true for ail indices with sum < k + n — 1 we get

fn + k - 1\ (n+k-\

'«•• = 1 * M *-, j - ' -
vol 19,n°3, 1985



246 R. KÖNIG

The number /M is the depth of the tree of minimal représentatives of pkS

( | 5 | = n). It also allows to give an upper bound for a finite generating system
for pk :

COROLLARY 2.7 : There is a generating system for p k I with at most nv * '
éléments if\ E | = n.

Proof : Following remark 2.2 shows that

{ (wa> u)\ue Ak^ ua £ AkX, a e E }

is a generating system for pk. Since Akx is a tree, the cardinality of the set

is at most nlk-n. Since tliere are n choices for a e S one has at most

niu,n+i _ n\ k ^ p a i r s in the generating system .

Next we study the set of idempotents in Z*/pk.

LEMMA 2.8 : A wordivel* isidempotent, Le.(w2, w) e pkz iff

w = ux ... uk with a(wx) = — = a(wk).

Proof: If w = ux ... uk with vAu^ = •- = a(uk) then for each oe<x(w) one
has

a(ut) 3 ... ^ a(uk) a G

and (wa, w) e pk follows, which implies

(ww, w) e pk .

On the other hand let (ww, w) e pk. Décompose w — wx ... wfc, where M̂  is the
shortest prefix of vt̂ ... wk, which contains all the letters of wt... wk. Since
(w2, w) e pkï we have a ^ ) 2 ... 3 a(wk) 2 aCivJ, from where the desired
equality follows.

COROLLARY 2.9 : Let w e E*.

(w2
5 w) e pk o (w2, w)eXko (w2, w) e pk n Xk.

R.A.I.R.O. Informatique théorique/Theoretical Informaties
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Remark and Example 2 .10 :

a) Dénote by Fr' L, Fr 2 resp. the set

247

{ w G E* | (w2, w) e pr, oc(w) = E } resp.

Then obviously F r 's = U Fr r (disjoint) and
rçz

The lemma says :

F —

b) For each word w e I * \ { A } there is a maximal number ke M, such
that (w2, H>) G pk n f̂c. fc is obtained by the following algorithm :

I w:=v

input w
k := 0

k = k+1

print k
stop

u:=shortest prefix of w with a(u)=a(w); w=u«v

— <^T(v) = ot(w)?

L e t Ekx = { w e Dkz | (w2, w) G pk } =
idempotents with a(w) = E.

2 n FfcI the set of pk-reduced
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LEMMA 2.11 :

R. KÖNIG

= { A } (k > 0)

= U Dk
Z

0)

n !
Then

eKn = n !

| E | — n.

ek,o = 1

eOn = 0

0)

1).

: Obviously Ek<> = { A } for k ^ 0 and Eox = 0 for all Z ^ 0 .
Let WG^jC/c ^ 1, Z 7̂  0 ) and u the shortest prefix of w with a(w) = a(w).

Then w = uv, u = u' a with w' G DkZ_a and f G £fc_1)E, since

Jl — vk-l with

For the other inclusion take u e Dk>z^a, v e Ek_x;L.
Since EkZ ç Dk L for all k, S, we have uav e Dkz. Moreover v has a factori-

sation v = vx ... vk_1 with a^!) = — = a(^- i ) = Z; since a(wa) = Z9

wau e Ekz,
Since evidently the union above is disjoint, we get

n\ekn - n.{n- 1) ! dkn_x.n ! efc_ ln

from where the formula follows.
The first values of ekn are listed in thefollowing table :

ek,n

n 0
i 1

2
3
4
5

0

1
0
0
0
0
0

—»
1

1
1
1
1
1
1

2

1
1
4
60
3840

3

1
1
24

25308

4

1
1
192

5

1
1

1920
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Remark 2.12

(1) QkX ç ^ f o r a l l f c e N .

(2) The monoid Z*/p* is isomorphic to the set AkZ together with the ope-
ration u.v = irr (uv\ where irr (uv) is the unique word x in Akx with (x, uv) e pfc.
The algorithm of remark 2.2 does this efficiently.

(3) Each of the subsets Dkz(T ç Z) constitutes a subsemigroup of Akz.

(4) Each of the subsets Ekr(T s Z) is an idempotent subsemigroup. More-
over, EkZ is a two-sided idéal in AkiZ.

(5) EkJL and QkZ are subsemigroups of left-zeroes of Akx.

Example 2.13 : Let again fe = 2, E = { a, 6 }. Then

jt.i = { aabab, aabba, bbaba, bbaab }

kX = g k I u

Remark 2.14

(1) The word-problem in Z*/pfc can now be solved by the following algo-
rithm :
(a) Generate AkX

(b) Consider Akz as a Z-automaton with state-set Akz and opérations

f uo, if ua e Ak yu.a = < *'L
[u il ua f 4̂̂ 2

where w G ̂ 4fcZ, a G Z
(c) Two words v, w G Z* are prequivalent, ifF A-u = A.w in this auto-

maton.

(2) This automaton also gives a possibility to describe the équivalence class
of a word w by a regular expression : Consider again the case Z = { a, b },
k = 2. Then Z*/pk is the following graph :
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[aabb]Pk = aaa* bbb*

[bbaba]Pk = bbb* ab* a(a u

R. KÖNIG

ascending arrows :

descending arrows :

(3) If we add the following output function to this automaton

f A, if u.o — u
w * CT = <

( e>, if «.a = ua

we obtain a sequential transducer which realizes the function ƒ :E* -• X*
which associâtes to every word WGE* its shortest représentative irr(w). This
shows that ƒ is a sequential function.
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(4) Analogously £*/À,k is presented by the following graph

251

B2,1

ascending arrows :

descending arrows :

Note that AkX and Bk s are anti-isomorphic by the mapping w i—• v/.
The previous considérations allow to give a décision procedure for mem-

bership in R
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THEOREM 2.16 : Let M be a monoid of cardinality m with generating system
X £ M. 772£ following properties are equivalent :

(1) M e R

(2) u e ^4mi2, wei $ AmZ (o e Z) => ua = u in M

(3) For /c : = — and every x, >> e M { 1 } (xy)* x = (xyf or

(yxf in M.

: ( l ) o ( 2 ) follows from corollary 1.10, since pm is generated by
{ (ua, ü) | u e ̂ m 2 5 wa ̂  ̂ m I , a e Z } (Remark 2.2).

(3) => (1) : Let Û, 6 e Af, (a, b) e 3t. There are x, yeM such that ax = b,
by = a. If x = 1 or j^ = 1 then a = è. Hence let x, j ; e Af { 1 }. If
(xyf x = (x>̂ )fc then Z> = èjx = ^(^x)'''^1 = by(xyf x = b(yx)k y = by = a.
Similarly if (yx)k y = (yx)k we obtain a = b; hence Af G R.

(1) => (3) : Choose x and y arbitrarily in M\ { 1 } and consider the séquence

1, x, xy, xyx, (xy)2, (xj)2 x,..., (xj)k x .

This séquence of 2 k +2 éléments in M must contain two members, which
are identical

Case 1 :3s,t ^ k, s < t

{xyf x — (xyj x

Now (xyj x = (x^y.x

(xyj =(xy)sx.y(xy)t~s-1

and ((xj;)f x, (xy)f) e @. Since M e R , (xyj x = (xyj ,

and (xy)* x = (xj)fc follows .

Case 2 :3s,t ^ k,s < t

Right-multiplication with x gives case 1.

Case 3 :3s,t ^ k,s ^ t
(xyf = (xyj x

if .y = r, we are done. Otherwise

(xyj x = (xyj.x

(xyj =(xyY(xyy~s

= (xyf x.(xyy~s
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and we obtain ((xy)f x, (xy)') e M. The rest follows as in case 1.

Case 4 : 3s, / ^ fc, s < t

(xyf x = (xyY .

Left multiplication by y gives, similarly as in case 3, ((yx)* y, iyxj) e M.
To décide membership in R, we have now two possibilités :

— Generate AkX and test property (2)
— Test property (3).

Example 2. Il : Let the monoid M be given by

It is obvious, that u e A3Z, ua £ A3X => ua = u in M for a e £ = { a, b }.
If, however, the monoid M is given by a multiplication table, it may be more
efficient to test property (3).

We call an M-Variety W decidable, if for every finite monoid Mit is decidable
whether M e W. It is clear, that V n W i s decidable, if V and W are decidable.

In view of corollary 1.10 (3) we see that a finite monoid M belongs to J iff
there are a natural k and an alphabet S such that M ^ £*/p for some con-
gruence relation p and Rk u Lk ç p.

Unfortunately the union of the réduction Systems for pk and Xk does not
give a confluent Semi-Thue-System :

Let Z = { a, b } , k = 2 , w = ababa .

abab and baba are both p2 v À,2-equivalent to w and irreducible.
On the other hand the word problem for pk n Xk is decidable. Note that by

corollary 1.10 (4) the séquence pk n Xk defines R v L.
In [1], the M-variety R is characterized by the séquence n~R of congruence

relations on Z* defined in the following way : Put

n~ := {(u,v)\VweZnuewLL\It*ovew L U S * } .

and

n ~R := { {u, v) | for every prefix a ofu there is a prefix ft of t? such that a „ ~ b
and for every prefix ft of t; there is a prefix a of M such that
an~b}
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Although n~R and pn are defined in completely different ways, wecan prove :
n~R — p„ for every natural «.

For this purpose consider the algorithm which produces for every word
w e X* the shortest représentative %n(w) of its n~R-class, described in [1], p. 11.

It is clear from this algorithm that n ~ R is generated by the set

{ ( M a , M ) | M e r , a e S , w a „ - M } ^ n~R.

Lemma 3 of [8] states that ua n—Ru iff (ua, u) e Rn and n~R = pn follows.

3. COMMON GENERALIZATION OF pk AND Xk

In the définition of pk a letter within a word w may be removed, if some
condition for the part of w, occurring to the left of this letter, is true. Since Xk

is just the left-right-dual of pk, a corresponding property holds for Xk. Therefore
the following generalization is very natural :

DÉFINITION 3 . 1 : For r, I e M andafinite alphabet S define

Mrl = { (uov, uv) | (uo, u) e Rr, (CTÜ, v)e L1}

jir j = M r ï , the congruence relation on E* generated by Mrl.

Facts 3 . 2 :

( O Mr.O = Pr

0̂.1 = V

(2) K+Ul ^ Mr,t ; Hr+l.i ^ Pr,I

(3) jvtI e p P n V

(4) (wau, wr) e Afr>1

=> (xwaü% XWÜ^) e Mrl for all x, y e Z* .

LEMMA 3.3 : | i r / is a fully invariant congruence relation with finite index.

Proof ; An argument very similar as in the proof of lemma 1.5 shows that
\irl is fully invariant Let Ar{Bv Crl resp.) be the set of irreducible words over
£ relative to pr(k& K,i resp.) and w e CrV Thus for each a e a(w), we have

w = u0 <JV0 => (u0 a, M0) i Rr or (OT0, Ü0) ̂  L^.

Let a ls..., as be the séquence of letters of w, for which w = uiai vt and
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(u{ ai; u^$Rr(i = 1,..., s) and xl5 ..., xt the séquence of letters of n>, for which

w = u[ xt v\ and (xt uj, ut') £ L,.

Now we have ox oseAr since (m, u) e Rr and (wxcr, wx) £ i?r imply
{uo,u)$Rr. A similar argument shows xA ^ e B , .

Let i , 5 ç l * 5 r = { a ' | a e l } , Z" = " { o f f | o e ï }

g Q I—> O

(Z u Z')* -• Z* g : / , ƒ the natural epimorphism, then the
I y o i-> CT shuffle of 4̂ and B is

(Z u Z')*/CTT' = x' a

4̂ LU 5 := g(/ f(A.B')) [2],
and for

(Z u Z' u Z")* -> Z* k : a' H-*- a A the natural epimorphism, we define
h a" H-> a t^ie amalgamated shufïle

(Z u Z' u Z")*/ax' = x'v:.::r
The amalgamated shuffle is also known as the infiltration product [5] or simply
as shufïle [6].

From the considération above we conclude that Crl ^ Ar I i 1 Bt and since
Ar, Bl are finite, this shows that \irl has finite index.

That Ar I I I Bt is not sufficient to contain Cri is shown by the following
example, which is due to F. Baader (personal communication).

Let Z = { a, b }, r = / = 2. Then aaabaaa G C2 2, but for ail i j e l * such
that aaabaaa e x I I I y we have x $ A2 or y $ B2.

The next theorem shows that Crl in fact is a System of shortest représenta-
tives for |i r /.

THEOREM 3.4 : Each \irl-class has a unique shortest représentative.

Proof : We show that again Mrl is a confluent Semi-Thue-System.
Let w e Z* be arbitrary, w = uov — u' xv' and

(«a, w) e Rr, (au, Ü) G Lt, («' x, w') e R,, (xv'9 v') e Lx.
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This means : (uw, uv) e MrA and (u' xv\ uf v') e Mrl.

We have to show : uv and u' v' have a common descendent.
Let us suppose u' is a prefix of u :

U I O| V | UV s U ' T U " v

u'v' = u'u''cv

From (w' x, «') e pr we dérive

(u'xu'\u'u")epr,

(il' u" <7, «' TM" a ) 6 pP

M' U" O = UO

(wa, w) e p r

M = M' TM"

(w' XM", u' u") e p r .

The chain implies (w' w" a, M' M") G pr. Since (av, v) G A,Z, together with
lemma 1.4 we obtain (u' u" <JV9 u' u" v) e Mrl.

Similarly from (qv, v) e Xt we dérive (u" avy u" v) e X^

(XM" V9 TU" GV) G Xt

xu" av = xi?'

{%v\v')eXl

v' = u" av

(u" ov, u" v) G Xt

and obtain {xu" v> u" v)eLv Since (w' x, u') ei^we also have(w' xu" v> u' u" v) e MrJ

and u' u" v is a common descendent of uv and w' v'.

Remark 3 . 5 : The proof of lemma 3.3 shows :

Ar.B^ Cr>l^ Ar LU B,.

The inclusions are strict in gênerai.
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For r = 2, / = 2 we have

aaba e A2, abab e B2, thus

aaababab e A2 I ? 1B2, but

aaababab is reducible to aababab in ja2 2 .

For r = 1, / = 1 we have AX.BX ^ C 1 4 , e.g. aabb G C X I 1 Al.Bl.

Example 3.6 :

C n ç ^ LJJ^1S Z = U ô }
^i = { A, a, è, aé, ba }, ^ = { A, a, 6, aô, ba} ^= A1

AY LU ^ = { A, a, b, a2, ab, ba, b2, aab, aba, baa, bab, abb, bba, abab, aabb,
abba, bbaa, baab, baba }

= C l t l (in thiscase).

Thus the monoid Z*/[in is isomorphic to
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Similarly as in remark 2.14 this monoid also présents an automaton deciding
the word problem in S*/|i11 and describing the équivalence classes by regular
expressions.

The function g : E* -> E* associating to every word w e l * its shortest
représentative irr (ü) with respect to |^, is realized by the following bimachine
(see [0] for the définition of a bimachine) :

Take Ar and Bt as state sets and next-state functions

f ua, if ua e Aru.a = < a e l , ueAr)[u , if ua$Ar

and
f au , if at? e 5,
l v , if au £ 2?;

The output function y is defined as

a , if ua e Ar or ave Bl
y(u, a, v) =

[ A, else .
This bimachine produces for every input u e E* the output irr (w) = y(A, w, A).

COROLLARY 3 . 7 : For arbitrary r, / > 0 /Ae monoid E*/}^ AÖ5 a decidable
word problem.

Let V dénote the following class of monoids :

f° r some finite alphabet ^] and theré is some

k e N such that [ikk £ p .

Then V is an M-variety ([4]) and we have :

PROPOSITION 3.8 :

R v L ç V ç A p .

Proof : R v L Ç V, since \ikk £ pk n \k.
For a e E we have (a2k+1, a2k) e \ikk.
Since îfcfc is fully invariant, x2k+1 = x2k is an équation which holds in

This shows V ç Ap.

THEOREM 3.9 : V is decidable.

Proof: Let M - E*/p and | M \ = r. We show :

M e V iflF [irr c p .
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The implication from right to left being trivial, we suppose M G V, which
means p ^ \ikk for some k e N. We can choose k ^ r : Let (uav, uv) e M r r,
i.e. u = ux ... ur, v = vr... t^ such that

(*) OL(UX) 2 ... 2 oc(wr) 9 a e a(i>P) ç ... ç a ^ i ) .

Considering the séquences u0 = 1, ul5 wx w2,..., wx ... ur and i?r... vi9-
vr_x ... i;ls..., vl9 v0 = 1 we can find /, 7, A, / such that 0 < i < j ^ r and
0 < A < / ^ r and w0 M: ... 11. = M0 WX ... wf M-+1 ... ŵ  and

The inclusions (*) imply :

((w. + 1 ... w / i i J + 1 ... ur ovr... Ï ; / + 1 ( ^ ... vh + 1f,

(Mi+1 ... M / Mi+1 ... wr r r . . . vl+1(vt... üh+1)*) e \ikk

and since nfcfc ç pwe have in M :

MÛ = u0 ... 11,(11,+1 ... uj) uj+1 ... wr v r . . . vl+1(v{... i? h + 1 ) üfc ... v0

= M o - « | ( M | + i - » « / M i + i . » ^ W r - M ! + l ( « ' ï - ü f c + l ) k ü * - ü O

= Uo ... 11,(11,+ 1 ... M / UJ+1 ... Wr CTî;r ... Ü |+I(l7, ... Vh+1f Vh ... V0

= uav.

Therefore (UGV, UV) G p and we obtain

\xrr s p .

There are some open questions concerning the M-Variety V :
1) Find a séquence of équations which ultimately defines V.
2) Find other algebraic characterisations of V.
3) Is R v L * V ?
4) Characterize those L with M(L) e V.
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