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ON FINITELYGENERATED MONOIDS
OF MATRICES WITH ENTRIES IN M (*)

by Andréas WEBER (X) and Helmut SEIDL (2)

Communicated by J. BERSTEL

Abstract. — Let T be a nonempty, finite set of square matrices of size n with entries in the
semiring N, Consider the matrix-monoid F* = \J Tx generaled by F. We show: If F* is finite,

x > o
N

then F*= \J Fx where N= re2-n\~l - 2 . This assertion is false for any N smaller than 2n~2. If
N n

F has exactly one member and F* is finite\ then F* = \J Tx where A^=max (/+g (n — f))— 1
1=0 1=0

(g dénotes Landau's function). In the last assertion N is V minimal.

Résumé. — Soit F un ensemble non vide et fini des matrices carrées de dimension n à entrées
dans le semi-anneau N. Considérons le monoïde de matrices F*= \J Tx engendré par T. Nous

x>o
JV

démontrons : Si F* est fini, alors F*= \J Tx où N= (~e2*«!~l — 2. Cette assertion est fausse pour
x = o

N

chaque N plus petit que 2n~2. Si F a exactement un élément et F* est fini, alors F*= U Tx où

7V=max(/+g(n — /))— 1 (g représente la fonction de Landaü). Dans la dernière assertion N est
1 = 0

minimal.
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2 0 A. WEBER, H. SEIDL

0. INTRODUCTION

Let wef^J\{0}. Let F be a nonempty, finite set of «x «-matrices with
entries in N (3). F* = U F^ dénotes the matrix-monoid generated by F. In

•k ^ o

this paper we deal with the following problem: If F* is finite, - for which N
N

does the identity F* = U T^ hold? Note that it is decidable whether or not

F* is finite ([MaSi77], [Ja77], [Re77]), -even if the underlying semiring M is
replaced by Q [MaSi77] or by an arbitrary commutative field [Ja77]. In fact,
(for the semiring r\l) the décision can be made in polynomiâl time (see
appendix, see also [We87], [Le87], [Ku88]).

The following values for N are known from the literature:

- 7V-233 '"2 + 1 - l [MaSi77].

- N—f(n9 # F)— 1 where ƒ is a recursive function [Ja77].

- JVF=(entry(r))*2'(If-1)i5l'3/2-nï |3-hrt2- 1 where entry (F) is defined as the
maximum of 1 and the greatest entry of a matrix in F (see appendix, see
also [We87], [Ku88]).

Similar values for TV hold true, if the underlying semiring N is replaced by
Q [MaSi77] or by an arbitrary commutative field [Ja77]. For further results
on finitely generated matrix-monoids we refer to [McZ75], [MaSi77]? [Ja77],
[Re77], [ChI83], chapter 7 of [We87] (presented in the appendix of this paper),
[Le87]5 and [Ku88],

N

In section 2 of this paper we show: If F* is finitè, then F* = U T% where
x = o

N= re2-nl~\ - 2 . For each « ;> 2 there is a set Ftt of nxn-matrices with
N

entries in {0, 1} such that (FM)* is finite and strictly includes U (F„)x where
A.= 0

N=2n~2~ 1. In section 3 we show: If F has exactly one member and F* is
N n

finite, then F*= U F^ where iV=max (/+g(n —/))—1 (g dénotes Landau's

function). For each n ^ 1 there is an n x «-matrix Cn with entries in {0, 1}
such that {CB}* is finite and strictly includes {(CJ°, ( Q 1 , . . ., (Cn)

N} where

(3) N dénotes the semiring of ail nonnegative integers.

Informatique théorique et Applications/Theofétical Informaties and Applications



ON FINITELY GENERATED MONOÏDS OF MATRICES 2 1

The second resuit of section 3 is essentially due to Ludwig Staiger. Indeed,
only recently he slightly improved the corresponding resuit in a previous
version of this paper up to optimality (!) and also exhibited an alternative
proof, based on matrix theory, of the first resuit of section 3 [Sr88]. Using
similar methods, another proof of the latter resuit was obtained by Paavo
Turakainen [Tu90].

The function g is considered in number theory. Landau showed:
lim [loge (g (ri))//n - loge n] — 1 ([LaO9], §61). Further results on the asymp-

totic behavior of g çan be found in [MsNRo88]. In section 3 we mention
explicit upper and lower bounds for g due to Massias ([Ms84.1], [Ms84.2]).

It remains as an open problem: Where in the range between 2n~2 and
Fe2 • n\ H — 2 is the smallest N such that for each finite monoid F* (of n x n-

N

matrices with entries in f̂ I) the identity F*= \J Tx holds?
1 = 0

In our proofs we transform the above stated results into assertions on the
degree of ambiguity of a finite f^l-automaton (N-FA). In section 2 we present
a "non-ramification" lemma. This lemma allows to shorten an input word
of a finitely ambiguous N-FA without changing its ambiguity-behavior. The
lemma and its application lead to the first resuit of section 2 and turn out to
be a completion of methods and ideas used in [We87] and in [WeSe88]. In
fact, in [Se89] the second author generalizes the above lemma to finite tree
automata. In order to prove the second resuit of section 2 we take advantage
of some properties of a finite automaton constructed in [WeSe88]. In section 3
of this paper we use direct methods and constructions.

I. PRELIMINARIES

Let K be a nonempty, finite set. MKxK dénotes the multiplicative monoid
of ail square matrices with entries in N and both rows and columns indexed
by K; the matrix multiplication is defined "as usual". Let F be a subset of
NKxK:T* := (J T% dénotes the matrix-monoid generated by F. If F is finite,

a. ̂  o
then F* is said to be finitely generated.

The (z,y)-entry of a matrix CeNKxK is denoted by Citj(i9jeK). Let
CijSNfcjeK), then the (unique) matrix CeMKxK such that for ail i,jeK
Ct j= ctj is denoted by C= (ctj)u jeK. We define
{0̂  l } X x X : = { C e ^ * x K | V / , 7 G K : CUje{0, 1}}. Le tneN: Nnxn dénotes the

vol. 25, n° 1, 1991



2 2 A. WEBER, H. SEIDL

multiplicative monoid f̂ J[H)x[nl of ail «x «-matrices with en tries in f̂J (4). We
define {0, l }" x " : = {0, l}Wxw.

Following [E74], we define a finite N-automaton (short form: Py-FA) as a
5-tuple M=(Q, E, y, Ql9 QF) where Q and £ dénote nonempty, finite sets of
states resp. input symbols, Ql9 QF = Q dénote sets of initial resp. final (or
accepting) states, and y is a total function y : g x Z x g - > N . £ is called
the input alphabet of M, y is called the multiplicity function of M. Each
(p, a, #)eQ x L x Q dénotes a transition of M with multiplicity y(p, a, q). A
transition is called proper, if its multiplicity is nonzero. For each
a si, y(à): — (y(p9 a, q))pqeQeNQ*Q dénotes the transition matrix for a in
M. If y (Q x 2 x g) g {Ó, 1}, then M is called a (nondeterministic) finite
automaton (short form: FA).

The mode of opération of M is described by paths. A path n (of length m)
for x in M leading fromp to q is a word (#l5 xx). . . (qm, xm) qm+ x G (Q x S)m. Q
so that (0ls xl9 q2), • • -, fem5 xm, qm+1) are proper transitions of M and the
equalities x = x a . . .xm5 p = q1 and q = qm+1 hold. TC is said to consume x.

m

y (n) : = f| y (qi9 xi? ^ i+1) dénotes the multiplicity of TC. In particular, if m-0,

then y(7i)=l. n is called accepting, '\ïpeQj and qeQF. The language reco-
gnized by M, denoted by L (M), is the set of words consumed by ail accepting
paths in M.

Let x = x1 . . .xmeX* (xly . . ., xmGE), and let p, ^ e g ; We define
daM (p, x, q) as the sum of the multiplicities of all paths for x in M leading
from p to q. In particular, daM(/>, s, q)— # ({/?} H {#}) and, for each a e S,
daM(p, a, q) = y(p, a, q). It is easy to show by induction on m:
daM(/>, xx...xm9 q) = (y(x1)...y(xj)p>q (see[E74], chapter VI.6). We will
use this resuit as a second définition of the daM-operator. The transition
relation of M is the set ô : = 5M : = {(p, x, q) e Q x 2* x Q | daM (p, x, <?) # 0).

The degree of ambiguity of xeS* in M [short form: daM(x)] is defined as
the sum of the multiplicities of ail accepting paths for x in .Af, Le..,
daM (x) = Y, S ^aM 07' -̂ s ^)- ^^e degree of ambiguity of M [short form:

da (M)] is the supremum of the set (daM(x) | XGL*}. M is called finitely
ambiguous, if da(M) is finite.

(4) [«] dénotes the set {1, . . . , « } .

Infoj*matique théorique et Applications/Theoretical Informaties and Applications



ON FINITELY GENERATED MONOIDS OF MATRICES 2 3

A state of M is called useful, if it appears on some accepting path in M;
otherwise, this state is called useless, Useless states are irrelevant to the degree
of ambiguity in M. If ail states of M are useful, then M is called trim.

A state peQ is said to be connectée with a state qeQ (short form: p<-*q),
M

if some paths in M lead from p to q and from q to p. An équivalence class
w. r. t. the relation "<->" is called a strong component of M. A proper transition

M

(p, a, q) of M is called a bridge, if p is not connected with q.

Let x = xx. . .xme£* (xls . . ., xmeE). The grap/z of accepting paths for x
in M [short form: GM(x)] is the directed multigraph (V, E) where

and (q, xj

7 e [m] and (p, x,-, #)e8 and ie[y(p, xp q)]}

[an edge ((p,j— 1), z, (^,7)) is assumed to lead from vertex (p,j— 1) to vertex

; The number of ail paths in GM (x) leading from Qt x {0} to QF x {m}
equals the degree of ambiguity of x in M. Each vertex of GM (x) is situated
on such a path.

The connection between finite generating sets of matrix-monoids in Nnx"
and finite [^l-automata with n states is established by the two foliowing
propositions:

PROPOSITION LI: Let T= {Cl5 . . ., Ct} be a nonempty, finite subset oj
We associate to Y the N-FA Af=([/i], S, y, [n], [n]) where Z : = {a ls . . ., at)
and (y (Z, ay, f))u j e [n] : = CT (x G [t]). Then, the following assertions are true:

(i) F* is finite, if and only if M is fïnitely ambiguous.

(ü)--V-X,eM>V€eI*,.3xe^: C=(daM(i, xj)\j€[ny

(iii) V J G S * , 3Z>er"l : (daM(1, ^y ) ) U e W «Z) .

PROPOSITION 1.2: L^/ M=(g , S, y5 g s Q) ô^ an N-FA. We associate to M
the subset T: = {y(a) | as?,} ofNQxQ. Then, the following assertions are true:

(i) M is fïnitely ambiguous, if and only if Y* is finite.

(iï) VjeS*, 3Z> e r l " : (daM(p, y,q))p.qeQ=D.

(iii) VXeN, VCeT\ 3xel,x: C=(daM(p, x, ?)) , . , . e .

vol. 25, n° 1, 1991



24 A. WEBER, H. SEIDL

Proof of proposition 1.1: By the définition of the daM-operator we observe:

Vxl5 . . . , x m e [ 4 Vz,ye[«];

daM(z, axi, . ..,flTffl,i) = ( y ( ^ ) . - .yfaJ)i,j = (Cxl. . .CxJUj.

From this follows the proposition. D

Proof of proposition 1.2: By the définition of the daM-operator we know:

Vx1? . . ., xmGE, Vp, qeQ: daM(p, x1. . .jcm, q) = (y(x1). . .y(xj)pi f l.

From this follows the proposition. D

Landaus function g: N -» N (see [LO9], §61) is defined as follows:

g(«):-max{lcm(« l 3 . . ., nk) \ nu . . ., nkeN\{0}in = n1+ . . . +«fc}.

Note that lcm( ) = 1, and thus g(0) = 1. Clearly, for ail

2. THE GENERAL CASE

In this section we prove the two following theorems:

THEOREM 2.1: Let neN\{0}. Define N:= re2-n\~] - 2 . Let F be a
N

nonempty, fïnite set of matrices in NnXn, If F* isfinite, then F*= U Fx.
x = o

THEOREM 2.2: Let neN\{Q,l}. Define N: = 2n~2-1. Then, a set Fn of at
most n + 2 matrices in (0, l } n x " effectively exists such that (FJ* is fïnite and

N

strictly includes U (r„)\
x = o

Note that in theorem 2,1 the reversai of the implication is trivially true.
Theorem 2.2 means that theorem 2.1 is incorrect for any N less than 2"~2.
Thus, 2n~2 is a lower bound for the smallest possible N in theorem 2.1.

In order to prove the theorems 2.1 and 2.2 we transform them into
assertions on the degree of ambiguity of an f̂ l-FA which are stated in the
lemmas 2.3 and 2.4. Using the propositions 1.1 and 1.2 we will show that
theorem 2.1 resp. 2.2 follows from lemma 2.3 resp. 2.4. After that we will
prove these two lemmas, successively.

Informatique théorique et Applications/Theoretical Informaties and Applications



ON FINITELY GENERATED MONOIDS OF MATRICES 25

LEMMA 2.3: Let M=(Q, Z, y, Q^ QF) be afinitely ambiguous N-FA with n
states.

Define N:= re2 -n\~\ - 2 . Then, the following assertion is true:

daM fa, X, qF) = daM (qj9 y , qF) (5).

LEMMA 2.4: Let weN\{0,l}. Define N: = 2n~2-1. Then, afinitely ambigu-
ous FA M„ — (Q7 £, y, Q, Q) with n states and n + 2 input symbols effectively
exists such that the following assertion is true:

, 3p,qeQ, V x e l ^ : daM>, x9 q) < daM>, y, q).

Proof of theorem 2.1: Let Af =([«], S, y, [n]9 [«]) be the M-FA associated to
F in proposition 1.1. We conclude from proposition 1.1 and lemma 2.3:

# (r*) < oo => da (Af) < oo

: daM(i, x, j) = daM(i, j ; 3 j)
N

, 3De \J

N

= u r\ D

Proof of theorem 2.2: Take the FA MB = (g, E, y, g, 0 whose existence is
claimed in lemma 2.4, and consider the subset F„ : = (y (a) j a el,} of {0, 1 }ö x Q

associated to Mn in proposition 1.2. According to lemma 2.4, # Q = n and
# (Fn) ̂  # E = w + 2. Lemma 2.4 claims:

da (Af„) < oo

and

3yeX*, lp,qeQ, V x e Z ^ : daM>, x, q) < daM>, y, q).

N

(5) £= N dénotes the set U £ \

vol 25, n" 1, 1991



2 6 A. WEBER, H. SEIDL

By proposition 1.2 this implies:

# (TO* < oo

and

N

3De(Tn)*, 3p,qeQ, VCe U (FJ l: Cp,q<Dp,q.
1=0

N

Thus, (TJ* is finite and strictly includes U (F„)\ D
x=o

In order to prove lemma 2.3 we give some technical définitions and we
state a "non-ramification" lemma (lemma 2.5). This lemma guarantees certain
pièces of a graph of accepting paths in a fînitely ambiguous N-FA to be free
from ramifications of edges. This property allows to shorten a sufficiently
long input word of such an N-FA without changing its ambiguity-behavior
and therefore leads to a proof of lemma 2.3. Having established lemma 2.5,
we prove this lemma and lemma 2.3, successively.

Let M=(Q, S, y, Ql9 QF) be an IM-FA. Let x = x1 ...jcme2*(x1> ...,xmeZ).

Consider the multigraph GM(x) = (V, E). Let j e {0, . . . , w } : W e define

a^egj : fe, xx. . .xp

der(x,j): = {qeQ | 3qFeQF: (q, xJ+1. . .xm9

set (x, j) : = {q e Q \ (q, j) eV} = att (x, j) O der (x, j).

att (*,/), der(x5y) and set(x,y) dénote the set of states attainable from Qj
with xx . . .Xp the set of states derivable to QF with xj+1. . ,xm, and the set
of states at column j in GM(x), respectively. Let y0 e [ra]: A pair {ex, e2) of
edges in GM(x) is called a ramification of edges at column j0 in GM(x), if ex

and e2 are distinct and start at the same vertex in Q x {/0— 1}, f. ̂ ., for some
state poeQ and some distinct (ils ^J , (i2, ̂ 2)ef^J x g5 eu e2eE are of the
form ex = ( 0 0 , y 0 - 1), il9 (qt, j0)) and ez = ((p0, j 0 - 1), i2,(q2,jo)). Let
0 ^ 7 \ <72 ̂  ^ : ^ M W is said to be ramification-free between columns j \ and
j 2 , if there is no ramification of edges at any of the columns j \ + 1, . . ., j2 in

LEMMA 2.5 (Non-Ramification Lemma): Let M^(Q, 2, y5 g /5 gF) èe a
fînitely ambiguous H-FA, Let x = x±. . .xmeS* (xl5 . . ., i m e l ) . Le/
0 ^ j 1 < 7 2 ^ m 50 f/uzf set(x9j\) and set(x,j2) coincide. Then, GM(x) is
ramification-free between columns j \ andj2.

Informatique théorique et Applications/Theoretical Informaties and Applications



ON FINITELY GENERATED MONOIDS OF MATRICES 27

Proof of lemma 2.5: Let GM(x) = (V9 E). Assume that there is a ramification
of edges {eu e2)eE2 at some column j 0 e {jx + 1, . . .9j2} in GM(x). Then, a
state poeQ and distinct (zl9 ̂ t ) , (z2, # 2 ) e ^ x ô e x i s t s u c n

Ler / e f ^ J \ {0} . We defîne u: = xx. . .x^ , u:
w: = xJ2 + 1 . . .xm, and y: = uvtw = y1. . . ^ where /: = | ƒ | = i
and yu . . . j ^ S . Pumping that segment of GM(x) which corresponds to
v, and which contains ex and e2i yields the directed multigraph G = (V, Ë)
and the edges 4 0 ) , 40 ) , . . ., e(l~l\ e^^eE (see.//g. 1):

Q

set(x.O)

A:=set(x,j1) = set(x,j2)

J l_-J

A set(x.m)

Figure 1.

*{0, . . .,j\}\J U•{(«,y
T = 0

U{(q,j+(t-l)'(j2-ji)) \j2 Sjûm, (qJ)eV},

S: = {((pJ~l\ U (« j ) )eFxNx V \je[l] A(P, yp q)ebM A /e[y (p, yp q)]}9

4T) : = ((Po> (/o " O + T * O2 -7i)) , *'i, fel, 7o + T • (/2 ~A)))9

vol. 25, n° 1, 1991



2 8 A. WEBER, H. SEIDL

Since set (x, j\) and set (x, j2) coincide, each vertex of G is situated on
some path in that graph leading from Ql x {0} to QF*{1}, and G is a
subgraph of GM(y).

We construct pairwise distinct paths TC0, ...,nt^1 in G leading from
Ô J X { 0 } to g F x { l } . Letxe{0, . . ., t-l}: Select a path TUT in G leading from
Qi x {0} to Of x {1} such that nT runs through e$° and does not run through
any of the edges e(

1
T+1), . . ., e{{~l) [and may run through e^+1\ . . ., e(2~1}

instead]. Let 0 ^ <y <z <L t—1: n^ and nz are distinct, since nx runs through
e(i} and 7ta does not.

In conclusion, we know for ail * e f ^ \ { 0 } : daM(uv*w) *> t. Hence, da(Af)
is infinité. (Contradiction!) •

In order to prove lemma 2.3 we need the following proposition:

PROPOSITION 2.6: Let ne N. Then, £ ( # ^4)! < e2-/?!.

Proof: We estimate:

A S B <= [n] d =

n

Proof of lemma 2.3: We prove the lemma by induction on the length of
. Let JC = XX . . . x m eE*(x l 5 . . ., xmeZ).

Base of induction: | x | ^ Â". Select y : = x.

Induction step: Let |x | ^ N+l= r ^ 2 > « ! i - 1. Consider the multigraph
GM(x) = (F, £). By proposition 2.6, a subset / of {0, . . ., m} and sets A and
£ with A^B^Q exist such that # J > (# A)\ and
{(set(x, y), att (x, j)) \jeJ} = {(A, 2?)}. Define j \ : = min (ƒ) and j 2 : = max(ƒ).
By lemma 2.5 we observe:

(*) GM(x) is ramifîcation-free between columns^ andy2-
Let us fix pairwise different states ru . . ., rd such that A = {ru . . ., rd)

(see/?g. 2).

Le tye / : 9(7) is defmed to be, according to (*), the uniquely determined
rf-tuple (sl9 ...,$d)eQd such that {sl9 . . . , sd} = set(xJ) = A and for ail

z = l , . . ., d (rh Xji + 1. . .Xp st)eèM. Thus, we have defmed a mapping
cp : ƒ-> Ôd such that #

Informatique théorique et Applications/Theoretical Informaties and Applications



ON FTNITELY GENERATED MONOIDS OF MATRICES 29

Gn(x):

set(x,O)

no ramification of edges

Figure 2.

set(x.m)

Since #J> (# A)\ = d\, integers j3,j\eJ and states su . . ., sdeQ exist
such that j \ ^j3 <j4 tzj2 and ^(j3)^<p(J4)^(su • • •> sd)- L e t u s consider
the décomposition x=wt;1u2^3w where u: — x1 » . . x^ , ÜJ : =

. . x J 4 , v 3 : = ^74 +1 • • • XJ2' w

of q> and from (*) we dérive {see fig, 2):
*J2 +1 •••*«• F r o m t h e définition

{su . . . 5 5d} = set (x, 73) = set (x, y4) ̂  ^ ,

V ix, i2 e [d\ : da M {sit, v2i si2) = # ({ix} H {^2})-

From the above we conclude {see fig. 2):

V qi e ô/ s V ?F e 6 F : daM (^ , x, çF)

, qF)

a M ( ^ , wz;l5 ^ ) .da M (^ 5 ^ w , qF).

We defme );; = wz;1ï;3>veS*. Clearly, \y\ < \x\. Consider the mul t igraph

M(y)=(P,Ë). Since

att {y, j3) = att (x, 73) = 5 ^ att (x, y4)

vol. 25, n° 1, 1991



30 A. WEBER, H. SEIDL

and der(y,73) = der(x,y4), we observe:

set 0 , j3) = att (y, j3) O der (y, j3) = att (x, j4) O der (x, j4)

= szt(x, J4) = A={su . . ., sd}.

From this follows:

d a M ( ^ } >>, gF) = £ d a M ( ^ , MU1S ̂ -). (daM (sh v3w, qF).
i = l

Therefore, the assertion of the lemma follows from the induction hypo-
thesis. D

Let M be an FA. In [We87] and in [WeSe88] the criterion (IDA) is
introduced which is proved to characterize the infinité degree of ambiguity
of M. The concept of a ramification of edges may be used to furnish an
alternative proof of this characterization. The essential idea is to dérive the
criterion (IDA) from such a ramification of edges in some graph of accepting
paths in M which lies between two columns with coinciding sets of states.
Note that the relation "<->" is not used in this alternative proof.

M

For the proof of lemma 2.4 we adopt from [WeSe88] the two following
propositions:

PROPOSITION 2.7 ([WeSe88], lemma 5.2): For ail nu n2ef^J\{0} a trim FA
M:=Mn n = (ô , 2, y, Qj, QF) with n1-\-n2 states and « 1 + /Î2 + 2 input syrn-
bols effectively exists such that the following assertions are true:

(i) M has two strong components with nt and n2 states, respectively. For
some order Ql9 Q2 of these components, (pt, p2), (#i5 #2)eÔi x Ô2 exist such
that QI={p1}, QF={q2}, and every bridge of M is of the form (qu a, p2)
where aeZ.

(ii) M is finitely ambiguous.
(iii) There is a word y eE* so that daM(y) is at least 2ni+"2~2

PROPOSITION 2.8 ([WeSe88], assertion (*) in the proof of lemma 4.5): Let
M=(Q, S, y, Qj, QF) be an FA with the following properties:

(i) M has two strong components. For some order Qx, Q2 of these com-
ponents, (pl9p2), {qu qi)^QixQi exist such that Ô / =

every bridge of M is of the form {qu a, p2) where
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(ii) For every usefül state qeQ and every word ueS* daM(#, v, q) is at
most 1.

Then,for fl//ieE*, daM(x) is at most \x\.

Proof of lemma 2.4: Choose nu n2eN\{0) so that n = n1+n2. Consider
the FAM: = Mni „2 = (g, Z, y, Qj, QF) whose existence is claimed in propo-
sition 2.7. By the assertions (i) and (ii) of proposition 2.7 we can apply
proposition 2.8 to M which yields for all xeL* : daM(x) ^ |JC|. Consider
M' : = (Q, £, y, g> g). M' is a finitely ambiguous FA with n states and n + 2
input symbols [in fact, since M is trim, da(M') ^ w2*da(M) < oo]. Taking

as in assertion (iii) of proposition 2.7, we observe for all xeZ= N:

daM ,O1 ? x, q2) = daM(x)^ \x\ ^N=2n~2-\ < d a M 0 ) = daM ,(^1 ) y, q2).

Thus, M' is the FA M„ we are looking for. D

3. MONOIDS GENERATED BY ONE MATRIX

In this section we prove the two following theorems the second of which
is essentially due to Staiger [Sr88]:

THEOREM 3.1: Let « e N \ { 0 } . Define N: = ma.x(l + g(n-l))-l. Let C be
1 = 0

a matrix in Nnxn. If {C}* isfinite, then {C}* = {C°, C\ . . ., CN).
n

THEOREM 3.2: Let rcef^\{0}. Define N: = max(l+g(n-[))-2. Then, a

matrix Cn in {0, l ] " x n effectively exists such that {C„}* is finite and strictly
includes {(Cn)°, (Cn)\ . . . , ( C / } .

Massias ([Ms84.1], [Ms84.2]) showed: There is a constant kx < 1.053 14
such that for all ^ef^J\{0} g{n) is at most eki"v"'log^n, where equality holds
for n= 1319766 (!!). Thus, in theorem 3.1 TV can be replaced by
ekl-y/n.iogen_^_n_ j Note that in this theorem the reversai of the implication
is trivially true.

Theorem 3.2 means that theorem 3.1 is incorrect for any TV less than
n

max (/+g(n — !))~ 1. Therefore, TV in theorem 3.1 is minimal. It is a resuit of
( = 0

Massias [Ms84.1] that for all n ^ 906 g(n) is at least ev""log^n. Thus, in
theorem 3.2 TV can be replaced by eVnlog^n-2 for all n ^ 906.
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In order to prove the theorems 3.1 and 3.2 we transform them into
assertions on the degree of ambiguity of an N-FA with one input symbol
which are stated in the lemmas 3.3 and 3.4. Using the propositions 1.1 and
1.2 we will show that theorem 3.1 resp. 3.2 follows from lemma 3.3 resp. 3.4.
After that we will prove the lemmas 3.3 and 3.4, successively. This will be
done using direct methods and constructions. We want to point out that
there are two other proofs of theorem 3.1, based on matrix theory, by Staiger
[Sr88] and by Turakainen [Tu90]. As a side effect, this alternative proof yields
a lot of knowledge about the structure of the matrices in question.

LEMMA 3.3: Let M^(Q, {a}, y, g / } QF) oe a finitely ambiguous N-FA with
n states.

n

Then,for some N ^ max (l + g(n — [))—l9 the foliowing assertion is true:
1 = 0

n

LEMMA 3.4: Let neN\{0}. Define iV:-max (/+g (« - / ) ) -2 . Then, an FA
1 = 0

Mn — (Q, {a}, y, g, g) with n states effectively exists such that the foliowing
assertions are true:

(i) The degree of ambiguity of Mn is at most n.

(ii) 3jieN,VA,e{0, . . ., N], 3p, qeQ:d&Mn(p, a\ q) / daMf](p, aH, q).

Proof of theorem 3.1: Let M=([n], [a], y, [n], [n]) be the M-FA associated to
r = {C} in proposition LI. We conclude from proposition 1.1 and lemma 3.3:

# ({C}*) < oo => da(M) < oo

=> Vxe{a}*5 3 ^ e { a } ^ , Vi,je[n]: daM(z, x 5 j ) -daM ( Ï , ƒ,y)

Proof of theorem 3.2: Take the FA M„ = (g, {a}, y, g, g) with n states
whose existence is claimed in lemma 3.4, and consider the matrix Cn: — y{a)
in{0, 1}QXQ.
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Note that the set {Cn} is associated to Mn in proposition 1.2. Lemma 3.4
claims:

and

3\xeN, VA.e{0, . . ., N}9 3p, qeQ: d a M > , a\ q) # d a M > , a", g).

According to proposition 1.2 this implies:

# {Cn}* < oo

and

Thus, {C„}* is finite and strictly includes {(C„)°, (CJ1 , . . ., (Cn)
N}. D

Proof of lemma 3.3: Let w. 1. o. g. M be trim. A strong component U of M
is called trivial, if y l t /x{fl}x[/ = 0. Let {gx}9 . . ., {?„0} resp. g i , • * -, Qk be the
trivial resp. nontrivial strong components of M, We define
Go: = {?!> • • -»«BO}» a n d / i i : = # ô i 0 " = = l ï . . . , * ) .

First of all, we show:

(1) If i, je[k] are distinct, then SM Pi Ô*x {a}* x G j ^ 0 -

(2) For all ZG[A:] there is a bijective mapping cp£: ô i ^ M s u c n that the
following holds for all r, seQt\

1 if (Pi (J) = (pf (r) + 1 mod nt

0 else

o/ (1): Assume that, for some distinct /, je[k],
^M(^Qix {a}* x Qj 7e 0 - Choose r e Q{ and 5 e Qy Then, for some
Xl9 X29 X 3 e N \ { 0 } , (r, ^ , r), (r, a^5 j), (j, a \ s)e§M. Since 0 ^ 0 0 ^ = 0 ,
this implies for all teN: daM(r, aX2(aXlX^)\ s) ^ t+l. Hence, since r and s
are useful, da(AZ) is infinité, (Contradiction!)

Proof of (2): Let *e[A:] and reQv Let ^ i s ^2 G Ôi s o that (r9 a, sx),
(r, a, ^ 2 ) G ^ M . Then, for some Xl9 X2eN, (sl9 aXl, r), (s2, a^2, r)eèM. Assume
that s1 and s2 are distinct, or that y(r, a, s^) ^ 2. Then, daM(r, v, r) ^ 2
where i?: = a ( 1 + ^ l ) C 1 + ^) . This implies for all / e N : daM(r, z;r, r) ^ 2r. Hence,
since r is useful, da(M) is infinité. (Contradiction!) Therefore,
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Y Y0% ÛE, S)=1. From this follows (2).
seQt

Let cpl3 . . ., q>k be as in (2). From (2) follows by induction on X:

(3) daM(,, * „ - { > if * » - * < *
( 0 else

We defme the ^-FA M0 = (g, {a}, y0, g, Ö):

a>ff ) l f ^ ' ^ n

0 else

Let me N. Using cpl5 . . ., cpfc introduced in (2) we defme:

v|/2(,

If m ^

(4) V ? / G

n): = {(Xu X2, i,

n0, then (1) and

Qi, VqftQF:

rs 5) À,l5 X2eN, Xx

r, s) | Xu X2eN, X}

T I V

(3) imply:

daM(?7 , am, ^ )

+ X2 ^ m,

+ X2 ^n0,

f) = q>i(f) +

I daMofe3 <i*i, r)-daM(r9
i , X2, t, r, s)ev|/i (m)

(X±, A.2l i ,r s s)e\(f2 (m)

Let x,3;e{fl}*. If |JC| = |3;|modlcm(nl5 . . ., nk), then \|/2(|^|) =
Therefore, (4) implies:

(5) Vx, ye{a}*: \x\, \y\ ^ n0 ad \x\ = \ y \mod\cm(nu . . . , nk)

=> V q l e Q j , VqFeQF: da M (q l 9 x, qF) = daM(q I y y, qF).

Thus, defining N: = no + \cm(n1, . . ., nk)— 1, the lemma follows from
(5). D

Proof of lemma 3.4: Let nQeN and M19 . . ., « f c6N\{0} so that

no + g(n-no) = msix (1 + g(n-1))^N+ 2, and g{n~n0)
1 = 0

= lcm(«1, . . ., nk).
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We construct an FA Mn = (Q, {a}, y, Q, Q) with n states:

Q= \j Q,9 ö i : = {?£, i, . . . , &,„.} 0 = 0, . . . , £ ) ,

1 if z'i = z2 G [A:] and 72 =j\ + 1 m o d « f l

or i1 = i2 = 0 and 72 =j\ + 1

0 else

(il9 i2 e {0, . . ., fc}, A e [«£l], 72 e [n^J)

Let XeN. We observe:

(6) Vzl5 Z2G{0, . . . , * } , V ^ G ^ J , V726[n£J:

1 if z\ = z2 G [k] and 72 =7i + X mod wfl

or z\ = i2 = 0 and 72 =7^ + A,

0 else

From (6) follows: daMfj (a
x) = max {0, n0 - X] + ^ nt^n. Therefore, Mn has

property (i) claimed in the lemma.
Let^eN such that for ail p, q e Q daMn (/?, a\ g) = daMn(7?, â "*"1, ^). Accord-

ing to (6) this implies:

and

(V i6 [kl V7!, 72 6 [«J : 72 =j\ + À, mod »£ oj2 =j\ + 7V+ 1 mod ŵ)

1).(VA, h e t«o] • h =Ji + ^ 0 7 2 =7

Since 7V+ 1 ^ wOs this implies:

(\fie[k]: X^ and À, ̂  n0.

^ - ^ 0 ) and À, ̂  «0. SinceHence, \ =
this implies: X> N.

Thus, we have shown:

VAG{0, . . . , t f } , 3p,qeQ: d a M > , fl1, ^ # d a M > , ^ + 1, q).

This proves that Mn has property (ii) claimed in the lemma. . •
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Figure 3.

APPENDIX

For the sake of completeness we report hère on chapter 7 of [We87].
Indeed, we apply two basic results on the degree of ambiguity of fînite
automata presented in [WeSe88] to finitely generated matrix-monoids.

Let M = ( ö , Z, y, Qi, QF) be an f^-FA with n states. We define
entry (M): = m a x ( { l } U Y ( ô x ^ x 0 ) and the FA M: = (Q, S, y, Qt, QF)
where y(p, a, #): = min{l, y(p, a, q)} (0, a, ^ e g x E x g ) . Let
ôi> • • • 5 Qk ü ô be those strong components of M which contain only useful
states (note that hi^ri).

Let us assume that, for some Ue{Qu . . ., Qk}, y ( t / xSx JJ) $ {0, l}.
Let (p, a, q)eZJxT,x U and u e l * so that y(p, a, q) ^ 2 and (#, u,/?)G5M

(see/zg. 3). Then, we observe for ail ieN: daM(^, (va)\ q) ^ 2\ Hence, since
q is useful, da(AT) is infinité.

k

Now we assume that U j(Qi x S x g.) g {o, 1}. Let TI be an accepting

path in M (or equivalently, in M), n only visits équivalence classes from
{Qu • • •> ôk} a n d each such class at most once. Thus, according to the
assumption, n has multiplicity at most [entry (A/)?"1. From this foliows for
ail xe£*: daM(x) ^ daM(x) ^ [entry (Af)]fc"1.daJtf(x). Hence, we know:
da (M) ^ da (M) ^ [entry (Â/)]fc " 1 • da {M).
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Summarizing the above, we have shown:

LEMMA A J ; Let M be an N-FA as above. Then, the folîowing assertions
are true:

(i) du (M) < oo ̂ d a ( M ) g [entry (Af)]*"1 *da(À/) < oo.

(ii) da (M) = oo <=>

oo). D

Let rce^\{0}. Let T be a nonempty, finite set of matrices in Nn*n. We define

entry (n : = max({l}U{Cu |Cer^M«]}) and ||r*||:

From lemma A.l, proposition 1.1, and from the theorems 2.1 and 3.2 of [WeSe88]
follows:

THEOREM A.2 ([We87], theorems 7.1-7.3; see also [Ku88]): Let T ^
be as above. Then, the folîowing assertions are true:

(i) IfT* is finite, then \\T*\\is at most [entry{T)]n~1 • 5"/2-nn,

(ii) It is decidable in time O(n6. # F) whether or not F* is infinité.

(iii) IfT* is finite, then # (F*) is at most {entry (T)]"2"("~1)-5I>3/2 -/Î"3^
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