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#### Abstract

We study the equational properties of the shuffle operation on finitary and $\omega$-languages in combination with both binary concatenation $L \cdot L^{\prime}$ and $\omega$-powers, $L^{\omega}=L \cdot L \cdots$. © Elsevier, Paris


## 1. MOTIVATION: LANGUAGES AND CONCURRENCY

For a fixed alphabet $\Sigma$, consider the two sorted structure $L(\Sigma)=\left(\Sigma_{f}, \Sigma_{\omega}\right)$ consisting of all finitary languages i.e., subsets of $\Sigma^{*}$, denoted $\Sigma_{f}$, and all $\omega$-languages, i.e., subsets of $\Sigma^{\omega}$, denoted $\Sigma_{\omega}$, equipped with the following operations.

$$
L, W \mapsto L \cdot W,
$$

for $L \in \Sigma_{f}$ and $W$, a finitary or $\omega$-language;

$$
U, W \mapsto U \otimes W,
$$

such that both $U, W$ are finitary or both are $\omega$-languages, where, $U \otimes W$ denotes the shuffle product of the languages $U$ and $W$, namely the language

$$
\left\{u_{1} v_{1} u_{2} v_{2} \ldots: u_{1} u_{2} \ldots \in U, v_{1} v_{2} \ldots \in V, u_{i}, v_{i} \in \Sigma^{*}\right\}
$$

[^0]If $L$ is finitary, we include the function

$$
L \mapsto L^{\omega},
$$

where $L^{\omega}$ is the set of all infinite words obtained by concatenating nonempty words in $L$. If 1 is the set consisting of the empty word, $1^{\omega}$ is the empty set, and ( $\Sigma_{f}, \cdot, \otimes, 1$ ) is a "bimonoid", in the terminology of [BÉ96]. (For example $a^{\omega} \otimes b^{\omega}$ is the set of all words containing infinitely many $a^{\prime}$ 's and $b$ 's.) Aside from the operations of concatenation and $\omega$-powers, we allow binary shuffle products of finitary or $\omega$-languages.

We want to know: What are all of the equations which hold in all language structures?

The study of the algebraic properties of operations on languages has a long history. Most previous work has focused on the "regular operations" of finite concatenation, union and iteration. Recently there has been renewed interest in this subject (see [Kr91, Bof90, Bof95, BÉSt, Koz94, És98].) The study of the shuffle operation on languages was initiated by Pratt [Pra86] and Gischer [Gis94], and later continued by Tschantz [Tsc94] and others [BÉ96, BÉ95, BÉ97, ÉBrt95]. In the "interleaving model" of concurrency, sequential and parallel composition are modeled by concatenation and shuffle on languages. The extension of the model to $\omega$-powers in natural, because in this context, this operation models infinite looping behavior.

Another model of concurrency, also suggested by Pratt [Pra86], uses labeled posets. Sequential and parallel composition are modeled in a very natural way. We define an $\omega$-power operation on posets, and show here that for the operations of sequential and parallel product (concatenation and shuffle in languages) and $\omega$-powers, the language model and the poset model of concurrency satisfy the same equations, a result which was established without the $\omega$-power operation in [Tsc94, BÉ96].

The method used to prove that the equations (1)-(8) below are complete, both for labeled posets and languages, is also of interest. A model of these equations is called a "shuffle binoid". We show that a certain class of labeled posets is free in the equational class of all shuffle binoids, and use this fact to then show that these posets embed in the shuffle binoid of languages. This embedding is a nice way of coding posets by languages so that the operations are preserved. However, it is not clear how efficient this encoding is.

## 2. SOME EQUATIONAL PROPERTIES

We note some properties of the operations on the language structures $L(\Sigma)=\left(\Sigma_{f}, \Sigma_{\omega}\right)$, for any $\Sigma$. Of course, concatenation and shuffle on finite languages are associative, and shuffle is associative and commutative on finitary and $\omega$-languages. Thus,

$$
\begin{align*}
a \cdot(b \cdot c) & =(a \cdot b) \cdot c  \tag{1}\\
a \cdot(b \cdot v) & =(a \cdot b) \cdot v  \tag{2}\\
a \otimes(b \otimes c) & =(a \otimes b) \otimes c  \tag{3}\\
u \otimes(v \otimes w) & =(u \otimes v) \otimes w  \tag{4}\\
a \otimes b & =b \otimes a  \tag{5}\\
u \otimes v & =v \otimes u \tag{6}
\end{align*}
$$

for $a, b, c \in \Sigma_{f}$ and $u, v, w \in \Sigma_{\omega}$. For any $a, b \in \Sigma_{f}$, the operation of $\omega$-power satisfies at least the following equations:

$$
\begin{align*}
& (a \cdot b)^{\omega}=a \cdot(b \cdot a)^{\omega}  \tag{7}\\
& \left(a^{n}\right)^{\omega}=a^{\omega}, \quad n \geq 1 \tag{8}
\end{align*}
$$

These operations happen to form an enrichment of a Wilke algebra [Wi191].
Definition 2.1: A Wilke algebra is a two-sorted algebra $\left(S_{f}, S_{\omega}\right)$ equipped with three operations, an associative product on $S_{f}$, a mixed product $S_{f} \times S_{\omega} \rightarrow S_{\omega}$ which satisfies (2), and a map a $\mapsto a^{\omega}$ from $S_{f}$ to $S_{\omega}$ satisfying, for all $a, b \in S_{f}$ the equations (7)-(8) above. A morphism $\varphi:\left(S_{f}, S_{\omega}\right) \rightarrow\left(T_{f}, T_{\omega}\right)$ of Wilke algebras is a pair of functions $\varphi_{f}: S_{f} \rightarrow T_{f}$ and $\varphi_{\omega}: S_{\omega} \rightarrow T_{\omega}$ which preserve all operations, e.g., $\varphi_{\omega}\left(a^{\omega}\right)=\varphi_{f}(a)^{\omega}$.

The Wilke algebras were called "binoids" by Wilke in [Wil91].
Defintion 2.2: A shuffle bionoid is a two-sorted structure $B=(F, I)$ equipped with a polymorphic "shuffe" operation in addition to the operations
of a Wilke algebra; the shuffle operation is defined on all pairs $u, v \in F$ or $u, v \in I$ and the structure satisfies all of the equations (1)-(8) above.

A morphism of shuffle binoids $\varphi:(F, I) \rightarrow\left(F^{\prime}, I^{\prime}\right)$ is a pair of functions $\varphi_{F}: F \rightarrow F^{\prime}$ and $\varphi_{I}: I \rightarrow I^{\prime}$ which preserve all of the operations, e.g.,

$$
\begin{aligned}
\varphi_{I}\left(a^{\omega}\right) & =\left(\varphi_{F}(a)\right)^{\omega}, \quad a \in F \\
\varphi_{I}(a \cdot x) & =\varphi_{F}(a) \cdot \varphi_{I}(x), \quad a \in F, x \in I
\end{aligned}
$$

Note that the equations (8) may be replaced by the subset

$$
\begin{equation*}
\left(x^{p}\right)^{\omega}=x^{\omega}, p \text { prime }, \tag{9}
\end{equation*}
$$

since, e.g., if $p$ is prime and just the identities (9) hold, $\left(x^{p q}\right)^{\omega}=\left(\left(x^{q}\right)^{p}\right)^{\omega}=$ $\left(x^{q}\right)^{\omega}$. Note also that the equation $a a^{\omega}=a^{\omega}$ is derivable from the facts that $(a a)^{\omega}=a(a a)^{\omega}$, as a special case of (7), and $(a a)^{\omega}=a^{\omega}$, as a special case of (8).

We will show that the equations defining shuffle binoids completely characterize these operations on languages. Our method is the following. We let $\mathbf{L}$ denote the variety of shuffle binoids generated by the language structures described above. We let $V$ denote the variety of all shuffle binoids. Clearly, $\mathbf{L} \subseteq V$. We will give a concrete description of the free algebras in $V$ and use this description to show that $V=\mathbf{L}$. The description is used also to give a polynomial time algorithm to decide the validity of equations in $V$. Last, we show that there is no finite axiomatization of $V$.
3. $\mathbf{S P}^{\omega}(A, B)$

Let $X$ be a nonempty set. Suppose that $P=\left(P, \leq_{P}\right)$ and $Q=\left(Q, \leq_{Q}\right)$ are $X$-labeled posets (meaning that each vertex is labeled by some element of $X$ ), with disjoint underlying sets. Following [VTL81, Pra86], define the series product of $P$ and $Q$ by

$$
P \cdot Q:=\left(P \cup Q, \leq_{P \cdot Q}\right)
$$

where

$$
x \leq_{P \cdot Q} y \Leftrightarrow x \leq_{P} y \text { or } x \leq_{Q} y \text { or }(x \in P \text { and } y \in Q) .
$$

so that every element of $P$ is less than each element of $Q$; similarly, define the parallel or shuffle product of $P$ and $Q$ by

$$
P \cdot Q:=\left(P \cup Q, \leq_{P \otimes Q}\right)
$$

where

$$
x \leq_{P \otimes Q} y \Leftrightarrow x \leq_{P} y \text { or } x \leq_{Q} y
$$

so that elements in $P$ and $Q$ are incomparable. The labeling on $P \cdot Q$ and $P \otimes Q$ is inherited from the labeling of $P$ and $Q$ respectively. If $P$ is any poset, define $P^{\omega}$ as the countable series product of $P$ with itself:

$$
P^{\omega}:=P \cdot P \cdot P \cdot \ldots
$$

(More formally, we define $P^{\omega}=(P \times\{1,2, \ldots\}, \leq)$, where $(p, i) \leq\left(p^{\prime}, j\right)$ if $i<j$ or $i=j$ and $p \leq{ }_{P} p^{\prime}$. The label of $(p, i)$ is the label of $p$.) Without further comment, we identify isomorphic $X$-labeled posets, so that, for example, there is a small set of all finite (or countably infinite) $X$-labeled posets.

For disjoint sets $A, B$ let $\operatorname{Pos}(A, B)=\left(P_{f}(A), P_{\omega}(A, B)\right)$ denote the twosorted structure, where $P_{f}(A)$ is all finite $A$-labeled posets, and $P_{\omega}(A, B)$ is all finite or countably infinite $(A \cup B)$-labeled posets in which a vertex is labeled by an element in $B$ iff it is maximal. The operations are the shuffle binoid operations $\cdot, \otimes,{ }^{\omega}$, where • and $\otimes$ are appropriately polymorphic.

Proposition 3.1: $\operatorname{Pos}(A, B)$ is a shuffle binoid.
Remark 3.2: Another shuffle binoid may be obtained by taking sets of posets in $\operatorname{Pos}(A, B)$. The series and parallel product operations are the complex operations derived from the corresponding operations on $\operatorname{Pos}(A, B)$, and for a set $X \subseteq P_{f}(A)$, we define $X^{\omega}$ as the set of all posets $P_{1} \cdot P_{2} \cdot \ldots$, for $P_{i} \in X$.

Definition 3.3: For a pair of disjoint nonempty sets $A, B$, let $\mathbf{S P}^{\omega}(A, B)$ denote the pair $\left(F_{A}, I_{A, B}\right)$, in which $F_{A}$ is the least collection of $A$-labeled posets containing the singletons $a$, for each $a \in A$ closed under series and parallel product, and where $I_{A, B}$ is the least collection of labeled posets containing

- the singleton poset $b$, for $b \in B$;
- the posets $P^{\omega}$, for $P \in F_{A}$;
- $P \cdot Q$, for $P \in F_{A}, Q \in I_{A, B}$;
- $Q \otimes Q^{\prime}$, for $Q, Q^{\prime} \in I_{A, B}$.

Proposition 3.4: For any disjoint sets $A, B, \mathbf{S P}^{\omega}(A, B)$ is a shuffle binoid.

In fact, $\mathbf{S P}^{\omega}(A, B)$ is a sub shuffle binoid of $\operatorname{Pos}(A, B)$.
Remark 3.5: Recall that any maximal vertex of a poset in $P_{\omega}(A, B)$ is labeled by an element of $B$. Thus, if $B$ is empty, and $Q \in I_{A, B}$, then $Q$ has no maximal elements.

It is not difficult to prove the next Proposition.
Proposition 3.6 [Gis84]: $F_{A}$ is freely generated by the set $A$ in the variety of all models of the following three equations:

$$
\begin{aligned}
x \cdot(y \cdot z) & =(x \cdot y) \cdot z \\
x \otimes(y \otimes z) & =(x \otimes y) \otimes z \\
x \otimes y & =y \otimes x
\end{aligned}
$$

This fact will be useful in Section 5. We will call a model of the equations listed in Proposition 3.6 a bi-semigroup.

## 4. CHARACTERIZATION OF $\mathbf{S P}^{\omega}(A, B)$

Recall that a poset $P$ satisfies the " N -condition" if it has no " $N$ 's", i.e., there is no four element subset $\{a, b, c, d\}$ of $P$ whose only nontrivial order relations are: $a<c, b<c$ and $b<d$.


The posets in $F_{A}$ are the $A$-labeled series-parallel posets, i.e., those in the least class of posets containing the singletons closed under series and parallel product. The series-parallel posets have been characterized as those finite nonempty posets satisfying the $N$-condition, see [VTL81]. But the infinite posets in $\mathbf{S} \mathbf{P}^{\omega}(A, B)$ also satisfy this condition, see below.

We recall some elementary poset notions. A poset $P$ has finite width if there is some nonnegative integer $n$ such that 'whenever $v_{1}, \ldots, v_{k}$ are
unrelated vertices in $P$, then $k \leq n$; the least such $n$ is called the width of $P$. Thus, a nonempty poset $P$ has width one iff $P$ is a total order. A filter $F$ in a poset $P$ is a nonempty, upward closed subset of $P$.

Defintion 4.1: A poset $Q$ satisfies the generalized $N$-conditions if

1. $Q$ satisfies the $N$-condition.
2. For each $q \in Q$, the principal ideal $(q]=\{x \in Q: x \leq q\}$ is finite.
3. Up to isomorphism, there is a finite number of filters in $Q$.

We note that if $Q$ is a nonempty poset that satisfies the generalized $N$-conditions, then $Q$ has at least one, but only finitely many, minimal elements. Moreover, each element of $Q$ is over some minimal element. Note also that a finite poset satisfies the generalized $N$-conditions iff it satisfies the $N$-condition.

Remark 4.2: If $Q$ satisfies the generalized $N$-conditions, then $Q$ has finite width. Indeed, if $\left\{x_{1}, x_{2}, \ldots\right\}$ is an infinite set of incomparable elements, the filters $F_{n}=\left\{y \in Q: y \geq x_{i}\right.$, for some $\left.i \leq n\right\}$ are pairwise nonisomorphic.

Remark 4.3: For countable posets $Q$, the condition 2 in the definition of the generalized $N$-condition is equivalent to the requirement that $Q$ has a linearization which is an $\omega$-chain.

Proposition 4.4: Let $Q$ be any infinite poset in $\operatorname{SP}^{\omega}(A, B)$. Then $Q$ satisfies the generalized $N$-conditions.

Proof: We use induction on the number of operations needed to construct $Q$. It is clear that if $P$ satisfies the generalized $N$-conditions, so does $P^{\omega}$, since the width of $P^{\omega}$ is the same as the width of $P$, and any " $N$ " must be inside some copy of $P$; the filters in $P^{\omega}$ are of the form $F \cdot P^{\omega}$, for some filter $F$ in $P$. Thus $P^{\omega}$ has, up to isomorphism, the same number of filters $P$ has. Lastly, a principle ideal in $P^{\omega}$ is also a principle ideal in $P^{n}$, for some $n \geq 1$, and since $P$ is finite, all principle ideals in $P^{\omega}$ are finite.

It is clear that if $P$ is finite and $Q$ is infinite, and both satisfy the generalized $N$-conditions, then so does $P \cdot Q$; if $Q, Q^{\prime}$ satisfy all four conditions, so does $Q \otimes Q^{\prime}$.

Now we prove the converse
Theorem 4.5: Suppose that $Q$ is an $A \cup B$-labeled poset which satisfies the generalized $N$-conditions. Suppose also that a vertex is maximal iff. it is $B$-labeled. Then $Q$ is in $\mathbf{S P}^{\omega}(A, B)$.

Proof: We may as well assume that $Q$ is infinite, since if a finite poset satisfies the $N$-condition, it is series-parallel. The assumption on the labeling ensures such finite series-parallel posets are in $\mathbf{S P}^{\omega}(A, B)$.

Now if $Q$ is infinite, and appropriately labeled, we use induction on the width of the poset to show it is in $\mathbf{S P}^{\omega}(A, B)$. First, note the following fact.

Lemma 4.6: If $Q$ is a poset which satisfies the generalized $N$-conditions, then

- any subposet satisfies the $N$-condition;
- any filter in $Q$ satisfies the generalized $N$-conditions, so that in particular if $Q=Q_{1} \otimes Q_{2}$, then $Q_{i}$, satisfies the generalized $N$-conditions, $i=1,2$, and if $Q=P \cdot Q^{\prime}$, then $Q^{\prime}$ satisfies the generalized $N$-conditions;
- if $Q=P \cdot Q^{\prime}$, where $Q^{\prime}$ is nonempty, then $P$ is finite.

A path $u \leadsto v$ in a poset is a sequence of vertices $u=q_{0}, q_{1}, \ldots, q_{k}=v$ such that for each $i, 1 \leq i \leq k$, either $q_{i-1}<q_{i}$ or $q_{i-1}>q_{i}$. Say $Q$ is connected if for any two vertices $u, v$ of $Q$ there is a path $u \leadsto v$. Note that $Q$ is not connected iff $Q=Q_{1} \otimes Q_{2}$, for some nonempty posets $Q_{1}, Q_{2}$.

Lemma 4.7: Suppose that $Q$ satisfies the $N$-condition. If $q_{0}, q_{1}, \ldots, q_{k}$ is a shortest path $q_{0} \leadsto q_{k}$, then $k<3$.

Proof: Otherwise, $\left\{q_{0}, q_{1}, q_{2}, q_{3}\right\}$ is an " $N$ ".

Lemma 4.8: Suppose that $Q$ is a connected poset which satisfies the generalized $N$-conditions and has at least two elements. There is some vertex $q \in Q$ which is strictly larger than all of the minimal elements.

Proof: Since $Q$ satisfies the generalized $N$-conditions, $Q$ has finitely many minimal elements, say $\mu_{1}, \ldots, \mu_{m}$. By induction on $k$, we prove the existence of a vertex above at least the first $k$ of the minimal elements, for each $k \leq m$. The case $k=1$ is trivial, since $|Q|>1$. Now assume that $x>\mu_{1}, \ldots, \mu_{k}$, for $k<m$. If $x>\mu_{k+1}$, we are done. Otherwise, there is a shortest path $\mu_{k+1} \leadsto x$. The length of the path is necessarily one or two, by Lemma 4.7; but the length is not one, by assumption, so that there is some $y \in Q$ with $\mu_{k+1}<y$ and $y>x$. But then $y>\mu_{i}$, for $i=1,2, \ldots, k+1$, completing the induction.

Lemma 4.9: Suppose that $Q$ is a connected poset which satisfies the generalized $N$-conditions and has at least two elements. Then $Q$ has a
nontrivial series decomposition as $Q=P \cdot Q^{\prime}$ for some (nonempty) finite poset $P$, and $P$ has no nontrivial serial decomposition ${ }^{1}$.

Proof: Let $\mu_{1}, \ldots, \mu_{m}$ be all minimal vertices in $Q$. Let $Q^{\prime}$ be the set of all vertices strictly above all of these minimal vertices. By Lemma 4.8, $Q^{\prime}$ is nonempty. Let $P=Q-Q^{\prime}$. Every element of $P$ is below every element of $Q^{\prime}$. Indeed, if $p \in P$ and $q \in Q^{\prime}$, either $p<q$ or $p$ and $q$ are incomparable, since $Q^{\prime}$ is upward closed. Suppose, in order to obtain a contradiction, that $p, q$ are incomparable. There is at least one minimal element $\mu$ incomparable with $p$ (or $p \in Q^{\prime}$ ), and at least one minimal element $\mu^{\prime}$ with $\mu^{\prime} \leq p$. Now if $\mu^{\prime}=p, p<q$ by definition of $Q^{\prime}$. Otherwise, $\left\{\mu, \mu^{\prime}, p, q\right\}$ forms an $N$, a contradiction. Thus, $p<q$. It follows that $P$ is finite, since $P$ is the union of the principal ideals generated by the minimal elements of $Q^{\prime}$ (minus these elements). Lastly, if $P=P_{1} \cdot P_{2}$, for nonempty $P_{1}, P_{2}$, every element of $P_{2}$ is in $Q^{\prime}$, contradicting the definition of $P$.

Call a poset $Q$ eventually disconnected if $Q=P \cdot\left(Q_{1} \otimes Q_{2}\right)$, for some nonempty posets $P, Q_{1}, Q_{2}$.

Lemma 4.10: Suppose that $Q$ is an infinite, connected poset satisfying the generalized $N$-conditions. Then either

- $Q$ is eventually disconnected and

$$
Q=P_{1} \cdot \ldots \cdot P_{k} \cdot\left(Q_{1} \otimes \ldots \otimes Q_{t}\right)
$$

where $k>0, t>1, Q_{1}, \ldots, Q_{t}$ are nonempty, connected posets and each of $P_{1}, \ldots, P_{k}$ is finite, nonempty and has no nontrivial serial decomposition, or

- $Q$ is not eventually disconnected, and there is a finite set $P_{1}, \ldots$, $P_{k}, \ldots P_{k+1}, k \geq 0, t>0$, of finite nonempty posets which have no nontrivial serial decomposition such that

$$
Q=P_{1} \cdot \ldots \cdot P_{k} \cdot\left(P_{k+1} \cdot \ldots \cdot P_{k+t}\right)^{\omega}
$$

Proof: By Lemma 4.9, we have $Q=P_{1} \cdot Q^{\prime}$, for some posets $P_{1}, Q^{\prime}$ such that $P_{1}$ is finite and nonempty and has no nontrivial serial decomposition. Necessarily, $Q^{\prime}$ is infinite. Now either $Q^{\prime}$ is connected or not. If not, since $Q^{\prime}$ has finite width by Lemma $4.6, Q^{\prime}=Q_{1} \otimes \ldots \otimes Q_{t}$, for some nonempty

[^1]connected posets $Q_{\imath}, i=1, \ldots, t$, each of which satisfy the generalized $N$ conditions. If $Q^{\prime}$ is connected, then again applying Lemma $4.9, Q^{\prime}=P_{2} \cdot Q^{\prime \prime}$, for some finite nonempty $P_{2}$ and some infinite $Q^{\prime \prime}$ such that $P_{2}$ has no nontrivial serial decomposition. If the process stops after $k$ steps, there are nonempty connected posets $Q_{1}, \ldots, Q_{t}, t>1$, with
$$
Q=P_{1} \cdot \ldots \cdot P_{k} \cdot\left(Q_{1} \otimes \ldots \otimes Q_{t}\right)
$$
as claimed.
If this process continues forever, then $Q=P_{1} \cdot P_{2} \cdot \ldots$, where each $P_{i}$ is finite, nonempty, and has no nontrivial serial decomposition. Every element of $Q$ belongs to some $P_{i}$, since principal ideals are finite. Now, using the fact that $Q$ has only finitely many nonisomorphic filters, there is a pair of integers $k, t$ such that $P_{k+1} \cdot P_{k+2} \cdot \ldots=P_{k+t+1} \cdot P_{k+t+2} \cdot \ldots$, so that
$$
Q=P_{1} \cdot \ldots \cdot P_{k} \cdot\left(P_{k+1} \cdot \ldots \cdot P_{k+t}\right)^{\omega} .
$$

We now complete the proof of Theorem 4.5. Let $Q$ be an appropriately labeled infinite poset which satisfies the generalized $N$-conditions. We use induction on the width of $Q$ to show $Q \in \mathbf{S P}^{\omega}(A, B)$. If $Q$ is not connected, then $Q=Q_{1} \otimes Q_{2}$ for some nonempty posets $Q_{1}, Q_{2}$. Each of $Q_{1}, Q_{2}$ has width less than $Q$, so that by Lemma 4.6, each is in $\operatorname{SP}^{\omega}(A, B)$. Thus $Q \in \mathbf{S P}^{\omega}(A, B)$. If $Q$ is eventually disconnected, write $Q=P \cdot\left(Q_{1} \otimes Q_{2}\right)$, for nonempty $P, Q_{i}$, where $P$ is finite. Each of $P, Q_{1}, Q_{2}$ belongs to $\mathbf{S P}^{\omega}(A, B)$, and thus, so does $Q$. Otherwise, $Q=P \cdot\left(P^{\prime}\right)^{\omega}$, for some finite nonempty $P, P^{\prime}$, by Lemma 4.10, and hence $Q \in \mathbf{S P}^{\omega}(A, B)$.

Remark 4.11: It follows from Theorem 4.5 that an infinite poset satisfying the generalized $N$-conditions is countably infinite.

Definition 4.12: For any set $X$, we use the following notation.

$$
\begin{aligned}
\operatorname{Pos}(X) & :=\operatorname{Pos}(X, \emptyset) \\
\mathbf{S P}^{\omega}(X) & :=\mathbf{S P}^{\omega}(X, \emptyset)
\end{aligned}
$$

Proposition 4.13: Let $A, B$ be disjoint sets and let $X=A \cup B$. Then $\operatorname{Pos}(A, B)$ is isomorphic to a sub shuffle binoid of $\operatorname{Pos}(X)$ containing the singletons $a \in A$ and the posets $b^{\omega}$, for $b \in B$. An injective morphism $\operatorname{Pos}(A, B) \rightarrow \operatorname{Pos}(X)$ is given by the assignment that maps each poset $P \in \operatorname{Pos}(A, B)$ to the poset obtained by replacing each vertex of $P$
labeled $b \in B$ by the chain $b^{\omega}$. Similarly, the unique binoid morphism $\mathbf{S P}^{\omega}(A, B) \rightarrow \mathbf{S P}^{\omega}(X)$ determined by the functions

$$
\begin{aligned}
& a \in A \mapsto a \\
& b \in B \mapsto b^{\omega}
\end{aligned}
$$

is injective.

## 5. PROOF OF FREENESS

In this section, we prove the following theorem. (Each letter $x$ in $A \cup B$ denotes the singleton poset labeled $x$.)

Theorem 5.1: $\mathbf{S P}^{\omega}(A, B)$ is freely generated by $A$ and $B$ in the variety $V$ of all shuffle binoids.

Proof: Suppose that $C=(F, I)$ is a shuffle binoid and $h_{1}: A \rightarrow F$ and $h_{2}: B \rightarrow I$ are any functions. We will show that there is a unique shuffle binoid morphism $\varphi: \mathbf{S P}^{\omega}(A, B) \rightarrow C$ which extends $h_{1}$ and $h_{2}$ on the singletons. It follows from Proposition 3.6 that $\varphi_{F}: F_{A} \rightarrow F$ is forced to be the unique structure preserving morphism extending $h_{1}$. On the singleton posets $b$ in $I_{A, B}$, the definition of $\varphi$ is forced to be $b h_{2}$. On the other posets, we use induction on the width of the poset, using Lemma 4.10. Below, unless stated otherwise, we will only consider nonempty posets.

If $Q$ is not connected, then write $Q=Q_{1} \otimes \ldots \otimes Q_{t}, t>1$, where $Q_{j} \in I_{A, B}, j \in[t]$, are nonempty, connected posets. Then define

$$
Q \varphi_{I}:=Q_{1} \varphi_{I} \otimes \ldots \otimes Q_{t} \varphi_{I}
$$

If $Q$ is connected and has the form

$$
Q=P_{1} \cdot \ldots \cdot P_{k} \cdot\left(P_{k+1} \cdot \ldots \cdot P_{k+t}\right)^{\omega}
$$

where $P_{1}, \ldots, P_{k+t}$ have no nontrivial serial decomposition, and $k$ is least such that for some $n>0, P_{k+1} \cdot \ldots=P_{k+n+1} \cdot \ldots$, and if $t$ is the least $n$ such that $Q$ has this representation, then define

$$
Q \varphi_{I}:=P_{1} \varphi_{F} \cdot \ldots \cdot P_{k} \varphi_{F} \cdot\left(P_{k+1} \varphi_{F} \cdot \ldots \cdot P_{k+t} \varphi_{F}\right)^{\omega} .
$$

If $Q$ is connected and has the form

$$
Q=P_{1} \cdot \ldots \cdot P_{k} \cdot b
$$

where again $P_{1}, \ldots, P_{k}$ have no nontrivial serial decomposition and $b \in B$, then define

$$
Q \varphi:=P_{1} \varphi_{F} \cdot \ldots \cdot P_{k} \varphi_{F} \cdot b \varphi_{I} .
$$

Otherwise, if

$$
Q=P_{1} \cdot \ldots \cdot P_{k} \cdot\left(Q_{1} \otimes \ldots \otimes Q_{t}\right)
$$

with $Q_{i}$ connected, for each $i \in[t]$ and $t \geq 2$, then define

$$
Q \varphi_{I}=P_{1} \varphi_{F} \cdot \ldots \cdot P_{k} \varphi_{F} \cdot\left(Q_{1} \varphi_{I} \otimes \ldots \otimes Q_{t} \varphi_{I}\right)
$$

which is defined since the width of each $Q_{j}$ is less than that of $Q$.
The definition of $\varphi$ was forced, so we need only show that with this definition, $\varphi$ is a shuffle binoid morphism, i.e., it preserves all the operations. It is enough to prove the following facts.

1. If $P \in F_{A}$,

$$
\begin{equation*}
\left(P^{\omega}\right) \varphi_{I}=\left(P \varphi_{F}\right)^{\omega} \tag{10}
\end{equation*}
$$

Suppose that we decompose $P$ as $P_{1} \ldots P_{k}$ where none of the $P_{i}$ can be decomposed into a nontrivial serial product. Then

$$
P^{\omega}=P_{1} \cdot \ldots \cdot P_{k} \cdot P_{1} \cdot \ldots \cdot P_{k} \cdot \ldots
$$

The definition of $P^{\omega} \varphi$ requires finding the least $t$ such that

$$
P^{\omega}=\left(P_{1} \cdot \ldots \cdot P_{t}\right)^{\omega},
$$

and perhaps for some $t$ which divides $k$, and some $n$,

$$
P_{1} \cdot \ldots \cdot P_{k}=\left(P_{1} \cdot \ldots \cdot P_{t}\right)^{n}
$$

Thus, by definition,

$$
\begin{aligned}
P^{\omega} \varphi_{I} & : & =\left(\left(P_{1} \cdot \ldots \cdot P_{t}\right)^{n}\right)^{\omega} \varphi_{I} & \\
& \left.=\left(\left(P_{1} \cdot \ldots \cdot P_{t}\right) \varphi_{F}\right)\right)^{\omega}, & & \text { by definition of } P \varphi_{I} \\
& =\left(\left(\left(P_{1} \cdot \ldots \cdot P_{t}\right) \varphi_{F}\right)^{n}\right)^{\omega}, & & \text { since } B \text { is a shuffle binoid } \\
& \left.=\left(P \varphi_{F}\right)^{\omega}\right), & & \text { since } \varphi_{F} \text { preserves composition. }
\end{aligned}
$$

2. If $P \in F_{A}$ and $Q \in I_{A, B}$, then

$$
\begin{equation*}
(P \cdot Q) \varphi_{I}=P \varphi_{F} \cdot Q \varphi_{I} \tag{11}
\end{equation*}
$$

There are several subcases to this one, depending on the form of $Q$. First, assume that $Q$ is either disconnected or eventually disconnected. Then write $Q=P^{\prime} \cdot\left(Q_{1} \otimes \ldots \otimes Q_{t}\right)$, where $P^{\prime}$ may be empty, but is finite, and each $Q_{i}$ is connected. Then, by definition,

$$
\begin{aligned}
(P \cdot Q) \varphi_{I} & =\left(P \cdot P^{\prime}\right) \varphi_{F} \cdot\left(Q_{1} \varphi_{I} \otimes \ldots \otimes Q_{t} \varphi_{I}\right) \\
& =P \varphi_{F} \cdot\left(P^{\prime} \varphi_{F} \cdot\left(Q_{1} \varphi_{I} \otimes \ldots \otimes Q_{t} \varphi_{I}\right)\right) \\
& =P \varphi_{F} \cdot Q \varphi_{I}
\end{aligned}
$$

(If $P^{\prime}$ is empty, so is $P^{\prime} \varphi_{F}$.)
Second, assume $Q$ is infinite and not eventually disconnected. Write

$$
Q=S_{0} \cdot \ldots \cdot S_{k-1} \cdot\left(S_{k} \cdot \ldots \cdot S_{k+t-1}\right)^{\omega}
$$

where each of the $S_{i}$ is finite and has no nontrivial serial decomposition. We may also assume that $k$ is least such that for some $n>0$, $S_{k} \cdot S_{k+1} \cdot \ldots=S_{k+n} \cdot \ldots$, and that $t$ is the least such $n$. Write $P=P_{0} \cdot \ldots \cdot P_{m}$ where the $P_{i}$ have no nontrivial serial decomposition. Thus, if $k>0$, or if $k=0$ and $P_{m} \neq S_{0}$, then by definition $(P \cdot Q) \varphi_{I}=P \varphi_{F} \cdot Q \varphi_{I}$. If $k=0$ and $P_{m}=S_{0}$, we can find integers $i \leq m$ and $j \leq t$ such that

$$
P \cdot Q=P_{0} \cdot \ldots \cdot P_{i-1} \cdot\left(S_{j} \cdot \ldots \cdot S_{t-1} \cdot S_{0} \cdot \ldots \cdot S_{j-1}\right)^{\omega}
$$

and such that either $i=0$ or $P_{i-1} \neq S_{j}$. By repeated applications of (7), it follows again that $(P \cdot Q) \varphi_{I}=P \varphi_{F} \cdot Q \varphi_{I}$.
3. If $Q$ is finite and not eventually disconnected, then $Q=P_{1} \cdot \ldots P_{k} \cdot b$ as above. The details are routine.
4. If $P, Q \in I_{A, B}$, then

$$
\begin{equation*}
(P \otimes Q) \varphi_{I}=P \varphi_{I} \otimes Q \varphi_{I} \tag{12}
\end{equation*}
$$

We use the associativity and commutativity of shuffle. Just write $P$ and $Q$ as a parallel product of posets which cannot be further decomposed. Then, if $P=P_{1} \otimes \ldots \otimes P_{k}$ and $Q=Q_{1} \otimes \ldots \otimes Q_{t}$,

$$
\begin{aligned}
(P \otimes Q) \varphi_{I} & =\left(P_{1} \otimes \ldots \otimes P_{k} \otimes Q_{1} \otimes \ldots \otimes Q_{t}\right) \varphi_{I} \\
& =\left(P_{1} \varphi_{I} \otimes \ldots \otimes P_{k} \varphi_{I}\right) \otimes\left(Q_{1} \varphi_{I} \otimes \ldots \otimes Q_{t} \varphi_{I}\right)
\end{aligned}
$$

Corollary 5.2: For any pair of disjoint sets $A, B$, the free Wilke algebra generated by $A$ and $B$ can be represented as the two sorted algebra $\left(A^{+}, A^{*} B \cup A^{u}\right)$, where $A^{u}$ denotes the set of all ultimately periodic words in $A^{\omega}$, equipped with the polymorphic concatenation operation and the usual $\omega$-operation.
6. $V=\mathrm{L}$

We use Theorem 5.1 to show that the variety of shuffle binoids generated by the language structures is the variety of all shuffle binoids. Indeed, we show how to embed the shuffle binoid $\mathbf{S P}^{\omega}(A, \emptyset)$ into $\left(\Sigma_{f}, \Sigma_{\omega}\right)$, for a particular alphabet $\Sigma$. This fact is sufficient, by Proposition 4.13 above. Recall that no poset in $I_{A, \emptyset}$ has a maximal element. We use a modified version of a construction introduced in [Tsc94, BÉ96].

Given the set $A$, let $\Sigma_{A}$ denote the alphabet $A \times[2] \times \mathbf{N}$, and use the following notation:

$$
\begin{aligned}
& a_{i}:=(a, 1, i) \\
& \bar{a}_{2}:=(a, 2, i),
\end{aligned}
$$

for $i \in \mathbf{N}$ and $a \in A$.
Defintion 6.1: $h_{0}$ is the unique shuffle binoid morphism from $\mathbf{S P}^{\omega}(A, \emptyset)$ to the language structure $L\left(\Sigma_{A}\right)$ determined by the functions taking $a \in A$ to

$$
\left\{a_{1} \bar{a}_{1}, a_{2} \bar{a}_{2}, a_{3} \bar{a}_{3}, \ldots\right\}
$$

Recall that a topological sort of an unlabeled poset $P$ is a listing of the vertices of $P$ in such a way that if $v \leq_{P} v^{\prime}$ then $v$ is listed before $v^{\prime}$. If $v_{1}, v_{2}, \ldots$ is a topological sort of the vertices of a labeled poset, then the list $\lambda\left(v_{1}\right) \lambda\left(v_{2}\right) \ldots$, where $\lambda$ is the labeling function, is a trace of the labeled poset. For example, if $P$ is the two element poset with unrelated vertices 1 , 2 , both labeled $a$, say, then the vertices of $P$ have two topological sorts, 1 , 2 and 2, 1 but only one trace, namely the word $a a$.

If $Q$ is a finite or infinite poset in $\mathbf{S P}^{\omega}(A, \emptyset)$, the $h_{0}$-image of $Q$ is the set of all words which are traces of 'expansions' of $Q$. An expansion $Q^{\prime}$ of $Q$ is obtained by replacing each vertex $v$ by a two-element chain $v(1)<v(2)$; the ordering on $Q^{\prime}$ is: $v(i) \leq v^{\prime}(j)$ iff $v=v^{\prime}$ and $i \leq j$ or $v<v^{\prime}$ in $Q$. If $v$ is labeled by $A \in A$ in $Q$, then in $Q^{\prime}$, for some $i \geq 1, v(1)$ is labeled
$a_{i}$ and $v(2)$ is labeled $\bar{a}_{i}$. (see [BÉ96]). A (finite or infinite) word $u$ is a distinguishing trace of an expansion $Q^{\prime}$ of $Q$ if $u$ is a trace of $Q^{\prime}$ and

$$
u=o p_{1} s_{1} p_{2} s_{2} \ldots
$$

where:

- Each word $o, p_{i}, s_{i}$ is nonempty.
- Each letter $a_{i}, \bar{a}_{i}$ occurs at most once; if $\bar{a}_{i}$ occurs then $a_{i}$ occurs earlier.
- The word $o$ contains the labels of all minimal vertices of $Q^{\prime}$.
- Each word $p_{i}$ contains only overlined letters $\bar{a}_{j}$, and each word $s_{i}$ contains only nonoverlined letters $a_{j}$.
- If a letter $\bar{a}_{i}$ occurs in $p_{j}$, then the letters which occur in $s_{j}$ are precisely all of the labels of the immediate successors of the vertex labeled $\bar{a}_{i}$ in $Q^{\prime}$.
- If a letter $a_{i}$ occurs in $s_{j}$, then the letters which occur in $p_{j}$ are precisely all of the letters which label the immediate predecessors of the vertex labeled $a_{\imath}$ in $Q^{\prime}$.
Thus, from a distinguishing trace of $Q^{\prime}$, one can determine both the poset $Q^{\prime}$ and the poset $Q$.

Proposition 6.2: Any expansion $Q^{\prime}$ of a finite or infinite poset $Q$ in $\mathbf{S P}^{\omega}(A, \emptyset)$ such that the vertices of $Q^{\prime}$ are labeled by distinct letters has a distinguishing trace.

Proof: This statement was proved for finite posets in [BÉ96]. For infinite posets, the claim may be proved by induction on the number of operations needed to produce the poset. For example, if $u=o p_{1} s_{1} \ldots$ and $v=o^{\prime} p_{1}^{\prime} s_{1}^{\prime} \ldots$ are distinguishing traces of expansions $P^{\prime}$ of $P$ and $Q^{\prime}$ of $Q$, respectively, where $P$ is finite and $Q$ is infinite, and if $u, v$ have no common letters, (which may be assumed), then $u v$ is a distinguishing trace of $P^{\prime} \cdot Q^{\prime}$ and any expansion of $P \cdot Q$ has this form. Further, if both $P$ and $Q$ are infinite, $o o^{\prime} p_{1} s_{1} p_{1}^{\prime} s_{1}^{\prime} p_{2} s_{2} p_{2}^{\prime} s_{2}^{\prime} \ldots$ is a distinguishing trace of $P^{\prime} \otimes Q^{\prime}$ and any expansion of $P \otimes Q$ has this form. We omit the simple argument for $P^{\omega}$. $\square$

We extend the trace order relation introduced in [BÉ96] to infinite words on the alphabet $\Sigma_{A}$.

First, if $\varphi: N \rightarrow N$ is any function, we extend $\varphi$ to a function on the finite an infinite words in the alphabet $\Sigma_{A}$ by

$$
u \varphi:=x_{1 \varphi} x_{2 \varphi} \ldots
$$

where $u=x_{1} x_{2} \ldots$

Definition 6.3: For two finite or infinite words $u$, $v$ on $\Sigma_{A}$, we say $u \leq v$ according to the trace order if it follows that $u \leq v$ by applying the subscript, permutation or interchange laws a finite number of times. These laws are defined as follows. We say

1. $u \leq v$ according to the subscript law if $u=v \varphi$, for some $\varphi: N \rightarrow N$.
2. $u \leq v$ according to the permutation law if

$$
\begin{aligned}
u & =s_{0} p_{1} s_{1} p_{2} s_{2} \ldots \\
v & =s_{0}^{\prime} p_{1}^{\prime} s_{1}^{\prime} \ldots
\end{aligned}
$$

and for each $i \geq 0, s_{i}, s_{i}^{\prime}$ are "open words", i.e., words on the letters $a_{k}, k \geq 1, a \in A$, and $p_{i}, p_{i}^{\prime}$ are "closed words", words on the letters $\bar{a}_{k}, k \geq 1, a \in A$, and $s_{i}^{\prime}$ is a permutation of the letters in $s_{i}$ and $p_{i}^{\prime}$ is a permutation of the letters in $p_{i}$. (The permutations depend on i.)
3. $u \leq v$ according to the interchange law if there are letters $a_{i}, \bar{b}_{j}$, for $a_{i} \neq b_{j}$, such that

$$
\begin{equation*}
v=u_{1} a_{i} \bar{b}_{j} u_{2} \quad \text { and } \quad u=u_{1} \bar{b}_{j} a_{i} u_{2} \tag{13}
\end{equation*}
$$

Note that the trace order is a preorder on the finite and infinite words on $\Sigma_{A}$.

The rule (13) is clearly "irreversible", unlike the subscript law for injective functions $\varphi$ and the permutation law.

A word $u \in Q h_{0}$ is maximal (in the trace order) if whenever $u \leq v$ and $v \in Q h_{0}$, then $v \leq u$.

Remark 6.4: For any $Q \in \mathbf{S P}^{\omega}(A, B), Q h_{0}$ is always downward closed. If $Q$ is finite, every word in $Q h_{0}$ is below some maximal word. But this is not the case for some infinite posets. For example, if $Q=a^{\omega} \otimes a^{\omega}$, a maximal word is

$$
a_{1} a_{2} \bar{a}_{1} a_{3} \bar{a}_{2} a_{4} \bar{a}_{3} a_{5} \bar{a}_{4} a_{6} \ldots
$$

but, for example, the word

$$
\left(a_{1} a_{1} \bar{a}_{1} \bar{a}_{1}\right)^{\omega}
$$

is not below any maximal word in $Q h_{0}$.
Proposition 6.5: For each infinite poset $Q \in \operatorname{SP}^{\omega}(A, \emptyset)$, there is a maximal word $u$ in $Q h_{0}$, and, moreover, a word $U \in Q h_{0}$ is maximal iff $u$ is a distinguishing trace of an expansion of $Q$.

Proof: Note that a word $u$ is maximal in $Q h_{0}$ iff each letter in $\Sigma_{A}$ occurs at most once and there is no word $v \in Q h_{0}$ such that $u<v$ according to the interchange law. It is clear that any distinguishing trace of an expansion of $Q$ is maximal in $Q h_{0}$, and we have shown that each expansion of a poset in $\mathbf{S P}^{\omega}(A, \emptyset)$ in which the vertices are labeled by distinct letters has a distinguishing trace.

Now assume that

$$
u=o p_{1} s_{1} \ldots
$$

is maximal in $Q h_{0}$. Since $u \in Q h_{0}, u$ is a trace of some expansion $Q^{\prime}$ of $Q$. We show that $u$ is a distinguishing trace of $Q^{\prime}$.

First, no letter $a_{i}$ occurs more than once, or else there is a word $v \in Q h_{0}$ such that $u \leq v$ via the subscript law and $v \not \leq u$. Thus, we may identify a letter, say $x_{i}$, that occurs in $u$ with the vertex of $Q^{\prime}$ labeled $x_{i}$. We will show that if $\bar{a}_{i}$ occurs in the closed word $p_{k}$, say, and if $b_{j}$ occurs in the open word $s_{k}$, then $\bar{a}_{i}$ is an immediate predecessor of $b_{j}$ in $Q^{\prime}$. First, if $\bar{a}_{i}$ is not below $b_{j}$, then the word $v$ obtained from $u$ by interchanging $\bar{a}_{i}$ and $b_{j}$ is in $Q h_{0}$ and $u$ is not maximal in $Q h_{0}$. If $\bar{a}_{i}$ is below $b_{j}$ but is not an immediate predecessor of $b_{j}$, there is some letter $c_{t}$ with $\bar{a}_{i}<c_{t}<\bar{c}_{t}<b_{j}$ in $Q^{\prime}$. But then $u$ is not a trace of $Q^{\prime}$.

Now, for the converse. Suppose that $\bar{a}_{i}$ is an immediate predecessor of $b_{j}$ in $Q^{\prime}$ and $b_{j}$ occurs in $s_{k}$. We show $\bar{a}_{i}$ occurs in $p_{k}$. Indeed, since $u$ is a trace of $Q^{\prime}, \bar{a}_{i}$ occurs in $p_{t}$, for some $t \leq k$. Suppose, in order to obtain a contradiction, that $t<k$. Let $d_{r}$ be a letter in $s_{t}$, and $\bar{c}_{s}$ be a letter in $p_{k}$. Then, by the above, $\bar{c}_{s}$ is an immediate predecessor of $b_{i}$ and $\bar{a}_{i}$ is an immediate predecessor of $d_{r}$. But, by the $N$-condition, it follows that $\bar{c}_{s}$ is also an immediate predecessor of $d_{r}$. But then $u$ is not a trace of $Q^{\prime}$.

Corollary 6.6: If $Q h_{0}=Q^{\prime} h_{0}$, where $Q, Q^{\prime} \in \mathbf{S P}^{\omega}(A, \emptyset)$, then $Q=Q^{\prime}$. Thus, $\mathbf{S P}^{\omega}(A, \emptyset)$ is isomorphic to a sub shuffle binoid of $L\left(\Sigma_{A}\right)$.

Corollary 6.7: $V=\mathbf{L}$, i.e., the variety of all shuffle binoids is exactly the variety of shuffle binoids generated by the language structures $L(\Sigma)$.

According to Proposition 4.13 that there is an embedding

$$
\iota: \mathbf{S P}^{\omega}(A, B) \rightarrow \mathbf{S P}^{\omega}(A \cup B, \emptyset)
$$

and we have just proved that

$$
h_{0}: \mathbf{S P}^{\omega}(A \cup B, \emptyset) \rightarrow L\left(\Sigma_{A \cup B}\right)
$$

is an injective shuffle binoid morphism. The composite

$$
\mathbf{S P}^{\omega}(A, B) \rightarrow L_{\Sigma_{A \cup B}}
$$

is the unique morphism

$$
\begin{aligned}
a \in A & \mapsto\left\{a_{i} \bar{a}_{i}: i \geq 1\right\} \\
b \in B & \mapsto\left\{b_{i_{1}} \bar{b}_{i_{1}} b_{i_{2}} \bar{b}_{i_{2}} \ldots: i_{J} \geq 1\right\}
\end{aligned}
$$

A more economical embedding is $a \in A \mapsto\left\{a_{i} \bar{a}_{2}: i \geq 1\right\}$ and $b \in B \mapsto\left\{b_{i}^{\omega}: i \geq 1\right\}$. We denote this composite by $h_{0}$.

### 6.1. Decidability

In this section, we discuss the decidability and complexity of the validity of identities in $V$.

We note the following fact. For any alphabet $\Sigma$, let $R_{f}(\Sigma)$ denote the collection of all regular finitary languages in $\Sigma_{f}$ and let $R_{\omega}(\Sigma)$ denote the collection of all regular $\omega$-languages in $\Sigma_{\omega}$.

Lemma 6.8: $\left(R_{f}(\Sigma), R_{\omega}(\Sigma)\right)$ is a sub shuffle binoid of $\left(\Sigma_{f}, \Sigma_{\omega}\right)$.
Proof: Indeed, when $L, L^{\prime} \in \Sigma_{f}$ are regular, so are $L \cdot Q^{\prime}, L \otimes Q^{\prime}$ and $L^{\omega}$. When $U, V \in \Sigma_{\omega}$ are both regular, so are $U \otimes V, L \cdot U$.

For any pair of disjoint sets $A, B$, the posets in $\mathbf{S P}^{\omega}(A, B)$ have finite width. Thus, one may obtain traces which characterize a poset without the need for infinitely many subscripts, but only as many as the width of the poset.

For each $n \geq 1$, define the morphism $h_{n}$ as the unique shuffle binoid morphism from $\mathbf{S P}^{\omega}(A, B)$ to the language structure $L\left(\Sigma_{A \cup B}\right)$ such that

$$
\begin{aligned}
a h_{n} & =\left\{a_{1} \bar{a}_{1}, a_{2} \bar{a}_{2}, \ldots, a_{n} \bar{a}_{n}\right\}, \quad a \in A \\
b h_{n} & =\left\{b_{i}^{\omega}: 1 \leq i \leq n\right\}, \quad b \in B .
\end{aligned}
$$

Proposition 6.9: Suppose that $Q, Q^{\prime}$ are posets in $\mathbf{S P}^{\omega}(A, B)$ of width at most n. If $Q h_{n}=Q^{\prime} h_{n}$, then $Q=Q^{\prime}$.

Corollary 6.10: There is an algorithm to determine, given two sorted shuffle binoid terms $s, t$ whether $s$, $t$ whether $s=t$ holds in all shuffle binoids.

Proof: From the terms $s, t$, we can determine the maximum width, say $n$, of the two posets they denote. We then apply the morphism $h_{n}$ to these posets, obtaining two regular languages, or $\omega$-languages, by Lemma 6.8. Since the equivalence problem for regular languages and regular $\omega$-languages is decidable (see [WT90]), the theorem follows.

We can say more about the complexity of a decision procedure. Using a tree representation of the free bi-semigroups, and a result in [Kuc90], it was shown in [BÉ96] that the equational theory of bi-semigroups is decidable in $O(n \log n)$ time. We now outline a $O\left(n^{2} \log n\right)$ algorithm to decide for any two sorted shuffle binoid terms $s, t$, whether $s=t$ holds in all shuffle binoids, where $n$ denotes the length of the equation $s=t$. In the first step of the algorithm, we transform each side of the equation to a directed alternating tree whose non-leaf vertices have labels in the set $\{\cdot, \otimes, \omega\}$ and whose leaves are labeled by sorted variables. Moreover, any vertex labeled by or $\otimes$ has at least two successors and no two consecutive vertices are labeled by the same symbol. Moreover, the successors of any a vertex labeled - are linearly ordered. This transformation requires linear time. The trees satisfy some further restrictions, e.g., no descendant of a vertex labeled $\omega$ is labeled $\omega$. These restrictions are due to the fact that the trees come from sorted binoid terms. In the second step, we reduce the trees by repeatedly replacing subtrees of the form

$$
\begin{equation*}
\omega\left(\cdot\left(t_{1}, \ldots, t_{k}, \ldots, t_{1}, \ldots, t_{k}\right)\right) \tag{14}
\end{equation*}
$$

by the tree

$$
\omega\left(\cdot\left(t_{1}, \ldots, t_{k}\right)\right)
$$

or by

$$
\omega\left(t_{1}\right)
$$

when $k=1$, and subtrees

$$
\begin{equation*}
\cdot\left(t_{1}, \ldots, t_{k}, t, \omega\left(\cdot\left(s_{1}, \ldots, s_{m}, t\right)\right)\right) \tag{15}
\end{equation*}
$$

by

$$
\cdot\left(t_{1}, \ldots, t_{k}, \omega\left(\cdot\left(t, s_{1}, \ldots, s_{m}\right)\right)\right)
$$

or by

$$
\omega\left(\cdot\left(t, s_{1}, \ldots, s_{m}\right)\right)
$$

when $k=0$. The resulting reduced trees do not have any subtree of the form (14) or (15). Since isomorphism of trees can be checked in $O(n \log n)$ time (see [Kuc90]) and since at most $O(n)$ reductions suffice, the second step requires $O\left(n^{2} \log n\right)$ time. Finally, in the third step of the algorithm, we check whether the reduced trees obtained after the second step are isomorphic.

Proposition 6.11: The equational theory of shuffle binoids is decidable in polynomial time.

Remark 6.12: In the same way, the equational theory of binoids is also decidable in polynomial time.

Remark 6.13: Identifying any two terms that differ only up to the bi-semigroup identities, the rewriting system consisting of the directed rules

$$
\begin{aligned}
\left(t^{n}\right)^{\omega} & \rightarrow t^{\omega} \\
t t^{\omega} & \rightarrow t^{\omega} \\
t(s t)^{\omega} & \rightarrow(t s)^{\omega}
\end{aligned}
$$

where $t$ and $s$ are terms an $n>1$, is complete, i.e., confluent and noetherian. The reduced trees mentioned above correspond to the normal forms of this rewriting system.

## 7. NO FINITE AXIOMATIZATION

We show, by modifying an argument in [ÉB95] that there is no finite axiomatization of the variety $V$. Indeed, by the compactness theorem, if there is any finite axiomatization, then there is a finite subset of the identities (1)-(8) which axiomatizes the variety of all shuffle binoids $(F, I)$, where now the variables $a, b, c$ range over $F$ and $u, v, w$ range over $I$.

Theorem 7.1: For any finite subset $E$ of the identities (1)-(8) there is a model of $E$ which fails to satisfy all of the identities (8). Indeed, for any prime $p$ there is a model $M_{p}=\left(F_{p}, I_{p}\right)$ of the identities (1)-(7) and the power identities

$$
\left(x^{n}\right)^{\omega}=x^{\omega}
$$

for all $n<p$, such that the identity $\left(x^{p}\right)^{\omega}=x^{\omega}$ fails in $M_{p}$. Thus, $\mathbf{L}$ does not have a finite axiomatization.

Proof: Fix a prime $p$. Let $M_{p}=\left(F_{p}, I_{p}\right)$ be the following structure. $F_{p}$ consists of all positive integers, and let $I_{p}$ consist of the set of positive integers $n$ satisfying the implication

$$
\begin{equation*}
q \mid n \Rightarrow q \geq p \tag{16}
\end{equation*}
$$

for all primes $q$. Thus $I_{p}$ contains 1 and all numbers $n$ whose prime factorization contains no prime less than $p$. Lastly, we put an additional element $T$ in $I_{p}$. If $n$ is a positive integer, let $\rho(n)$ be the quotient of $n$ by the product of all primes $<p$ which occur in the prime factorization of $n$, so that $\rho(n)$ is the largest quotient of $n$ which belongs to $I_{p}$. The operations on $M_{p}$ are defined as follows, for $a, b \in F_{p}, u, v \in I_{p}, u, v \neq \mathrm{T}$ :

$$
\begin{aligned}
a \cdot b & :=a+b \\
a \otimes b & :=a+b \\
a^{\omega} & :=\rho(a) \\
a \cdot u & :=u \\
u \otimes v & :=\mathrm{T} \\
a \cdot \mathrm{~T} & :=\mathrm{T} \\
u \otimes \mathrm{~T} & :=\mathrm{T} \otimes u=\mathrm{T} \otimes \mathrm{~T}=\mathrm{T} .
\end{aligned}
$$

It is clear that the identities (1)-(7) hold. However, for any positive integers $a, n$,

$$
\left(a^{n}\right)^{\omega}=\rho(n a)=\rho(\overbrace{a+\ldots+a}^{n})
$$

and $a^{\omega}=\rho(a)$, but $\rho(n a)=\rho(a)$ iff every prime divisor of $n$ is less than $p$.

## 8. ORDERED SHUFFLE BINOIDS

Note that if $L_{1} \subseteq L_{2}$ are finite languages, then $L_{1}^{\omega} \subseteq L_{2}^{\omega}$. Thus, all of the shuffle binoid operations on languages preserve the subset order. We consider now the class of all ordered shuffle binoids, which are two-sorted algebras $B=\left(F, I, \leq_{F}, \leq_{I}\right)$ such that both $\left(F, \leq_{F}\right)$ and $\left(I, \leq_{I}\right)$ are posets, and $(F, I)$ is a shuffle binoid, and all operations preserve the order. For example, for $a_{1}, a_{2} \in F, x, x^{\prime}, y, y^{\prime} \in F$ or $x, x^{\prime}, y, y^{\prime} \in I$

$$
\begin{aligned}
a_{1} \leq_{F} a_{2}, x \leq x^{\prime} & \Rightarrow a_{1} \cdot x \leq a_{2} \cdot x^{\prime} \\
a_{1} \leq a_{2} & \Rightarrow a_{1}^{\omega} \leq_{I} a_{2}^{\omega} \\
x \leq x^{\prime}, y \leq y^{\prime} & \Rightarrow x \otimes y \leq y \otimes y^{\prime}
\end{aligned}
$$

where we omit the subscript on $\leq$, since it depends on the type of $x, x^{\prime}$, etc. We put an order on each component of $\mathbf{S P}^{\omega}(A, B)$ using the morphism $h_{0}$ : for $P_{1}, P_{2} \in \mathbf{S P}(A), P_{1} \leq_{F} P_{2}$ if $P_{1} h_{0} \subseteq P_{2} h_{0}$; similarly, if $Q_{1}, Q_{2}$ are infinite posets in $\mathbf{S P}^{\omega}(A, B), Q_{1} \leq_{I} Q_{2}$ if $Q_{1} h_{0} \subseteq Q_{2} h_{0}$.

For ease of notation, an ordered shuffle binoid will be denoted $(F, I, \leq)$.
In [BÉ96] it is shown that for any $P, P^{\prime} \in F_{A}$, if $P h_{0} \subseteq P^{\prime} h_{0}$, then $P g \subseteq P^{\prime} g$, for any structure preserving morphism $g: F_{A} \rightarrow L_{\Sigma}$, for any alphabet $\Sigma$. An extension of this argument shows that

Lemma 8.1: For any $P, P^{\prime}$ in $\mathbf{S P}^{\omega}(A, B)$, if $P h_{0} \subseteq P^{\prime} h_{0}$, then for any shuffle binoid morphism $g: \mathbf{S P}^{\omega}(A, B) \rightarrow\left(\Sigma_{f}, \Sigma_{\omega}\right), P_{g} \subseteq P^{\prime} g$.

Definition 8.2: We let $\mathbf{L}_{\leq}$denote the variety of ordered shuffle binoids generated by all language structures $\left(\Sigma_{f}, \Sigma_{\omega}, \subseteq\right)$.

From Lemma 8.1, we obtain the following theorem.
Theorem 8.3: The ordered shuffle binoid $\left(F_{A}, I_{A, B}, \leq\right)$ is freely generated in $\mathbf{L}_{\leq}$by $A$ and $B$.

We omit the argument to establish the following Lemma.
Lemma 8.4: If $P, Q$ in $\mathbf{S P}^{\omega}(A, B)$ have width at most $n$ and $P h_{n} \subseteq Q h_{n}$, then $P h_{0} \subseteq Q h_{0}$.

Corollary 8.5: There is a decision procedure to determine whether $t \leq t^{\prime}$ is valid in the variety $\mathbf{L}_{\leq}$.

Indeed, using $h_{n}$, the problem is reduced to the inclusion problem for regular languages.

## 9. OPEN QUESTIONS

1. One might wish to axiomatize those two-sorted language structures in which one may shuffle finite languages with infinite ones (in addition to the shuffle binoid operations). This operation is clearly meaningful for labeled posets, and is both associative and commutative. For posets, these are the only axioms one needs to add, but we are not sure that the same may be said of languages, although we suspect that this is the case. Indeed, we can show that a class of labeled posets is free in the corresponding variety, but we cannot show that the embedding used above remains injective for this larger class of posets.
2. What is an axiomatization of the language structures of shuffle binoids enriched by the $\omega$-shuffle operation $L \mapsto L \otimes L \otimes \ldots$ ? The corresponding operation is meaningful on posets, but widths become infinite. This fact makes the characterization of the free structures difficult.
3. What are the free structures in the variety generated by the structures obtained by enriching the language shuffle binoids with a polymorphic binary union operation?
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