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LOCAL TRANSITION FUNCTIONS
OF QUANTUM TURING MACHINES*

MASANAO OZAWA1 '2 AND HARUMICHI NISHIMURA1'2

Abstract. Foundations of the notion of quantum Turing machines are
investigated. According to Deutsch's formulation, the time évolution of
a quantum Turing machine is to be determined by the local transition
function. In this paper, the local transition functions are character-
ized for fully gênerai quantum Turing machines, including multi-tape
quantum Turing machines, extending the results due to Bernstein and
Vazirani.

AMS Subject Classification. 68Q05, 81P10.

1. INTRODUCTION

Feynman [5] pointed out that a Turing machine cannot simulate a quantum
mechanical process efficiently and suggested that a Computing machine based on
quantum mechanics might be more powerful than Turing machines. Deutsch in-
troduced quantum Turing machines [3] and quantum circuits [4] for establishing
the notion of quantum algorithm exploiting "quantum parallelism". A different
approach to quantum Turing machines was taken earlier by Benioff [1] based on the
Hamiltonian description of Turing machines. Bernstein and Vazirani [2] instituted
quantum complexity theory based on quantum Turing machines and constructed
an efficient universal quantum Turing machine. Yao [11] reformulated the quantum
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circuit models by singling out the acyclic ones and showed that a computation by a
quantum Turing machine can be simulated by a polynomial size quantum circuit.
The search for an efficient quantum algorithm for a well-studied but presumably
intractable problem was achieved strikingly by Shor [10], who found bounded error
probability quantum polynomial time algorithms for the factoring problem and the
discrete logarithm problem.

In this paper, foundations of the concept of quantum Turing machines are
examined. In Deutsch's formulation [3], a quantum Turing machine is defined to
be a quantum system consisting of a processor, a moving head, and a tape, obeying
a unitary time évolution determined by local interactions between its components.
The machine is then allowed to be in a superposition of computational configura-
tions. Deutsch [3] pointed out that the global transition function between compu-
tational configurations should be determined by a local transition function which
dépends only on local configurations. Bernstein and Vazirani [2] found a simple
characterization of the local transition functions for the restricted class of quantum
Turing machines in which the head must move either to the right or to the left at
each step. Since the above characterization constitutes an alternative définition
of quantum Turing machines more tractable in the field of theoretical computer
science, it is an interesting problem to find a gênerai characterization valid even
when the head is not required to move or more generally when the machine has
more than one tape. The purpose of this paper is to solve this problem, while for
this and foundational purposes we also provide a completely formai treatment of
the theory of quantum Turing machines. Extending the Bernstein-Vazirani the-
ory [2], the computational complexity theory for gênerai quantum Turing machines
defined by the conditions given in this paper will be published in our forthcoming
paper [8].

The paper is organized as follows. In Section 2, quantum Turing machines are
introduced along with Deutsch's original formulation. We extend Deutsch's formu-
lation to the case where the head is not required to move every step. In Section 3,
the local transition functions of quantum Turing machines are introduced along
with Deutsch's requirement of opérations by finite means and the problem of the
characterization of local transition functions is formulated. In Section 4, quan-
tum Turing machines are formulated as mathematical structures and we prove a
characterization theorem of the local transition functions of quantum Turing ma-
chines. We adopt here the column vector approach, where the characterization is
obtained from the requirement that the column vectors of the transition matrix
are orthonormal. In Section 5, we prove an alternative characterization theorem
of the local transition functions along with the row vector approach. In Section 6,
the characterization is extended to multi-tape quantum Turing machines.

2. QUANTUM TURING MACHINE AS A PHYSICAL SYSTEM

A quantum Turing machine Q is a quantum system consisting of a processor,
a bilatéral infinité tape, and a head to read and write a symbol on the tape.



LOCAL TRANSITION FUNCTIONS OF QUANTUM TURING MACHINES 381

Its configuration is determined by the processor configuration q from a finite set Q
of symbols, the tape configuration T represented by an infinité string from a finite
set E of symbols, and the discretized head position £ taking values in the set Z of
integers. The tape consists of cells numbered by the integers. The head position
( e Z stands for the place of the cell numbered by £. We assume that E contains
the symbol B representing the blank cell in the tape. For any integer m the symbol
at the cell m on the tape is denoted by T(m). We assume that the possible tape
configurations are such that T(ra) = B except for finitely many cells m. The set of
all the possible tape configurations is denoted by E#. The set E# is a countable
set. Thus, any configuration C of Q is represented by a triple C = (g, T, £)
in the configuration space C(Q, E) = Q x E# x Z. The quantum state of Q
is represented by a unit vector in the Hubert space H(Q, S) generated by the
configuration space C(Q, S) so that the vectors in Tï(Q, S) can be identified with
the square summable complex-valued functions defined on Q x S# x Z. The
complete orthonormal basis canonically in one-to-one correspondence with the
configuration space is called the computational basis. Thus, the computational
basis is represented by \C) = |ç, T, £) for any configuration C = (q, T, £) G C(Q, S).

In classical physics, physical quantities are represented by real-valued functions
defined on the phase space coordinated by the configuration and the generalized
momentum. In quantum mechanics, they are called observables and represented
by self-adjoint operators on the Hubert space of quantum states. The procedure to
define the observables from the classical description of the System is usually called
the quantization. In order to define the observables quantizing the configurations,
we assume the numbering of the sets Q and S such that Q = {ço,---,<?|Q|-i} and
E = {<TO, . . . j C]s| —î}? where we dénote by \X\ the number of the éléments of a
set X. We define observables q, f (m) for m € Z, and £ representing the processor
configuration, the symbol at the cell m, and the head position, respectively, as
follows:

IQI-i |s|-i
q=J2n\qn)(qnl f (m) - £ n\an)(an\y |

n=0 n=0

The computation begins at t = 0 and proceeds in steps of a fixed unit duration r.
The dynamics of Q are described by a unitary operator U on K(Q,E) which
spécifies the évolution of the System during a single computational step so that we
have

tfU = UZJÏ = ƒ, |^(nr)> = Un\ip(0))
for ail positive integers n.

3. LOCAL TRANSITION FUNCTIONS

Deutsch [3] required that the quantum Turing machine opérâtes finitely, Le.,
(i) only a finite System is in motion during any one step, (ii) the motion dépends
only on the quantum state of a local subsystem, and (iii) the rule that spécifies
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the motion can be given finitely in the mathematical sensé. To satisfy the above
requirements, the matrix éléments of U are required to take the following form1:

if Ç = £ (3.1)

whenever Tf(m) = T(m) for ail m ^ £, and { ^ T ' ^ ' I ^ T , ^ = 0 otherwise, for
any configurations (ç,T,£) and (g';T",£'). The above condition ensures that the
tape is changed only at the head position £ at the beginning of each computational
step, and that during each step the head position cannot change by more than
one unit. The function %,T(£),g',T'(£),<), where q,q' e Q, T(£),T'(£) G E,
and d E { — 1,0,1}, represents a dynamical motion depending only on the local
observables q and T(£). It follows that the relation 8{q,o,qf,r,d) = c can be
interpreted as the following opération of Q: if the processor is in the configuration q
and if the head reads the symbol <r, then it follows with the amplitude c that the
processor configuration turns to qf, the head writes the symbol r, and that the
head moves one cell to the right if d = 1, to the left if d — — 1, or does not move
if d = 0. We call 6 the local transition-function of the quantum Turing machine Q.

The local transition function ö can be arbitrarily given except for the require-
ment that U be unitary. Each choice defines a different quantum Turing ma-
chine Q[ö] with the same configuration space C(Q, S). Thus, if we have an intrin-
sic characterization of the local transition function ö. quantum Turing machines
can be defined formally without referring to the unitary operator U as a primitive
notion.

Prom équation (3.1), the time évolution operator U is determined conversely
from the local transition function ö by

U\q,T,0 =^ó(q,T(O,p,T,d)\p,T{,t + d) (3.2)

for any configuration (#,T, £), where TT is the tape configuration defined by

T{m) if m ̂  £.

Now we can formulate the characterization problem of local transition functions
of quantum Turing machines: Let ö be a complex-valued function on Q x S x Q
x S x { — 1,0,1} and let U be the operator on W(Q,£) defined by équation (3.2).
Then} what conditions ensure that the operator U is unitary?

This problem is answered by the following statement: The operator U is unitary
if and only if ô satisfies the following conditions.

1This condition is a natural extension of Deutsch's condition [3] to the case where the head
is not required to move.
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(a) For any (q, a) £Q X E,

(b) For any (q,a),(q',(7') e Q x S with {q,a) ^ {q',a'),

(c) For any (<?,cr,r), (qf
}a\rf) G Q x E2, we

(d) For any (<?,cr,r), (ç',a',T') G Q x £2
;

The proof will be given in the next section. If it is assumed that the head
must move either to the right or to the left at each step (two-way quantum Turing
machines), condition (c) is automatically satisfîed. In this case, the above state-
ment is reduced to the resuit due to Bernstein and Vazirani [2]. In Section 5,
we will also characterize the local transition fonctions of multi-tape quantum
Turing machines.

In order to maintain the Church-Turing thesis, we need to require that the uni-
tary operator U is constructive, or that the range of the local transition function 6
is in the computable complex numbers. Prom the complexity theoretical point
of view, we need also to require that the matrix éléments of U are polynomially
computable complex numbers, or that the range of the transition function ô is in
the polynomially computable complex numbers.

4. QUANTUM TURING MACHINE AS A MATHEMATICAL STRUCTURE

In order to formulate the notion of a quantum Turing machine as a formai
mathematical structure rather than a well-described physical System, we shall
introducé the following mathematical définitions. A Turing frame is a pair (Q, £)
of a finite set Q and a finite set S with a spécifie element denoted by B. In what
follows, let (Q, S) be a Turing frame. Let E # be the set of fonctions T from the
set Z of integers to S such that T(m) = B except for finitely many m G Z. The
configuration space of (Q, S) is the product set C(Q, S) = Q x £# x Z.

For any (p, r, d) G Q x S x { —1, 0,1}, dénote by C(p, r, d) the set of configura-
tions (p,T,£) eC(<2,£) such that T(£ - d) = r. Let (p,r,d) G Q x S x {-1,0,1}.
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We define the transformation a(p, T, d) from C(Q, £) to C(p, r, d) by

, T, £) = (p, Tf, e + d) (4.1)

for ail (g, T, £) E C(Q, S). It is easy to see that a(p, r, d) represents the opération
such that the processor configuration turns to p, the head writes the symbol r} and
then moves with \d\ step to the direction d. We define the transformation /3(p, r, d)
from C(Q, E) to C(p, r, 0) by

0(p,T,d)(q,T,O = faT£_dyÇ-d) (4.2)

for any (g, T, £) G C(Qy E). It is easy to see that /3(p, r, d) represents the opération
such that the processor configuration turns to p, the head moves with \d\ step to
the direction — d and then writes the symbol r. The following proposition can be
checked by straightforward vérifications.

Proposition 4.1. (i) Let de {-1,0,1}. If(q,a) ^ (<?V) e QxE thenC(qya,d)n
C(q',af,d) = 0 and

)= (J
(ii) Le^ (g,o-,p,r,d) e Q x E x Q x E x {-1,0,1}. We have

for ail C E C(q, a, 0) and

for allC;

(iii) The mapping a(p, r, d) restricted to C(q, a, 0) Aas £/&e inverse mapping f3(q, a, d)
restricted to C(p, r, d), z.e.,

A configuration (^T1, £) is said to précède a configuration (g^T',^'), in sym-
bols (<?,T,0 ^ ( ç 7 , ^ , ^ ) , ifT'(rn) = T(m) for ail m ^ ^ and |^ - ^| < 1.

Proposition 4.2. For any C,Cf G C(Q,E)? iAe following conditions are equiva-
lent.

(i) C •< C1.
(ii) T/iere ï5 some (2?, r, d) G Q x E x {-1,0,1} such that C" = a(p, r, d)C.
(iii) T/iere is some (q, a, d) G Q x E x {—1,0,1} such that C = /?(ç, cr,



LOCAL TRANSITION FUNCTIONS OF QUANTUM TURING MACHINES 385

Proof. Let C = (g,T,0 and C" - (q',T',£')-
(i) =• (ii): If (i) holds, we have C' = a(<?',T'(£),<£' - £)C s o t h a t (ü) h o l d s-
(Ü) =̂> (iii): Suppose that (ii) holds. Since C eC(q, T(£), 0), by Proposition 4.1 (ii)
we have

= C.

(iii) =» (i): If (iii) holds, we have C = (p,T'|,_d,£' - d) and hence £' - £ = d and
T(m) = Tf°,_d(m) = Tl{m) for m ^ g - d = ^ so that (i) holds. •

The quantum state space of the Turing frame (Q, E) is the Hubert space
spanned by C(Q,E) with the canonical basis {\C)\ C G C(Q1Ti)} called the com-
putational basis. A local transition function for (Q, S) is a function from Q x E
x.Q x E x {—1,0,1} into the complex number field C.

In what follows, let 5 be a local transition function for (Q,E). The évolution
operator of Ô is a linear operator M$ on 7i(Q, E) such that

Ms\q,T,0 = £ ó(q,T(O,p,T,d)\p,TZ,C + d) (4.3)

for all (<7,T,£) e C(Q,E); the summation Xlprd ^s taken over all (p,r,d) G Q
x E x {—1,0,1} above and in the rest of this section unless stated otherwise.
Equation (4.3) uniquely defines the bounded operator M$ on the space W(Q,S)
as shown in Appendix A.

Let (g,T,£), (Q',T',£') G C(Q,E). The following formula can be verified from
équation (4.3) by straightforward calculation.

(n1 T' t'\M \n T t\ - i %' T (0 .9 ' .r ' (0^'" 0 if (?, T, C) ^ (?', T', C),
« ' 'Ç ' -519' ' Ç ; ~ \ 0 otherwise.

(4.4)

A configuration (g, T, Ç) is said to be locally like a configuration (g', T', £') if ç = g'
and T(C + d) = T'(£' + d) for ail d G {-1,0,1}.

Lemma 4.3. For any C\,Ci G C(Q,E), /̂ ^ey are locally like each other, we
have

= (C2\M6Ml\C2).

Proof. Let T_I,TO,TI G E. Suppose that a configuration C" = (p,Tf,£f) is such
that T'(£' - d) = rd for ail d G {-1,0,1}. Since every configuration locally like C
also satisfies the above condition, it suffices to show that (C"|M$MJ|C") dépends
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only on p, r_i, ro, T\. By Proposition 4.2 and équation (4.4) we have

{C'\MsMl\C') = J2 \(C\MS\C)\2

cec(Q,s)

= "£\(C'\M5\/3(q,a,d)C')\2

The first equality above follows from Parseval's identity.
Thus, (Cf\MsM^\Cf) dépends only on p, T_I,TO,TI and the proof is completed.

D

For the case where the head is required to move, a proof of the following lemma
appeared first in [2]. The following proof not only covers the gênerai case but also
simplifies the argument given in [2].

Lemma 4.4. The évolution operator Ms of a local transition function ö is unitary
if it is an isometry.

Proof. Suppose that Ms is an isometry, z.e., M^Ms = 1. Obviously, M$M\ is a
projection. If (C\MSM\\C) = 1 for every C G C(Q,E), the computational basis
is included in the range of MsMj and then, since the range of any projection is a
closed linear subspace, we have MSM\ = 1 so that Ms is unitary. Thus, it suffices
to show that (C\MsM\\C) = 1 for every C G C(Q, S). To show this, suppose that
there is a configuration CQ £ C(Q, E) such that (Co|M$M^|Co) = 1 — e with e > 0.
For any n > 2 and d 6 { — 1, 0,1}, let 5(n, d) be the set of configurations such that

5(n,d) = { (g , r ,0eC(Q,E) |T(m) = B for ail m £ { l , . . . , n }
and f G {1 - d , . . . ,n + d}}.

Let

J2 (4.5)

and we shall consider évaluations of A in terms of the numbers of éléments of
the sets 5(n,0) and 5(n, 1). It is easy to see that if C E 5(n,0) and C -< C"
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then C" G S(n, 1). It follows from équation (4.4) that (Cf\Mô\C) = 0 for any
pair (C, C") with C € S(n, 0) and C" ̂  5(n, 1) so that the summation over (C, C )
G S(n, 0) x S(n, 1) in équation (4.5) can be replaced by the summation over (C, C")
G S(n, 0) x C(Q, E). By Parseval's identity, we have

A= J2 \(Cf\M8\C)\2 =
(c,C")eS(n,o)xC(Q,s)

Since M$ is an isometry, we have

A=\S(n,0)\.

Let S(Co) be the set of ail configurations in S(n, — 1) locally like CQ. Then, S{CQ)
ç S(n, 1). By Lemma 4.3, (C"|M5MJ|C") = 1 - e for ail C' € S(C0). Thus, we
have

C(Q,S)xS(n,l) C'eS(n,l)

- e)\S(C0)\ + \S(n, 1)| - |5(C0)| = |5(n, 1)| -

The cardinalities of S(n,d) and S(C0) are given by |5(n,d)| = (n + 2d)|Q| |S |"
and |S(C0)| = (n - 2)|E|""3. Therefore, we have

| £ r 3 ( 2 | Q | | £ | 3 - e(n - 2)) = \S(n, 1)| - e|5(C0)| - |S(n,0)| > 0

for ail n > 2. But, for n > 2 + 2e~1|Q||£|3, this yields an obvious contradiction
and the proof is completed. •

According to discussions in Section 3, a quantum Turing machine can be defined
as a mathematical structure (Q,S,5) consisting of a Turing frame (Q,E) and a
local transition function 6 such that the évolution operator M$ is unitary. The
following theorem characterizes intrinsically the local transition functions that give
rise to quantum Turing machines.

Theorem 4.5. The évolution operator M$ of a local transition function ô for the
Turing frame (Q, S) is unitary if and only if S satisfies the following conditions.

(a) For any (q, a) G Q x S,

p,r,d

(b) For any (q,a),(q',a') G Q X E with (q,a) ̂  {q',cr'),

^5(q',a',p,T,d)*ö(q,CT,p,T,d)=0.
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( c ) F o r a n y ( g , a ^ r ) , ( q ' , c r ' , r ' ) e Q x E 2
; we h a v e

p£Q,d=O,l

(d) For any (g, a, r), (q\af,rf) G Q x E2
;

Proof. Let 5 be a local transition function for a Turing frame (Q,S). Let C
(<?,T,£) G C(Q, E). Prom équation (4.3) we have

{C\MIM6\C)

p,r,dp' ,T!,d

Since for any a G S there are some T E E # and f G Z such that (
condition (a) holds if and only if {C\MIMÔ\C) = 1 for any C G C(Q, E).

Let C = (<?,T,0 G C(Q,E) and C' = (q',T'^f) G C(Q,E). From équation (4.3)
we have

(C'\MlMs\C)

where the summation ^Z* is taken over all p G Q, r, r ' G E, and d, d' G { — 1,0,1}
such that Tf = T' j ' and £ + d = f' + d'.

For any k G Z, let C(fc) be a subset of C(Q,E)2 consisting of all
pairs C = (ç ,T,0 and C" = (g ' ,T ' ,O with C ^ C" such that T(m) = r '(m) for
all m g {̂ , £'} and that ^ — £ = fc. It is easy to see that if C ^ Cf and

fce{o,±i,±2}

then (C'IMJM^IC) = 0. We shall show that condition (b), (c), or (d) holds
if and only if (C'\MIM6\C) = 0 holds for ail (C, C") G C(0), {C,C') G C(l),
or (C^C) G C(2), respectively.
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For any (C,Cf) G C(0) with C = (g,T,0 and O = (g',T',£'), we
have Tl = T7^' and £ + d = £' + d' if and only if r = r ' and d = d', so that we
have

Since for any (g, a), (q',cr') S Q x S with (g,cr) 7̂  {q',cr') there are configura-
tions C = (ç.r .O and C' = («' .T' .O such that (C.C) e C(0), T(£) = a and
T'(£') = a', condition (b) holds if and only if {C'\M\M5\C) = 0 for ail (C,C) €
C(0).

For any (C,C) G C(l) with C = (?,T,£) and C' = W,T',?), we have TJ

= T'i', and £ + d = £' + d' if and only if r = T"(0, T' = T(C), and (d,d')
£ {(0,-1), (1,0)}, so that wehave

(C'\MlMs\C) = J2 S(q',T'^),p,T(ad-irö(q,T(O,P,T'(O,d).
p£Q,d=0,l

Since for any (q, a, r), (q', <r', r') e Q x E2 there are configurations C = (q, T, £) and
C" = (g'.T'.O such that C,C7' S C(l), (T(0,T'(0) = (^,r), and (T'(?),T(?))
= (a',T'), condition (c) holds if and only if (C'|MJMÓ|C) = 0 for any (C,C)

()
For any {C,C') e C(2) with C - (g,T,0 and C" = (q',T',Ç'), we have Tf

= T'i', &ndÇ + d = Ç'+d' if and only if r = T'(0, r ' = T(O, d = 1, and d' = - 1 ,
so that we have

Thus, condition (d) holds if and only if {Cf\MlM6\C) = 0 for ail (C, C") G C(2).
Since MJM^ is self-adjoint, M5 is an isometry if and only if (C|MlMS \C)

= (Cf\C) for any C = (q,T,Ç), C1 = (q',T\t') e C(Q,S) with f < £'. Therefore,
we have proved that conditions (a-d) hold if and only if Ms is an isometry. Now,
Lemma 4.4 concludes the assertion. •

A quantum Turing machine M = (Q,S,5) is called unidirectional, if we
have d~d! whenever ö(q,a^p^r,d)S(q'\a'\p,r',d7) ^ 0 for any q,qf G Q, a, cr',r,r7

G S, and d, d' G { — 1,0,1}. It is easy to see that conditions (c) and (d) are au-
tomatically satisfied by every unidirectional quantum Turing machine. Thus, if
every quantum Turing machine can be efficiently simulated by a unidirectional
one without error, complexity theoretical considération on quantum Turing ma-
chines can be done much easier. For two-way quantum Turing machines, this was
shown by Bernstein and Vazirani [2]. For gênerai quantum Turing machines de-
fined by the above conditions, the positive answer will be given in our forthcoming
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paper [8], including extension to multi-tape quantum Turing machines defined by
the conditions of Theorem 6.2.

5. ALTERNATIVE APPROACHES TO THE CHARACTERIZATION
OF LOCAL TRANSITION FUNCTIONS

Hirvensalo [7] gave the following set of conditions for a local transition function 5
to give the unitary évolution operator (see also [6]):

(H-a) For any (ç, a) € Q x E,

(H-b) For any (q, a), (q',a') € Q x E with (g, a) ï (<?>'),

^2ö(q',a',p,T,dy ô(q, a, p,T,d)=0.

(H-c) For any (p, r, d), (p', r', ( f ) G Q x S x {-1, 0,1} with (p, r, d) ̂  (p', r', d;),
we have

(ç, a, p, r, d)* J(g, <r,p', r', d') = 0.

(H-d) For any (g, a, r), (g', a', r') G Q x S2 and d ̂  à! G {-1,0,1}, we have

However, the above set of conditions consists of only a sufïicient condition, not a
necessary one. To show this, let Q = {0,1}, S = {B}, and define a local transition
function ö as follows.

5(0, B, 0, J3, -1) = 0, 5(0, B, 0, B, 0) - 1/2, 5(0,5,0, S, 1) = -1/2,
5(0, B, 1, B, -1) = 1/2, 5(0, B, 1,5,0) = 1/2, 5(0, B, 1,5,1) = 0,
5(1, S, 0, B, -1) - 0, 5(1,5,0,5,0) = 1/2, 5(1, £?, 0, B, 1) - 1/2,
5(1,^,1,5,-1) = 1/2, 5(1 ,5 ,1 ,5 ,0) - -1 /2 , 5 ( l ,5 , l ,5 , l ) = 0.

Then, 5 satisfies conditions (a-d) of Theorem 4.5 and hence gives the unitary
évolution operator, but does not satisfy Hirvensalo's conditions. In fact, 5 does
not satisfy condition (H-c), since

5(0, B, 0,5,0)*5(0,5,1,5, -1) + 5(1,5,0,5,0)*5(l, 5 ,1 ,5 , -1) = 1/2,
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and ö does not satisfy condition (H-d), since

Thus, conditions (H-d) and (H-c) are not necessary.
The conditions in Theorem 4.4 are obtained from the requirement that the

column vectors of the évolution operator are orthonormal in the matrix représen-
tation in the computational basis. Hirvensalo's conditions mix requirements for
column vectors and for row vectors. In the rest of this section, from the sole re-
quirement that the row vectors are orthonormal, we shall obtain a set of necessary
and sufficient conditions for the unitarity of the évolution operator.

The proof of the following lemma is similar to that of Lemma 4.4.

Lemma 5.1. The évolution operator M s of a local transition function ô is unitary

Now we give another characterization of the local transition functions that give
rise to quantum Turing machines.

Theorem 5.2. The évolution operator M$ of a local transition function ö for the
Turing frame (Q, E) is unitary if and only if ö satisfies the following conditions.

(a) For any p G Q and r_i, r0, rx G E,

\6(q,<j,p,Td,d)\2 = l.

(b) For any p , / G Q with p ^ pf and any r_i, r0, T\ G £,

^2 <% o-,p', rd, d)*ö(q, a,p, rd, d) = 0.

(c) For any p,pf G Q and r0, T\ G E,

ô(<2> <r> v\ Td> d - l)*6(q, a, p, rd, d) = 0.
,d=0,l

(d) For any (p, r), (p', r') G Q x E with r ^ r ' and any d G { — 1,0,1}, we have

S(q>a,v\r\d)*ö(q, a,p,r, d) = 0.

(e) For any (p, r), (p', r') G Q x E u;zi/i r ^ r! and any d = 0,1,

%,a,p' ,r ' ,d-l)*%,a,p,T,cO =0.
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(f) For any (p, T) , (p'',r') G Q x E, we have

Proof. Let 5 be a local transition function for a Turing frame (Q,E). Let
(7 = (p, T, £) G C(Q, £). Prom Proposition 4.2 and équation (4.4), we have

q,<r,d

J2 (P,T,Ç\M5\q,T(_d,Ç-d)*\q,T?_d,Ç-d)

Prom équation (5.1) we have

{C\M5Ml\C) =
q,cr,dq',c7',d'

Since for any r_i, r0, n E S there are some T G £ # and £ G Z such that T(£ - d)
= rdï condition (a) holds if and only if {C\M6M\\C) = 1 for any C G C(Q, S).

Let C = (p, T, ̂ ) G C(Q, E) and C" = (p', T', Ç') G C(Q, E). From équation (5.1)
we have

(C\MSM}\C) = E E 6(q',*',p',T'(e-d'),dyö(q,a,P,T(!;-d),d)
g,CT,d q',cr' %âf

where the summation XT* ̂ s taken over all q G Q, er G E, and d, d! G { — 1, 0,1}
such that T f j = Tf%_fj, and £ — d = £' — d'.
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For any k G Z and d G {-1,0,1}, let A(k) be a subset of C(Q,Y>)2 consisting
of ail pairs C = (p,T,£) and C" = (p',T',£') with C ^ C',T = T' and £ - £'
= /c, and B(k,d) be a subset of C(Q: S)2 consisting of ail pairs C = (p, T, £) and
C' - (p',T',£') with T / T7 and £ - £' = A; such that T{m) = T'(m) for
ail 77i T̂  £ — d. It is easy to see that if C ^ C( and

IJ A(k) u
fc€{0,±l,±2} /

then (CIM^MJIC7) = 0. Let 5(0) = 5(0,1) U 5(0,0) U 5(0 , -1) and 5(1)
= 5(1,1) U 5(1,0). We shall show that condition (b), (c), (d), (e) or (f) holds
if and only if {C\MÖM$\C') = 0 holds for ail (C,C') G A(0), (C,C) G A(l),
(C, C") G 5(0), (C, C") G 5(1), or (C, C") G A(2) U 5(2,1), respectively.

For any {C,Cf) G A(0) with C = (p,T,0 and C' = (p',T,£), we have T£_d

= Tç_d/ and ^ - d = £ — d' if and only if d = d', so that we have

Since for any p,p' e Q with p ^ p' and any T_I,TO,TI G S there are configura-
tions C = (p.T.0 and C' = (j/.T.O such that (C,C") G A(0) and T(^ - d) = rd

for ail d G {-1,0,1}, condition (b) holds if and only if (C\MSM%\C') = 0 holds
for
ail (C,C") G A(0).

For any (C,C) G A(ï) with C = (p.T.O and C' = (p',T,f), we have Tf_d

= Tg_d, and ̂  - d = Ç' - d'if and only if (d, d') G {(1,0), (0, -1 )} , so that we have

(C\MsMl\C')= J2 ö(q,a,p',T(t-d),d-iyö(q,a,p,T(t-d),d).

Since for any p, p' G Q and TQ , T\ G S there are configura-
tions C = (p, T, 0 and C' = (p', T, ̂ ) such that (C, C") G A(l) and T(^ - d) = rd

for ail d G {0,1}, condition (c) holds if and only if {C\MöM\\Cf) = 0 holds for ail
(CC')GA(l) .

For any (C, C') G 5(0,1) with C = (p, T, <£) and C' = (p', T', 0 , we have T(_d

= T'!_d, and £ - d = £ - d' if and only if d = d' = 1, because T(f - 1) / T'(£ - 1)
and T£Ld(£ - 1) = Tf\_df{i - 1). Thus we have

Since for any (p,r),(pf,r;) G Q x S with r ^ rf there are configura-
tions C = (p,T,£) and C" = (p',T',£') such that (C,C) G 5(0,l),T(£ - 1)
— r, and T'(£ — 1) = r', the case d = 1 of condition (d) holds if and only
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if (C\MsMl\C) = 0 holds for ail (C,C) G B(0,1). Similarly we can show the
case d = 0 or d = - 1 of condition (d) holds if and only if (C\MsMl\Cf) = 0
holds for ail (C,C") G £(0,0) or £(0 , -1) . Thus condition (d) holds if and only
if {C\MôMl\Cf) = 0 holds for ail (C,Cf) G J3(0).

For any (C,C) G £(1, 1) with C = (p,T,$) and C" - (p',r',£')» w e h a v e Tf-d
= r ; | /_d , and £ - d = £' - d' if and only if d = 1 and d' = 0, because T(£ - 1)
7̂  T'(£ - 1) and T£_d(£ - 1) = T'£,_d,(£ - 1). Thus we have

Since for any (p, r) , (P ' ,T ' ) G Q x E with r ^ rf there are configura-
tions C - (p,T;£) and C' = G/,T',£') such that (C,C') G £(1 ,1) ,T(£- 1) =
r, and T'(£ — 1) = r', the case d = 1 of condition (e) holds if and only if
{C\M5Ml\C') = 0 holds for ail (C,C) G S( l , l ) . Similarly we can show the
case d = 0 of condition (e) holds if and only if {C\M6M\\Cf) = 0 holds for ail
(C, C") G B(l, 0). Thus condition (e) holds if and only if <C|M5MJ|C"> = 0 holds
for all ( C C ) GB(1).

For any (C,C) G A(2) U B{2,1) with C = (p,T,£) and C' = (j/,T',£), we
have T€°_d = T^,_d, and ^ - d = ^' - d' if and only if d = 1 and df = - 1 , so that
we have

(C\M6Ml\C) - E ^ ^ ^ r ' K - l ^ - i r ^ ^

Since for any (p, r), {pf ,rf) G Q x S there are configurations C = (p, T,^) and
C" = ( Î / , T ' , O such that (C,C) G A(2) U J3(2,1),T(£ - 1) = r, and T(i ~ 1)
= r', condition (f) holds if and only if {C\MSMI\C') = 0 holds for ail (C,C)
G A(2)UJ3(2,1).

Since M5MJ is self-adjoint, MÔM\ = 1 if and only if (C\M6M\\Cf) = (C\G')
for any C = (p,T,£), C" = (p'.T7,^) G C(Q, E) with £' < ^. Therefore, we have
proved that conditions (a-f) hold if and only if M$M\ = 1. Now, Lemma 5.1
concludes the assertion. •

6. MULTI-TAPE QUANTUM TURING MACHINES

In the preceding sections, we have discussed solely single tape quantum
Turing machines, but our arguments can be adapted easily to multi-tape
quantum Turing machines, which are quantum analogues of multi-tape determin-
istic Turing machines.

First, we explain how to adapt our arguments to multi-tape quantum Turing
machines by considering two-tape quantum Turing machines. A two-tape quan-
tum Turing machine is a quantum System consisting of a processor, two bilatéral
infinité tapes with heads to read and write symbols on their tapes. In order
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to discuss local transition fonctions, we adapt the formai définitions as follows.
Let (Q,£i )£2) be a triple, called a two-tape Turing frame, consisting of finite
sets Q, Si, and £2 with spécifie éléments 2?i e £1 and B2 G E2. The configu-
ration space of (Q, EXï E2) is the product set C(Q, Si, E2) = Q x Ef x S^ x Z2.
Thus, the configuration of a two-tape quantum Turing machine Q with the frame
(Q,£i,£2) is determined by the processor configuration q G Q, the first and
second tape configurations T\ G Ef, T2 G Ef, and the head positions £1 G Z,
£2 G Z in the first,and second tapes. The quantum state space of (Q, Si, £2) is the
Hubert space H(Q, Si, S2) generated by C(Q, Si, S2). A local transition function
for ((3,£i,S2) is defined to be a complex-valued function o n Q x S x Q x S x
{-1,0, l} 2 , where S = Ex x S2. The relation 6(q, (aua2),p, (TÏ,T2), (dud2)) = c
can be interpreted as the following opération of Q: if the processor is in the con-
figuration q and if the head of the î-th ;tape (i = 1,2) reads the symbol aiy then it
follows with the amplitude c that the processor configuration turns to p, the head
of the i-th. tape writes the symbol r* and moves one cell to the right if di = 1, to
the left if di = —1, or does not move if di = 0. The évolution operator of Ö is a
linear operator M$ on H{Q, Si, S2) such that

for ail (ç, (îi,T2), (^1,̂ 2)) G C(Q,Si,S2), where the summation is taken over
all (p, (TI,T2), (di,d2)) G Q x S x {—1,0, l} 2 . Then, local transition functions of
two-tape quantum Turing machines are characterized as follows.

Theorem 6.1. The évolution operator M§ of a local transition function Ö for the
two-tape Turing frame (Q, Si, S2) is unitary if and only if S satisfies the following
conditions.

(1) For any (q,a) G Q x £,

(2) For any (g, a), (g', a') G Q x S with {q, a) + (qf, of),

)T62)di,d2e{-1,0,1}

(3) For any (g,a,r2), ( ç V , ^ ) G Q x S x S2 j
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(4) For any {q,cr,T2),(q',o-',T2') e Q x £ x E2;

p6O,-ri6Ei,di6{-l,0,l}

(5) .For any (g.ff.r), ( g » ' ) eQxS 2,

ötf,</,p,T',(d1-l,l))*ó(q,(T,p,T,(du-l))

(6) For any (q, a, r), (g7, a', r') e Q x S2,

(7) For any (ç.er.n), («V.TJ) e Q X S X S1;

^ ')p,(r{,T2)>(rfi-l,d2))*(5(g,cT,p,(ri,T2),(d1,d2)) = 0 .

di=0,l,d2e{-l,0,l}

(8) For- any (q,a,r), (q',a',T') G Q x S 2,

(̂ç', a',p, r', (di - 1, d3 - 1))*5(«, a,p, r, (di, d2)) = 0.
peQ,di=0,l,d2=0,l

(9) For any (ç, a, r), (g', a', r') G Q x E 2
;

S(q\ a',p, T', (dx - 1, -l))*<J(g, a,p, r, (di, 1)) = 0.
peQ,di=o,i

(10) For any (q, a, r), (a/, a', T') e Q x S2,

V , a',*, r', (-1,1))*%, o-,p, r, (1, -1)) = 0.

(11) Forany (g.ff.Tj.Cg'.a'.T') £ Q x S 2,

ö(q',a',p,T',(-l,d2)yS(q,a,p,T,(l,d2-l))=Q.

(12) For an2/(ç,a,n),(ç',o-',T{)
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(13) For any {q,a,T),(q',<J',T') G Q x S2,

5tf,a',p,T',(-l,d2-l))*6(q,a,p,T,(l,d2)) = 0.
p£Q,d2=0,l

(14) For any (q,a,r)}(q'>',r') G Q x £2 ,

If each head is required to move either to the right or to the left at each step,
conditions (3, 5-9, 11), and (13) are automatically satisfied. It is also easy to
see that conditions (3-14) are automatically satisfied by unidirectional two-tape
quantum Turing machines, for which (di,d2) *s uniquely determined by p in the
non-zero amplitude ö(q, a,p, r, (di, d2)).

The proof of Theorem 6.1 is analogous to the proof of Theorem 4.5. Let C(k±, k2)
be a subset of C(Q,Ei,T>2)

2 consisting of ail pairs C = (q, (Ti,T2), (Çi,6)) an<*
C1 = (g', (T{, T£), fâ, &)) with C ^ C" such that T^rm) - T/(m,) for m* £ {6, £}
and that £* — & = &i for i = 1,2. This plays a rôle similar to C(k) in the proof of
Theorem 4.5. In the proof of Theorem 4.5, we showed that condition (b, c), or (d)
holdsifandonlyif (C'iMJMtfIC) = Oholds for ail (C,C') eC(0),(C,C') €C(l),or
(C, Cf) G C(2), respectively. In the case of Theorem 6.1, we can show similarly that
for (fei, fe2) e ({0} x {0,1, 2}) U ({1, 2} x {0, ±1, ±2}), condition (5fci + k2 + 2) holds
if and only if {a\M^Ms\C) = 0 holds for ail (C,C) .6 C(kuk2). For example,
condition (2) holds if and only if (C'IMJM^C) = 0 holds for ail (C, C") G C(0,0).
(This is the case of k\ = k2 = 0.) Moreover, it is trivial that condition (1) holds
if and only if {C\M\M6\C) = 1 holds for ail C G C(Q, £x , S2), and that if C ^ C
and

(C,C')ï U C(kuk2)
(fei,fc2)€{0,±l,±2}2

then (C'\MjMs\C) = 0. Since M\MS is self-adjoint, M§ is an isometry if and
only if we have (C'\M\MS\C) = (C'\C) for any C = (q, (TX,T2), ( 6 , 6 ) ) . C" =
(«, (ÏÏ.T.;), (#,&)) e C(Q,Ei,E2) with a < Ci or with ^ = Ci and 6 < C2-
Therefore, we can show that conditions (1-14) hold if and only if M$ is an isometry.
We can also show that M$ is unitary if it is an isometry by a similar argument
with the proof of Lemma 4.4. Thus we can prove Theorem 6.1.

We now consider fc-tape quantum Turing machines. In what follows,
a abbreviates (au . . . , a*). For j G {0,... , k - 1}, let a<j = (ai , . . . , a,j) and
a>j = (aj+i,... ,afc). For any set S = {iu ... , im} Ç {1 , . . . ,fe}, let a[S]
— (a^, . . . ,dim) and 5 = {1 , . . . , k}\S. Moreover, for any tuple (a^ , . . . ,aim), the
symbol (a^, . . . ,a^m)t dénotes (a7(1) , . . . ,a / ( m ) ) , where {/(l),... ,/(m)}
= {ii , . . . , ïm} and 7(1) < ••• < /(m). Extending the arguments for the two-
tape quantum Turing machines, the local transition functions of /c-tape quantum
Turing machines can be characterized as follows:



398 M. OZAWA AND H. NISHIMURA

Theorem 6.2. The évolution operator M s of a local transition function 5 for the
k-tape Turing frame (Q, £ i , £2, • • • > £fc) is unitary if and only if 5 satisfies the
following conditions.

(1) For any{q,a) e Q x E ,

, dG{-l,O,l}fe

(2) For any (g, a) , (q1, af) G Q x £ w&ft (g, a) ^ (o7, <?),

^ S(q\ af,p, f, <?)*£(<?, a, p, f, d) = 0.

(3) For eocA j € {1 , . . . , fe} and D>k^ = (Dk-j+u ... ,Dk) G j l , 2 } x {0,±l,
t/ie following condition holds. For any (q,â,T[S(D>k-j))),(q\af,
-j)]) € Q x S x

6(q',a',p, (f[

^ * ? )) = 0,

where the summation is taken over p G Q, r[S(D>k~~j)} G ITiesm fc ) ^i>
d<k~j e { - 1 , 0 , 1 } ^ and d^k-j^k-j G {-1,0, lp ' swc/i that d>k-ó

-£>*-, =D>k-j. Hère, S(D>k^) = {i € {A: - j + 1,... ,fc}| A / 0 } .

Note that condition (3) of Theorem 6.2 contains 2 x X^=o ^J' conditions (the
number of different pairs (j, D>k-j)). Thus, the local transition fonctions of fc-tape
quantum Turing machines can be characterized by

fc-i
1 + 1 + 2 x ^ 5 ^ 1 + (l/2)(5/c + 1)

3=0

conditions.
Multi-tape Turing machines are often used for theoretical considération in com-

plexity theory [9] because it is often easier to construct a multi-tape machine than
a single tape machine in order to realize a given algorithm. Hence, multi-tape
quantum Turing machines can be expected as useful tools for quantum complex-
ity theory. In such applications, it appears to be a tedious task to check that a
constructed local transition function satisfies the unitarity conditions. However,
it should be noted that restricted classes of multi-tape machines are characterized
much more simply; the unidirectional multi-tape machines are characterized by
only two conditions, conditions (1) and (2) in Theorem 6.2.
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APPENDIX A. THE BOUND OF MÔ

T h e o r e m A . l . Let 5 be a complex valued function defined o n Q x S x Q x S
x { —1,0 ,1} . Then, there is uniquely a bounded operator Ms on H(Q, £ ) satisfying
équation (4-3). The operator norm of Ms is bounded by ^/bK\Q\\L\2, where

K= max I Yl \5(q,a,P!r,d)\2'
yb(p,T,d)6Qx2x{-l,0,l}

Proof. For any C = (q,T,Ç) € C(Q,I;), let \F(C)) be defined by

where (p,r,d) varies over the finite set Q x S x { — 1,0,1}. Then we have

By the Schwarz inequality, we have

\(F(Cf)\F(C))\<\\\F(C'))\\.\\\F(C))\\<K2

for any C,Cf G C(Q,E). For any (p,r) e Q x S, let 7o(p,r) be the mapping
onC(Q,S) defined by

According to équation (4.1), we have 7o(p,r) = a(p, r, 0). By Proposition 4.1(iii),
7o(P)T) is a bijection between C(ç,a,0) and C(p,r, 0). Thus, the operator

is bounded and its operator norm is at most K2. By Proposition 4.1(i),

so that the operator

Ao(p,r)= J2 (F(lo(P,r)C)\F(C))\^o(p,r)C)(C\
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is bounded and its operator norm is at most X2|(5||S|. Moreover,

is also bounded and ||A0|| < K2\Q\2\E\2.
For any (p,T,rf) e Q x S2 and i = ±1,±2, let 7i(p, T, r') be the mapping

onC(Q,S) defined by

7i(p, T, r')(<7, T, 0 = (p, Tlll+i, C + i),

where T^+i is the tape configuration defined by

{ r if m = £,

T(m) if
For any (#, <j, a') G Q x S2 and z = d=l, ±2, let C(q, <r, a\ i) be the set

= a and

It is straightforward to check that 7i(p, r, r') is a bijection between C(g,cr, a',z)
and C(p, r', r, —i). Thus, for each z = ±1, ±2, the operator

Xi(p, r, r'; q, à, a') = ^ (F(7i(p, r, r')C)|F(C)>|7i(p, r,
CeC(q,a,af,i)

is bounded and ||Ai(p, T,T'; g,a, er')|| < K2. For any z G {±1,±2}, we can verify
easily that if (q,01,02) + ( ^^1^2) € Q x S2, then C f o ^ o ^ i )
= 0 and

C(Q,E)= IJ
(q,cr,

Thus, we have

AifaT,T>;q,<T,<T') -

and the operator

Y <i?(7i(P,r,T')C)|F(C))|7i(p,r,T')C)(C|
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is bounded and its operator norm is at most i^2|Q||E|2. Moreover.

is also bounded and | | ^ | | < i^2 |Q|2 |S|4.
Now, for i = 0,±l ,±2, let

S(C,i) = {{q\T\O e C(Q, E)| Ç-Z = i and T(m) = T\m) for any m £ {£,£'}}>

whereC= (g,T,C) GC(Q,E). Let

2

i=-2 C'eS(C,i)

Since for any C" G 5(C, 0) there is uniquely a pair (p, r) G Q x S such
that C" — 7o(p, T ) C and for any O G 5(C, i), where i = =bl, ±2, there is uniquely
a triple (p, r, r') G Q x £2 such that C" = 7^(p, r, r ')C, we have

E
(p,r)€QxS

+ E E E <n7i(p,T,T')C)|F(C))|7<(p,T,r')C7><C7|
i€{±l,±2} (P,T,T')€QXS2

= ylo + >ll + A-x +A2 + A-2

is bounded and we have

PU < ÜT2|Q|2|S|2 + 4ÜT2|Q|2|E|4 < 5ÜT2|Q|2|E|4.

Moreover, if C' 0 U=o,±i,±2 S(C,i), then (F(C')\F(C)) = 0. Thus,

A= J2 (F(C')\F(C))\C')(C\.

For any \ip) e H(Q, E), we have

2

C€C(Q,S) C',C€C(Q,S)
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Now, let M$ be an operator on W(Q, £) which transforms \X(J)
to YlcecfQ s )^!^)!^ 1^))* Then, M$ is a unique bounded operator satisfying
équation (4.3) and

\\MÔ\\<V5K\Q\\X\2.
D
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