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SOME EXPANSIONS IN VECTOR SPACE. 69 

Some expansions in -vector jtpaee; 

Br A. ». MICI1AL AS» R. S. MART® Ο-

Ι. IΧΤΕΟΜΈΤΙΟΝ. — The general theory of linear vector spaces has 
been studied by several authors (a). The present paper is mainly 
concerned with tiie study of the properties of two expansions B(T) 
and lb T ) in a special linear vector space S. closed under multiplica-
tion by numbers of a real or complex system A. and having additional 
properties abstracted from those of a space of linear transforma-
tions. The functions B(T> and Dtll are on S to S and S to A 
respectively. 111. Τ > is analogous to the Fredholm determinant 
and B(T>tothe first Fredholm minor. A simple derivation of some 
results on generalized rotations is incidentally given in Section 5. 

2. POSTO-ATES AN ο DEFINITIONS. — Let A denote the system of real 
or the system of complex mi inhere. 

We consider a space S consisting of a set ; T. I , ... i of ele-
ments T. I . ... and five opérations 

<->. . i\<. j< ... \ J 

satisfying the following postulates. 
1. The set ; T. U. ... : forms a complete linear vector space with 

> ' ) Xationaî Research Fethxc in Mathematics at California institute o f 
Technology·. 

|-I -See. for example. S. RANACH. Fimdamenta Mathcmatic.ee. vol. 3. 19-aa. 
p. ι3.ϊ·Ί^Ι. and XL FKÈCHKT. Fsjutces abstraits. Paris. 191$. -See also Frcchct's 
fundamental ρι/ers on abstract spaces in. Rend. Circ. Mat. Palermo. 
xol. ϋ. p. ι-- i_ and in Journal de Mut Aèmatiif ties, 19,-19. p. 71-91. 
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respect to addition. Qu multiplication. Q, by numbers «, A. ... 
of V. and the norm | — f. 

II. Tlwesd ; T„ Γ. ; forms a ring with respect to Q and compo-
sition. Qu having a unique two-sided unit I. that is 

l (χ) Τ — Τ ΐ χ 11 — Τ iallTc 
III. j 1 j — ι. 
IV. The product ΤQ I is a bilinear operation of modulus unit ν 

on the space S2 to S. 
V. J | is a homogeneous linear continuous operation ou S to the 

number system A. having the property that 

ÏT,xrt ] = fl .x.T] ,all T. f ». 

That the five postulates are consistent is shown by taking S to 
be A. tire operations 

I — K, - I. (XI, || . .. V, 

to be ordinary addition, multiplication, and modulus respectively, 
and [β] to he o. 

With A the i-eal number system and with the following interpreta-
tion of the elements and operations, the set of ordered pairs of 
functions (T(.r. _v\ TtnA) forai a non-trivial instance of a space S. 
Let 

Τ xiTix, » ». Τ«.«- '» I -.it »«·>, 
I =\ύ. I). 

where Τ t .r. *) and l\.r. y-> are continuous on the square «ι ; .r. ν ·· Λ. 
and "1\ and are continuons on the interval AY Take 

Τ » —S l tar·, vj — lu. ν*. Τι r Ι — I I.rtY 

u t » >T r= f «ϊ Tl .0". «'■!». «î Ti .r > ~, V 

Τk Γ — | | Τ\ *&· — TidT X' u.j * ~ luiTiwr, rlT(^) I.'(>rj J, 

•j Τ | ^r_ I & — «f 1 «ην ί Τs .r. ν) — max] Τ (' -r ) ]. 

[1]ΞΞ | Τ Ν: «R, jr *dx. 
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We may also take 
J Τ j · i'T( j-, >« 

o here c is a constant and .1·, is a lixed number in i «1. b\. 
Unless ambiguity arises we shall writeQas simply -£- and omit to 

«rite (7) and Q. As immediate consequences of postulate (i> we 
have 

1 i. I > 1 » > I ) i \ 11 : Γ ι \ I j II I · t t' ) . ,t >. * 11Τ » X » I J 

and 

<---*> |'«'»5·>ι"|-ϋτ^·ΐι"ΐϊ' 

For purposes of exposition it is convenient to make several defini-
tions, some of whose further implications have been studied else-
where ^1 

ik'Jmitmn /. — By a polynomial ρ\.ιΛ of degree » on a vector 
space V,^Λ Ί to a vector space \-(A) we shall mean a continuous 
function sueh that λνΊ is a polynomial of degree» in λ of 
the number system A. with coeflîeients in \ ^ A >- If further 

/M ) r ! .ri* pi c i. 

/j(xiA is said to be homogeneous of degree ». It is convenient to con-
sider a mill pol \ noniial as having any degree whatever. 

He finition ft. — By the modulus of a homogeneous polynomial of 
dearer » we shall mean 

•r-Fr-

aud shall denote it by tup. 

tlt'fi»iuon ///. — We shall say that a function J\j~J on V,yA> 
to V7(A) is analytic at a point .r„ if there exists a sequence : A

s
yr) ! 

of homogeneous polynomials > of degree ») such that Σλ'ηιΛ, 
has a positive radius of convergence r. and such that for j.r — .r^f <^#\ 
—Λ„(α·— j-

e
i converges i in the norm A to J\.r\ W e shall call r the 

i\) H. S. MAR ris. California Institute thesis* uiJc». 
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radius of analytieity of ,/\>) at .r„ and shall often refer to swell 
an /(.r) as analytic <

v
ri at w = .r„. 

3.. THE. POLYNOMIALS H.\Tl and #I„(T). — Let Τ be in S. Let #/„ =■ ι 
and B« = ο where ο is the .zero element of S. Deli ne a sequence of 
numbers ; «·Λ T) j and a sequence of elements. | B.,(T> \ of S by means 
of the recurrence relations 

(3. ·) !Ϊ*(Ί1 = (T)T — Ιΐ,-,'ΓΓίΤ, 

(3. > ) »ι» ! Τ ι = - i It, ( Τ > j. 

\\ e ha\e 

(3.3) I5,(Τ) - V < - ι)! ·! ,ί„_..(Τ)Τ·. 

(3. I ) II 'f , ι Τ l - ι · ι)'w" (Τ ι J Τ' i. 

Solving (3. ,'ΐ) ywhose determinant is η ! ) Ave have 

(3.À s .ί,,ίΤ ι -. · , 
α . 

ΓΠ [T-i iT-i 
« — ι [ Τ j ... . j Τ"-1 ] 

ι» η — -t ... {T*-s | 

υ » ... ι ! Τ | 

I η > «). 

r urthenwore 

(3.ο> Η,(Τ) .... ——, 

Τ I i _ _ Τ·--' Ί ' 
n ι jT] ... [τ·"*—[τ-*·-— »] 

O II — ! ... i Τ·'-=1 

ι» ο ... ι ! Τ j 

I II > II), 

as can. be seen by expanding (3.6) in its· first row and using (3.3) 
and (3.5). 

THEOREM 3.1. — B„(T) M « homogeneous polynomial of degree η on 
the space S .to the space S. The modulus of B„(T) satisfies the met/uti-
lity· 

(3.7) mB2<(y-1(y-2)....(Y+n-1)(n>0) 



SOME EXPANSIONS IN VECTOR SPACE. 73 

when· γ is the modulus of the opertition [ |. Similarly u„(T) is a 
homogeneous polynomial of degree η on S *ι> Λ and 

..» ... ■ 7< 7-^-0 {7 0— (7 -- /» — 1 ) . _ . 

Proof : The polynomial property of *#«(T) and B„(T) is evident 
for fi = i. for (lien <#,(T) = | T| and B,(T) = T. Assuming; the 
theorem true for η — ι, the continuity of Β,,^Τ) follows from the 
inequality 

II η - sΐ|«
β
_,<Τ)Τ - < ε )T|| + ||«

β
_,(r)T - «_ (υ)ν j| 

1 Η„_ΑΪ' ΝΤ - Η„_,(Τ)Τ|| PWOI" - R_,A
!
>T| 

< ( ι τ ) - ,#«_,( ν t ι ~ υ η
β
_,(ΐ) — η„_, (Γ ) ιι) ||Τ|| 

- Γ Μ- ιι iw η II) II τ-ν || 

and I luit of «
β
(Τ) from the fact that ['...) is a linear continuous 

operation. 
Observing: that + λ Li) and B„_, (T + }.U) are polynomials 

in λ on A to A and A to S respectively we see at once from (3. i) 
that Ι»,, ι Γ + λ I ) is a polynomial in λ on A to S

?
 say Σλ' K.,. Then 

ax(T··· 'A ) J
t
 | V >.·· K, j — V λ' | 

is a polynomial in λ on A to A. The homogeneity is obvious 
from ^3. i) and (3.2). 

The proof of the inequalities y A. 7 ) and (3.8) is by induction and 
the use of the postulates. 

-4. Τ HE EXPANSIONS B(T) AND D(T). — THEOREM I. I : 

R(T) Ξ= ν U
N
(T) and 0<ï.t-V ,MT> 

are functions on S to S and S to A ivspectreely analytic at Τ = ο. 
Their radii of unalyticity are not less than unity. 

Pmo f : 
ΣλΝηιΒ„ and i λ" maK 

Jour», rfe VelA.. lorae Xlll. — Ease. I, ιι>3). IΟ 
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are dominated respectively by 

_j ··"■ f t " - Αί-'Υ-" (I A j < , > 

and 

^ Ai' — 1 —Ιι — /..)"· <[/.!<» ι. 
η 

ΤHEOREJ1 *1. II. — // ' λ | ι the» 

(4-0 Ι n7.1ι - 11 ; ).i1' 

and 

{4-. ·λ ) Β(À1 ) = Λ'( Ι -ί- À I 

where 
/= II], 

Proof ; From the homogeneity of M„(T) Ave have 

■ I,.. ( λ Γ) - : /."«„( I ι 
and from (Λ. ί ^ 

(4·.3) Μ Β»Ί I I = /( — Ι Ί''"~' «„( 1 J. 

The recursion formula (4.3) together witli the condition </„ — ι 
determine the successive coefficients b„ in the expansion of (ι -f- >.Y. 
for differentiating 

{ V. ί ι ι,ι · λ γ ~ i f>„ 1" 

we obtain 

^ " /'·< À"~ 1 ~ · /1 I "i λ V-1 r / ̂  V ' ■ -- ί( ̂  *>.; ?" ) ̂  ')'?'· 

Equating coefficients of λ" we see that A„ = ι and that b,
s
 satisfies the 

recursion fortnuhe (4.3) for «„((). Hence 

/»,, - /ί„ 111. 

Furthermore from (3.3) we see that 

"r. I 1 ) — 3
/(

 I 
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where 
T* 

.3« =2 (— I)'"'1 rt„_r< I > i %— o). 
t- " ί 

Since 3t, --- ο and since 

}.(■ - >.ι-'=ι y ,
r
„(ι »j ̂  ν (- j 

it follows that 3», is precisely the coefficient of λ" in the expansion of 

ÀI t - > V-1. 

( IOHOU.AHY I. — There exist spaces S in U'/tic/t the radii of analvti-
eitv about Τ = ο of B(T) and D(T) are unity. 

By a proper choice of the constant c in the instance of a space S 
given in section (*») we may secure that I is not a positive integer or 
zero. 

Since 111 = ι we .have that 

ut a.. '; I u„i 111 

ami 
m 1 3„]. 

Hence the radii of con vergence of the power series Σ/ita,,and Σ/«Β„λ" 
are respectively at most equal to the radii of convergence of Σ j j λ" 
and Σ · 3„ j λ". The latter two series, however, have the same radius of 
convergence as Σ<μ l >λ" and Σ3„λ", namely unity. Combining this 
result with Theorem i. I. we have the corollary. 

COROLI in Ν ~ϊ. — If the real part of [ I ] is positive then DT — I) — o. 

\\ e have 
U„< I I — (— I)nb, 

where Λ, is given by ( i .4). 
If the real part of / is positive then the series Σ(— i)"è„ is known to 

converge. Hence using Abel's theorem on convergence up to the unit 
circle we have 

Σίϊ„(—1S = liai Σ (>„λ"liui (i-eÀ)'=o. 
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COROLLARY 3. — I/ the real part of [I] is negative then the series 
Σaf— I) representing D(— I) is divergent. 

COROLLARY 1. — (/'[ I] Ξ Ο, then D(— 1.) = Ι. 

We observe that for fixed Τ, Β(λΤ) and L>( λΤ) are analytic func-
tions of λ near λ = ο on A to S and A to A respectively and that their 

radii of analvticitv are not less than T^FT· 

THEOREM 'I . 111. — If ; E„. ! is a sequence of elements of S such that 
Ε = ΣΈ

η
 converges in the norm, then —TE„ ««(/ ΙΕ,,Τ converge in the 

norm and are equal to TE and ET respectively. 

Proof : Let 

c„,=2 K-
then 

2 TE« - TE =IIT<c'" - E > il â ïl Τ I).Il c« -1·: ||. 

Since by hypothesis j C
m

 — Ej approaches zero with — » the first part 

of the theorem is proved. The proof of the second part is similar. 

THEOREM 4.IV. — (/" E(T) = ΣΕ
η
(Τ), II*A<W E„(T) is a homoge-

neous polynomial of degree n, is a function on S to S analytic al Τ— o, 
then TE(T) and E(T)T are analytic on S to S and their radii of ana-
lyticity are at least as large as that of E(T\ 

Proof : That TE„(T) is a homogeneous polynomial of degree « -{ ι 
is shown by a similar argument to that employed in the proof of 
Theorem 3.1 From the inequality 

!l τ !·:,,(-nu... n τ h HE.mii 

and Theorem 4.HI the rest of Theorem 4. I\ follows The proof is 
similar for E(T)T. 

it. INVERSES AND ROTATIONS. — In this section we shall not make use 
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of postulate 5 for the space S. Hence throughout this section S will 
denote a space that satisfies the first four postulates. 

Definition. — By a left-hand (right hand) inverse to an element Τ 
of S we shall understand an element T, such that 

T,(X)T- t (T(X)T,: -l). 

A two-sided inverse T~' we shall call an inverse of T. 

ΤHEOR>EM À. 1. — If Τ of S has at least one right hand inverse and at 
least one left hand inverse then it has unique right and left hand 
inverses and they are identical. 

Proof ; Let T, be any left hand inverse and T
A
 any right hand 

inverse of T. From 
Τ (χ) T.= I, 

we have 
T2= 1 ( χ ι T

s
 · . Τ, (χ)Τ (χ) T;= Τ, (χ) I = Τ,. 

COROLLARY 1. — If Τ has an inverse, then it is unique. 

COROLLARY 2. — //' Τ,, "IÇ, . . ., T„ of S have inverses, then 

Τ, (χ) T.. (χ),., (χ) Τ,,. 

has an inverse, namely 

Τ,,1 (x)T„ll(x)...(x)T71. 

COROLLARY "Λ. — If Τ has an inverse Τ 1 then Τ 1 has an inverse, 
namely T. 

THEOREM 5.11. — If |JT|<[I, then 1-f-T has an (unique) inverse, 
namely 

• -2
 ,·,"τ"· 

Proof : By successive applications of (2.2 ) we have 

||(-0HT'MlâiJT:!j". 
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It follows from the completeness of S that V(
— IY'T" is in 8. By an 

evident calculation and the use of Theorem i .111, it is seen that 

I M'T" 

is an inverse of 1 + T. w inch by Corollary ι of I he preceding theorem 
is unique. 

Suppose now there exist an operation /, \\ich we shall call trans-
position, with the following three properties : 

(</) "Γ is a linear upenilioii «.»» S If· S, 
(/>) τ'ΐτ = 'ίΐ:τ). 
i'-l ·|'Τ)._·Τ. 

It follows immediately from the properties t /Λ and (c\ that 1 I. 
From (6) and this result it follows that if Τ has an inverse then the 
transposed of Τ has an inverse given b\ t he transposed of the inverse 
ofT. 

Définition. — If 1 — λ Τ has an inverse I λ Γ( λ V then Γ(λ} will 
be called the resolvent of XT. 

THEOREM à.111. — Suppose 1 — λ Τ ami 1—y λ y ) Γ haw inverses, 
then if Γ(,λ) is the resolvent of λ Τ it follows that is the 
resolvent of ρΓ(λ), 

Proof : By hy pothesis 

Π >.Ti(l · > Γ< λ'·): .1. 

From this relation we obtain 

(». I ) f I — λΤ> Γι λ) r-- T. 

Consider an element J defined by 

t ». a) J — ( I — μ Γ(λ)) ( I — ρ Γ» λ — ρ .ι). 

On applying (5. ι) twice successively to (1 — λΤ).Ι we obtain 

( I — Ϊ.Τ) J —: ( 1 - ρ)Τ) ( I - ρ.Γ( >. Ρ)) _ t - }.T. 



SOME EXPASSIONS IN VECTOR SPACE. 79 

Since I — λ Τ lias an in verse it follows that J = I and hence the theorem 
is proved. 

Dé finition of a rotation. — if I +- Τ lias an inverse given by I -τ- 'Τ 
then Τ will be called a rotation. 

THEOREM À. IV. — If Τ is a rotation ami if (Λ — Ι )T has a résolvent 
1\λ — ι) then — λ Τ has a resolvent ami 

(S.ol Γ(λ — ! 1 " "— T( ·· /.)'· 

Proof : Since Τ is a ro tation 

I S.'i) Τ =·. · - l'( - ι !. 

By hypothesis and the previous theorem w e have 

I* 3.5 ) (T - · À Γ (λ — ι >'j 1 I ··-- λ Τ > I. 

Applying the properties of transposition, the transposed of {à. Λ ) 
becomes 

(5.6) I 1 -4- /.Τ) ( I ·-- λ' Γ( >. ·-- 1 · ·. I. 

Hence the inverse of 1 —(— λ'ΥΤ exists and we have 

13.7) (i — (_λ)Τ)(Ι -#.Γ(-2))=1. 

By Corollary I to Theorem 5.1 

Τ(λ — ιΪ -- — Γ{— λ). 

From this result (ô.3 Y follows immediately . 

Comllary. — If Τ Is a rotation and 1 -+- ^ Τ has an inverse then 

" = rH) 
ir defined and 

H=—IL. 

THEOREM à. V. — Iff is a rotation such that I -h - Τ has an inverse, 

then Τ is the résolvent of ' H where H satisfies the relation 

11=— it. 
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Pivof : Take ),.= ^ in (5-7) and apply the previous corollary, 

THEOREM. 5. VI. — if I — ^ Τ hm tin imrm* ami if 

(5.8.) ·Τ = — Τ 

tkeiι the resolvent Λ of ^ Τ is a rotation. 

Proof : By hypothesis we have 

<*·»> (
,

-
i
-;

A
(i))(

,
-;

T
)='-

Transposing and making use of (5.·8) we obtain 

<*·»> (,-i-;A(i))(,-;T)='-

Since by hypothesis I — ^T has an inverse and since 1 -f- ^ 1 is 

the transposed of I — ~ Τ it follows that I + ~ Τ has am inverse, 

namely, 

■-H-O· 
llence from (5, ιο) we iiave 

(3. it) "
 v

( — .1 l· 

Since and Λ( — ̂  exist we can apply Theorem 5. Ill and 

obtain 

i
1
 -

 x
(:!) > (· ~

 v
(~ ^))··

L 

With the aid of (5.11) Ave can write this relation in the form 

('-
a
(0)('-'

a
G))

=l 

This proves the theorem. 
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TF. A LEMMA OX SEIII-ESCES OF REAL ΝEMBERS DEFINE» BY UECCEREN I 

INEQUALITIES. — The results of the following lemma are necessary for 
the development of the succeeding sections. 

LESIMA. — Let ; r„ I be a sequence of non-negative /nil numbers such 
that Σγ

μ
 ctmscrges, Lei Λυό sequences of non-negatice real numltcrs \ e

m
 t 

atw# \f
v

 J satisfy the recurrent inequalities 

\ β. s » ;a ι 1 « <% .. ; — ι -r- #·-
Λ
—, ;. 

< €u-* S *%_
Ί
 — j\-i «■ -τ- *V-,, 

i\ 1I*„ 

where y o. Then if eft, ««</ Σ h ace radii ef conver-
gence at least unity. If f mikemmn· ο<λ<ι, Σ*\ and Σ/, converge 
and their sums tend to :mi ο τ/Α i>.. 

Proof: Since t\, /„ r„ are non-negative it is clearly sufficient to 
prove the leimua for the case where the inequalities (6. i) and (R.a) 
are replaced by the corresponding equalities. 

Assume tirsl that ο, ολJ ■ From the hypotheses on ; r„ ; it is 
clear that -r,.r' converge uniformly and absolutely for and 
hence deiinies an analytic function R(.r) of a? in the interior of the 
unit, circle. 

Consider the differential equation 

(6.3) îmj:!} ~ —f λ w f,r ϊ — Κι .r l\ 

Lot l-\.r >ΞΞXE,,«RW be the unique analytic solution satisfying (lie 
initial condition E(oi — o. Let 

T TO1» I* T-R T - - >. ·"«-*" ' 

We have at once 

(6.51 ^ r~' = *{K(.r) -r- F'(.rA~ R(.rO, 

(6.6i tyci — -i- u ι ,c κ 

Equating the coefficients of a-"' ' and observing that Ft ο ) = E^o) - ο 
Jimrte. tic V«ÏÎA.. tome VIII.— Ease. I, tj)34. I I 
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WE LIAI E 

s 6.~ 3 

/ι K,— ̂ , f. - Κ,—. - 1 ,t—$ j: e·. »· 
Ε» = -Ί FIT-» S —r-1 
K. —F

I=
... 

Since die coefficient,s of differential equation (0.3) are analytie 
within the unit circle il follows tliat the solution Κ ; .r ·. and hence 
Κι .r ». is nnalvlie wllliiu the unit circle. For a· <T ι we m a ν write 
die solution E(-ri in the form 

3'Ίϊ.Α1» l·., -ν-
1
 · i — ,·: r * | ί ϋ — .·.^ = Κ» # s OV. 

Furthermore for <> λ <" ι the sums οί the coefficients of a in lise 
expansions. of ι > — λα-1 -?■ and 11 — Àx'P "s are ahsolnlely convergent. 
Since the result. of Cauehy multiplication of two power series the 
sums of whose coefficients are absolute!} convergent is a power series 
! saving the same proper! v. and since the property is preserved under 
term by term integration, it follows from 16.8 * that ΣΕ, is convergent. 

On differentiating ι li. 81 and applying a similar argument we see 
that Σ F,. is convergent. 

Applying VbeEs theorem on continuity on the circle of conver-
gence we have that. Κ ι -ri and Ε ι .r i are continuous on the left, at ,r .-= τ.. 

Hence 

^ E— 1 ' — t->~·■ | 41 — iij?-' It·#ι·Λ. 

Since 
Κ ï ê ' · i l Ί ! » ; / Ι . 

i Κ. . M i λ. ;α . R i « 3 \t ,À.g.S#v 

By a similar argument w c prove tliat 

- F W λ.x1 Era 

Assume now that y — ο. The reccnrence relations pt»."'» become 

• «M,» . „ . 

We simply obscrxc that the coefficients in the power series 
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expansion of 
.RTXI.RL 

are given bv The rest of the argument is similar lo that 
tor »x> ο 

7. FmxuEr IhnEKEXTiAuiUTV OF Ιί|Τ) AS» ΙΗ'Γ ». — If the number 
system Λ of a vector space λ ,(ΛΊ is the etmipfea- number system it 

can be show a by a general argument that a function f(x)=Ehw(x) 

analytic y ri at -r — ο on \ , ^ \ i to a complete \
 s

; V » has for ] .rf r 

a Fivchet dilTerentiai ι 1 » s/V.n given by ̂  ) w hich, as a func-

tion of ,r. is also ana!Λ tic »ri at .r = o. For the special analytic 
functions IFTi and Π ι Γ ι it is possible to give a direct proof of their 
term by term diilerentiabiiity for an unrestricted number system A. 

THEOREM 7.1. — The Junctions D(T T S=Eax(T) and B (T)=Ebx(T) 
/no γ Fnr/.v/ differentials and sB giYe/i /or J Τ J t respectively 
by and ÏSB^Î). Tit'sc last FTCO ΛΥΙΤΤΧ define mnn'ytic Jimc-
iions α/ Γ cc/rsKvc iWiY o f analyticsty are at least unity. 

Ρηχά/ : l»y Theorem I and by a theorem on the ditierenlials of 
polynomials proved elsew here ι - "t. it follows that n,T and Β,.ι Γ ι 
possess differentials for all Τ in S. 

From the definition of a Fivchet differential we ha\e that ΐ,ι Γ. cTi 
and -yï. îTi detined h ν 

t Τ. « « 
''pit 1 * - Ί «i.t t * ï *> i n ». 

i
k
— >' t; ΥΓ " <> > : 

i Τ„ * ϊ JJITJI^ALÏXIT. --IIWRI «·ΟΤ;_:Ο». 

ri — ο s οΤ 1» ι 
where 

Λ ΛΤι =/(Τ- ό'Τ;· — /(Τ), 

sy » i-RïVHrr. Le notion de tiftiercntieife dans f'Anafyr sènèndc {Ann. A"c. 
V»rm. .«w/e. ». \t-ll. ηνιά. p. -n)o J vît-

MARTIN, FEE <-/#. 
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are continuons functions of ST at il' = ο. Incorder to shoo Fréchet 
differentiability for |T|<^i it is clearly sufficient to prove that 
for |Τ|<ΤΣ.ο«„(Ύ 1 and Σ οΒ„ (Τ) converge and that 

iiT. ΉΊ Σ.Μ'Ι. «T. 
and 

i .T. ST) ... A - jiT, .JT) 
converge for 

!iTH-H|£Ti!<' 

and 'represent continuous functions of oT at oT = o. 
From the recurrence formulie and and from, the 

evident identity 

Α( t VP) V « Τl) Λ I , Τ ») \ < Τ1-1 ι Τ -r οι , Α \ ι Τ 

we have 

(7.3» « Λ<(,
 t
T) =^Λ Τ » ? |Τ | «ι_ι.Τ — *ϊΤ ι j οΐ} 

- [ί ΑΒ
ν
..,. ΊΊΥΤ — IV-, <τ — οΤ) 'ΪΥ |. 

(7.-ΐ> ΑΒ*(Τ) = ^Α «ι
Λ
_,(Τ))Τ π- ι ( Τ 5Τ)ίΓ 

- (Α Η.—,(.Τ')
Τ

 ~
 Β

-« 1
τ

 ·
 ίτ

» »
τ

-

Taking norms of (7.8) and (7.4) we obtain 

il 1A u„(T O,-, ( Τ M - || A B_
t
 i Τ) ||) || Τ || 

- (;«*_, (T—«πτ j — ι B_, < τ _ ·5τ » it) ι or H:. 

Il A l\, t. T !> |j^(: A ( τ ) ; _ H A ( ■T > Il ) j| τ il 
— «T — iT». —Il IL-, < T - oT » II ) lî il· IS. 

where γ is the modulus of the operation | ... j. .By Theorem 8.1 the 
quantities 

r* ( "«Μ Τ -ί- *T s Ι -4- II Β.(Τ - οΤ)||) ||οΤ{| 

are for J Τ j -τ- J οΤ I <|| ι the terms of an absolutely convergent series. 
Hence from the preceding Lemma taking 

e«=| Au«(T) \ /, = !|AB
t
iT):. ?- = :|| T H, μ=γ 

and r„ as defined above we ha\e that Σ« Λ.«„(ΊΠ j and Σ|ΔΒ„(Τ) j con-
verge1 and lend to zero with ΣΓ. and hence with |oT|. 



SOStK KXTASSIOSS l> VECTOR SI'VCK. 85 
Making use of the formula*, valid when a. I . V an* diflerm liable 

ο (jt t. * > l ) — ( oa ι ( * 11 . 

*J( l ( X) \ ) = ι ol > i χ ι Y - lx6A 

Ο [Γ 1 r= | rj|, ] 

w e have again from ι ο. ι ΐ and (-1. ·») 

(7.Γ» ι « o <ι, t Τ > _ Τ >) ι Τ ; — ·ι,.: t Τ ι [οΤ { 
- |ΥοΒ„ ,·τ>)τ Μ, , i τ ! ίτ [. 

• τ.«νt ·;Π„γι« .ΓΓΙΥΓ — τ»-π 
— s ο Η»_. < Τ ι §Τ — Ι»*-: ' Τ ι ;τ. 

Subslraetingv ι .55 from t , . Τ\ and u,(>x from y. . i ) we obtain, using 
i 7. i > and 1 7. a i 

f τ.7 « «;!5Τ{μ,= ||$τ | τ | ( AtT'n 1**Ί 
- |"υ ît ι 'ΛΡ

ν
 , ι "rν) -π] 

and 

• 7.*.» !;'ΠΊ!ΐ
β
^

ι

 ·η·||ΐ^.,τ- -ϊυ - . ;;ίΤ]!5
Λ
_,τ -1>Bx-1(T)5T. 

Taking norms of ( 7. -Λ and « < .8 ) w e obtain the inequalities 

1 7 .}>_) /» " -Î» ; ί γ(· 5„-, ; Il T II — î Δ «»_, · — jj ||||T||-- Il AB,_, II). 

<7. lot !!4!|^ ' î
a
_, 1 11 Τ II — ; Αϊ

κ
_, — ;U»-(!!;iTii — H Ati„_i )!. 

Again Applying the Lemuia to (T.qVand (7.10 > and using what we 
have just proved for Σ j Au» 1 and —|AB

N
 | we obtain the result that—f ε„| 

and — |î
f!

J converge and tend to zero w ith 0 | T|. 
Taking norms of (7.5) and (7.6), dividing by |T|"^" and taking 

the maximum of both sides quà T we have 

(7. nt ni m (m J — («t oB»,__5 ) — — m B»_, ) ||βΓ|| ;. 
(7. ιίΊ « h# SB,).· \ on*-, 1 — (m oB„..., t — t «ιί„_, ·· m B„_, > j| oT jj. 

Let r
(
 be a positive number less than unity. Multiply both sides of 

i7.i i>. * 7.ia) by η"and apply the Lemma taking 

.·, —■ r.*-' m ο»»,. J„ — y.' m oB„. λ = r,. ^ =: 7 
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and 

>·«-■- nut,, -, h- m lie—, t il il" il-

Since by Theorem 'Ι. I. ΣΛ, converges it follows at once that 

« r,"-1 ( m wi„ ) 
and 

iYi-'lWÏlî,! 

have radii of convergence not less than unity. Thus Σ%a., and ΣίΒ,, 
represent functions analytic (>^ii at Τ = ο. 

Finally from the convergence of 1 s„ j and 1,|î
m

(, and l he comple-
teness of the space S we have that ΣΕ, and ΣΕ], converge in the 
norm, and that [ΣΕ

μ
| and |ΣΕ|,| tend to zero with }«T|. Summing 

(7.11 and ( 7. :i) we have for |Τ| + 1οΤ|< I 
AD(Ï) Τ ) = If Si* || s{T. it ι. 
Λ Hi Τ » - Ai H„ < ΐ ι — |! οΎ jji'i "I". iT ΐ 

This completes the proof of the theorem. 

8. THE IS VERSE or I ·+· Τ IOR|T|<^ ι. THEOREMS ,1. — f/"\ T| ι iht'n 

. »ητ» 

ι\· an ifHvnw to l -r T. 
fr-nuf : We have for f Τ j ι 

«S.»> l><T'«T- ISTi - ■ liiTjT::-0. 

lor from the delinitions of DyTt and ByT). the recurrence formula* 
ι ·>. ι) and ι "i. ■*. ». Theorem \. Ill and the vanishing of B,,(T) w e have 

!»«τyr- nrrrr^^(,.
Β
(ΐ.τη,,.r>τ; n,

t
 , τ ■,· n r.. 

By a simple calculation we see from \S.ii that the theorem is 
proved for those values of Τ for which 1\T ) --Î o. For all Τ for 
which |T|< ι and D(T)=p=' ο we have by Theorem à. II 

(8.3)πττΐ=Σ'- n. 
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Let T, be any chosen Τ such that |T, I <y<. From the remark pre-
ceding Theorem V. Ill we have that 

1 > ( >.Τ, Ί = "V ifi„ ( Τ, ) 

is an analytic function on A to A for 
I 

'· ' ^ JrJ' 

From the incursion formula (3. at we have 

f 8.:! ι λ £ (Vf >.T, S =2 - *"<
T

«
1

 =2
l
"

1 B
"

f T,)1 

=^[κατ,>] =|"Β(λτ,)|. 

For all λ in A such that Ι λ ! ■ and D(XT, >5^0 we have using 
ι 8.3 ) and ( 8.2 ̂  with 'Τ = λ Τ, 

ι 8. \ '< 

χ 
ν «λ-«.(τ,, 
ji_ V ( - -1)"/.«ι τ*;-· | = <>. 
2 *·" Τ ' 

Since « e clearly have 

U-» )" IΤΓ' J i s /IT ir1 

il follows that 

V< -> ,···/., !T'(-:! 

detinies an analytic function of λ lor ι λ j -|-ψ~| ■ 
The left hand side of (8.4) regarded as a function of a general 

complex variable λ is analytic in the region j λ ; < — except pos-

sibly for poles, and vanishes for λ in A and in the above region except 
at the zeros of Of XT, ), that is, it has zeros which are not isolated. It 
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follows ν1 ) that (8. {) is an identity for complex λ in I lie region 

j λ ! < ' | * Let (1 be a circle of radins ι ? <C } Τ | )
xv

^
lose center 

is at the origin and whose circumference passes trough none of the 

zeros tif any) of ^λ"«.,(T,\ Integrating (S. ) ) around C we have 

Sd(Exnn(T1) 

It follows immediately from a well know n t heorem that y />"«„<, 1'1) 

has no zeros inside C. Placing λ = ι we see that D( T,) == o. But T, 
is any Τ in the region | Τ f < ι. The argument of the first part of the 
proof is therefore valid for all Τ in | Τ | <^ ι. 

Comllmy I. — Fm· any chmen T,. /7 λ , ! . » then D ι λ Τ. \ is not 

zero. 

f "oroHary 2. — For | Τ | ι 

18. :· s io« π « τ\ = V
 t
 _ , ,* ■ Ii!J. 

I 

Proof : Integrate (8. |i from ο to i. 

0. THE PRODUCT THEOREM FOR D(T). THEOREM!). I. — The differential 
o f the polynomial a„ ι T i ù gieen by 

(9.1) 0 ο,,ι Τ ) ο,, ,ί'Γ) [οΓ| — l Ιΐ,_,(Τ > ôT] i/o ο '. 

Proof ; We first establish by induction the formula, évident 
for η = ι. 

ι il„ * t *} (t
;f

 < Γ 1 = \ I — I ri" . ΐ Γ i j | r f. 

Is) K. I'iocusAT, Cours *i\ Inafvsr m<rthèrnatt<fite* j0 edition. l. II» p. 98» 
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Differentiation of ({i gives 

(9.;s ι » α ·ι.,(Ί) = ν (— ι y (ox,,-,·.., ) [ T'11 ] 

— ̂  1Ί ' './ -- 1

 * "«-/-ι 1T' ">T} ■ 

Assuming ('J. 21 for (1, 2, ... , n-i), substituting the result in the 
first sum 011 the right hand side of (0. .'»'1, reversing the summations 
and making use of (3.4\ we have 

II ') </.,· Ύ) 2 I i' (11 — r wt„ . I T;-)T S 

-1-2 ( - "1 1 ' n"- i~\ IT'F I 

which gives (If. 2 ) 

From (3. 'i t we have 

< !f i ) I lt„_, CT)«5Τ) —^ (— 1 )'" ' Π
ν

<ST}. 

The theorem follows by adding (9. a) and (9. i). 
With the aid of Theorems 7.1 and 9.1 we obtain the corollary. 

COROLLARY. — The differential oD(T) is gitrn for |'Γ | <( 1 by 

■ΐ πιτι - 1 > ( *r 11 if » — [B(T) -ri). 

THEOREM 9.11. — If I ï I < I, IU1 < 1 and if for ο < λ < ι 

II λ ι "Γ Γ) -i- λ-*Π ί! < I 

thru 

ÏÎK.Vi IVT --· I -h*IT) = DiT)D(f). 

Proof: BY successive use of a theorem (' ) (proved elsewhere) on 
the differentials of a function of a function in vector spaces, by the 

(') M. FRÊCHET, Ann nil's SC. tie Γ Ecole Normale supérieure, vol. 42. igi5. 
Si c also R. S. MARTIN, loc. cit. 

Jnttrit. tie Moth.. t»mr XIII. — Ka<r. I. 12 
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corollary to Theorem it.I and by Corollary 1 to Theorem S.I we 
have for ! λ [ < ι 

λ'^,>(>·Τ) = ̂ -ΙϋΤΓΠτ] 

which may be written in the convenient form 

t9.<; » 4 »ί 'T> = I Ί\λΤ\Τ I. 

wliere 
....... . L» A I » 

is the inverse of 1 -f- /.T. Similarly 

(9.: » — lop D(}.l'"> = | I ,>Λ )Γ |. 

Let \Y(/Λ be detined bv means of ν 
( 9.<S ) I AY (}.) = ( t - - ϊ.Τ) < I i t \. 

Then 

, ».„) I..s D(« <«>)=[ -arj - [r>(vn λγ| = | " irr \ · 

where \\ is the inverse of 1 + λΥ (λ >. By Corollary ί to Theorem *>. I 

VV —. ΓΤ. 

Differentiating (it. 8) we have 

—— -1 I A I Η - I < I - At ». 

Placing the last two results in Ο*1·!'1 and making special use of 
postulate 5 for the space S. we have 

j- top i>( \\ « >. Λ -. | rr j 11 ι |. 

Hence by (it.di and ( it. 7 1 

( 9. η·> 4 loïlAf AA ». λ 1) -- 4 IOaTi 4 tt(iti ». 
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Since the derivatives in (D. 10) are in the ordinary sense we may 
integrate from Ο to ι and take exponentials. This gives (9.5). 

('oroli ary. — //|T1< \·>. — ι and j L | <^ y - — 1 ^n'n conclu-
sions (ί>. 5 > hold. 

10. Concluding Remarks. — If the elements Τ of the space S are 
matrices (fp of a finite order ν and if 

" Σ·h 

then a, is precisely the coefficient of λ' in the determinant 

i=[o-z] r«) 

and B. is given b\ u
r

I — Λ, where V,. is the coefficient of λ' in the 
adjoint of D so that for r p> .v. Β, = o. The equation ( ->. ο j for η — sι 
with the condition Β, , = ο is equivalent to the theorem that Τ satis-
fies its characteristic equation. In the case of a general space S, if Τ 

is such a point that D(Ti and B( Ύ > converge, then | Β, | - ο with ^ 

and one may, if he so chooses, regard the I inviting for m of (.*>.."») as the 
generalization of the algebraic theorem. 

ι '· * \\ ln'iv ο J. — 
i if i — j. 
" 'J ' ■ j-


