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DIVERGENCE PROCESSES AND WEAK CONVERGENCE OF 
LIKELIHOOD RATIO PROCESSES 

L. VOSTRIKOVA 

LR.M.A.R. 

U.F.R. Mathematiques 

Campus de Beaulieu 

35042 RENNES CEDEX 

Abstract 

We use divergence processes introduced by Valkeila and Dzhaparidze [1] to gen­
eralize our criteria of weak convergence of likelihood ratio processes for general 
statistical parametric models, given in [16]. 

Key words : general statistical parametric model, general parametric exper­
iment, Gaussian statistical model, statistical model generated by processes with 
independent increments, likelihood ratio processes, Hellinger processes, divergence 
processes. 

1. Introduction 

Let Sn = { ( f t N , P N , . F R L ) , ( P J 1 ) ^ © } be a sequence of general statistical parametric models 
(or general parametric experiments) where ( f i n , F N , Fn) is a measurable filtered space 
( f t N , F N ) with a right-continuous filtration Fn = (P t

n ) t>o, Vt>oF? = (pe)e& i s a 

family of probability measures on ( f t N , P N ) which depend on the parameter 0 belonging 
to some closed convex set 0 C Rm(m > 1) depending may be on n and containing { 0 } . 

Assuming that PJ 1 is absolutely continuous with respect to some a-finite measure 
//N, PQ <C / / n , for each 0 G 0 , and denoting by P^ N , T , Pj1'*, /in,t the restrictions of the 
measures P J ^ P Q 1 , / / 7 1 to the a-algebra F / 1 , we introduce the likelihood ratio process Zn = 
(z?(0))t>oj8& of Sn with 

, x dP^/du"** 
t V ; dP^/dp"** 

where by convention 0/0 = 0, a/0 = oo if a > 0. 
Let S = { ( f t , F , IF)) (Pe)e£Rm) be a general parametric model generated by a process 

loc 
with independent increments, with locally equivalent measures PQ ~ PQ> for all 0,0' G Rm. 
We denote by Z = (zt(0))t>oy$eRm the likelihood ratio process of £ with 

zt(0) = dPUdPl 

We recall (see JACOD [4]) that this model is such that for each k > 1 the fc-dimensional pro­
cess (logZ(0l)MZ(02),...MZ{0k)) with logZ(0i) = (logzt(0i))t>o and 0{ G i ? m , 1 < 
i < ifc, is a process with independent increments under each Pe>, 0' G P M . We recall also 
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that the model £ is called continuous Gaussian if in addition log Z{6) is a continuous 
(a.s.) in t Gaussian process for each 0 G Rm under each PQ>, 01 € Rm'. 

The first results about weak convergence of the likelihood ratio processes were obtained 
for binary statistical models (i.e. models with only two measures) when the limiting 
model is continuous Gaussian, by GREENWOOD and SHIRYAYEV [2] in discrete time, by 
KORDZAHIA [7] and VOSTRIKOVA [15] in continuous time. 

Then, these results were generalized for a limiting model £ generated by a process 
with independent increments : in binary cas by MEMIN [12], for the models with a finite 
number of measures by JACOD [5]. 

One can see that the number of the measures in £ n is infinite, in general. In [16] 
we gave the conditions for having weak convergence of Zn to Z when £ is continuous 
Gaussian. 

The aim of this paper is to extend our results of [16] to the cas of a limiting model 
generated by a process with independent increments. The main results are formulated in 
Theorems 4.2, 4.3. In corollaries 4.4, 4.5, 4.6 we consider the important particular cas 
when the limiting model is continuous Gaussian. In corollary 4.7 we give results for a 
Poisson limiting case. 

We begin by recalling the necessary facts on Hellinger processes and divergence pro­
cesses. 

2. Basic facts on Hellinger processes and divergence processes 

Let (ft, Fj IF) be a measurable filtered space, i.e. a measurable space (ft, F) with a 
filtration F = (Ft)t>0 such that Ft C Fti, if t < t', Ft+ = Ft for each t > 0, V t > 0 F t = F. 

Let (Pe)eee be probability measures on ( f t ,F) dominated by a probability measure 
Q, 0 = { 0 0 , 0 1 , - - - A } , k > 1. We denote by P\ = P0/Fu Q% = Q/Ft the restrictions 
of the measures PQ and Q to the cr-algebra Ft and we introduce the likelihood process 
V(0) = (V t(0))*>o with 

Vt{0) = dPj/dQ*. 

We will consider below a cadlag version of this process. 
We recall the definition of the Hellinger process ha of order a of the measures (P&Q, Pe1,..., Pgk) 

k 

where a is a multi-index, a = ( a 0 , c* i , . . . , ajt) with 0 < a,- < 1 for 0 < i < k and OLJ = 1. 
i=0 

Definition 2.1. (see JACOD [4]). The Hellinger process ha = (h?)t>0 of order a of the 
measures (P^ 0, PBl,..., Pgk) is a process which satisfies the following conditions : 

1) h% = 0, 
2) it is increasing and predictable, 
3) the process M = (MuFt)t>o with 

Mt = Y[Vt

a'(0i)+ fRvzmdK 
1 = 0

 J 0
 t = 0 

is Q-martingale. 
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From JACOD [4] we know that the Hellinger process ha of order a exists and that it 
is unique on the set 

r = {(«,*) :IlMft)>o}u[o]. 
t'=0 

It can be calculated by the formula : 

- 5 ttaiaimkw)0 {v{$,)'m))+Mf) *" 
where (^(0,-)), (V(0i),V(0j)) are the angle brackets of V(0i) and (V(0 f-), V(0j ) ) , Uy is 
the compensator of the jump-measure of V = ( V ( 0 o ) , V ( 0 I ) , . . . , V(0k)) with respect to 
(.F, Q) , o and * are two types of Lebesgue-Stieltjes integrals, the first one with respect to 
an increasing process, the second one with respect to a random measure, and 

k k 

i=0 t = 0 

with y = ( 2 / 0 , 2 / 1 , . . . , Vi = 1 +Xi/V-(0i), 0 < i < k. 
Remark 1 : If k = 1 we obtain the usual definition of the Hellinger process of order 

a, 0 < a < 1 for two measures (see JACOD, SHIRYAYEV [6]). 
Example 1 : Let \i\ be a probability measure on the measurable space (Qj,.Fj), j > 1. 

Let 
0 0 0 0 [i] 

j=i j=i j=i 

and 
0 0 

Then one of the versions of hQ is given by : 

W 

where -ff a(-, • • • , • ) is the Hellinger integral of order a of the corresponding measures. • 
Example 2 : Let (ft, F) be the measurable space of piece-wise constant right-continuous 

functions X = (Xt)t>o with jumps AXt of size 0 or 1. Let Ft = cr{Xs\s < t} for every 
t > 0 and F = Vt>oFt- If -P0 is the measure corresponding to a Poisson process with 
intensity Xt(0) > 0, then one of the versions of the Hellinger process ha is given by : 

J 0 l<=0 1 = 0 ) 

a 
Example 3 : Let (fi, F) be the measurable space of continuous functions X = {Xt)t>o 

with FT = <T{XS\S < t] and F = V t > 0 F t . 
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Let PQ, 0 G 0, b e the unique probability measure corresponding to the diffusion 

process 

dXt = at{X,0) + dWt, X O = 0 , 

where W = (Wt)t>0 is a W i e n e r process, at(X, 0) is a non-anticipating functional, 

/• a2

s(X, 0)ds < oo for each 0 G 0, l 6 f t , < > 0 . T h e n one of the versions of the Hellinger 

process h a is given by 

K = lE<*i f "l(XA)ds-\j^J2*iK3 f as{XA)as{X,03)ds 
2 . = 1 Jo 2 , = i j = i ^° 

• 
W e begin now to discuss the notion of divergence process introduced by DZHAPARIDZE 

and VALKEILA [ 1 ] . 

Suppose that we are given the measurable filtered space (ft, F , IF) equipped with two 

probability measures P and P . W e denote as before by V = (Vt)*>o and V = (Vt)t>o 

the cadlag versions of the likelihood processes of P and P with respect to a majorating 

measure Q. 

W e know that the Hellinger process of order | of the probability measures P and P 

at t > 0 behaves like the Hellinger distance squared pKP^P1) = Eq(y/Vt - yf&t)2 (see 

VALKEILA, VOSTRIKOVA [ 1 4 ] ) . W e know also that if the dimension m of the parameter 

space of 0 is big, the smoothness conditions in 0 in terms of the Hellinger distance could 

be very restrictive. So, it leads to consider the following distances : 

P P ( / * , P * ) = {EQ\V^ - Vt

l/Pn1/P, P > 1, 

used by many autors (see, for example , IBRAGIMOV, HASMINSKIJ [ 3 ] , K U T O Y A N T S [ 8 ] , 

[9 ] , [ 1 0 ] , LlESE and V A J D A [ 1 1 ] , VOSTRIKOVA [ 1 6 ] ) and called some times p-divergence. 

Note that for p = 1 we obtain the variation distance, for p = 2 we have the Hellinger 

distance. 

This distance has three advantages : 

a) choosing p big enough we can obtain a distance with a very smooth behaviour, 

b ) we do not need to ask the existence of hight order moments of V^, Vt, 

c) this distance does not depend on the majorating measure Q. 

But working with the distance pp(Pt

JPt) is not so easy. T o simplify this, D Z H A ­

PARIDZE and VALKEILA [1] have introduced divergence processes of order p. 

Definition 2.2. The predictable increasing process kp = (k^Ft)t>o with k$ = 0 and 

^ = |(l + ^ ) 1 / p - ( l + f ) 1 / p [ * ^ , v 

where vVy is the compensator of the jump-measure of (V,V) with respect to (F,Q), is 
called the divergence process of order p^p > 1, of the measures P , P. 

N o t e that , like the Hellinger process of order a , 0 < a < 1, the divergence process of 

order p > 1 is defined and is unique only on the set T = { (u ; , i ) : Vt- • Vt- > 0 } U [ 0 ] . 
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oo oo 
Example 4 : In the situation of example 1 when P = JJ / / t , P = JJ /2t we have that 

t = i t = i 

a version of the divergence process is given by : 

W 

t = l 

• 
Example 5 : In the situation of example 2 where P and P correspond to Poisson 

processes with intensities A5 > 0 and \ s > 0 we have 

*? = f W/p - WP\"ds. 
Jo 

• 
Remark 2 : One can see that fcf = 0 for all £ > 0 and p > 1 in example 3 because V 

and V have no jump. 

3. Skorohod space D(R+, Cloc(Rm)) 

We consider the space D(R+, C\oc(Rm)) of the right-continuous functions z = (zt(6))t>oyeeRm 

with left-hand limits and with values in the space C \ o c ( P m ) of the continuous functions 
endowed with the locally uniform distance : 

, f r ! i = f i maxn e | l <,|*(fl)-t /(fl)l 
loc^'V) ti 2< ' 1 + max,| f l||<, \x($) - y(0)\ 

where || • || in the Euclidean norm in Rm. We consider also the subspace Do of the space 
D(R+,Cioc{Rm)) which contains the functions z = (*t(0))t>O|*€J*» o f #CR+, Qoc^)) 
such that for each N > 0 

l/N<t<N \\6\\>L 

tend to zero as £ —> oo. 

Lemma 3.1. T7ie function z = (2*(#))e>o,0eRm 

belongs to D(R+,Cloc(Rm)) iff 
a) for each 0 € Rm,z{6) = (zt(0))t>o belongs to D(R+,R) 
b) for each £>0 and N > 0 

4N(z)= sup sup \zt(0) -zt(0')\ 
0<t<N \\0-8'\\<h,\\$\\<e,\\6'\\<e 

tends to zero as h—*0. 

Proof : We set Kt = {\\6\\ < £} and we denote by z l = (zt(0))o<t<NieeKt the re­
strictions of z to D{[0,N[,C(Kt)). First we note that z G D(R+,Cloc(i?m)) iff ^ 6 
D ( [ 0 , iV[, C{Kt)) for each € > 1 and N > 0 . 

Suppose that the conditions a) and b) are satisfied. We have to show that the modulus 
of continuity w1^(z*) associated with D([0, N[, C(Ke)) tends to zero as h - > 0 . We recall 
that 
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wj;N(z) = inf max sup max \zt(0) - zv(0)\ (1) 
Th 0<t<n tft/€[t,.,ti+1[ *€/Q 

where inf is taken over all subdivisions Th = {0 = to < ti < t2 < • • • < £ n+i = of the 
interval [0, N[ where < t- + 1 — it- > /i for 0 < i < n — 1. 

For that we cover the set 7̂  by a finite number Nhl = Nhl (£) of balls of radius hi 
with centers at 0^ 1 <j < NhlJ 0j G i ^ . Since for each t',t" G [0,7V[ we have 

sup - zt..(0)\ < sup | ^ ( ^ ) - zin(0j)\ + 2*£f (*) , 
ll*ll<' i < i < ^ 

we obtain that there exists h,0 < h < min(/i 1, / i 2 ) such that 

«,£"(*) < imax^ <(*(*,•)) + 2«Jf (z) (2) 

where z(6j) = (^(0j))t>o and wj^(-) is the modulus of continuity in D([0,N[,R) defined 
like in (1) with omiting max. 

Taking lim lim lim we have that u £ A \ z ) - • 0 as h ->0 , hence, z € Z)([0, N[, C(Ke)). 
hi —*• 0 h.2 —• 0 /i —• 0 

If z € D([0,JV[, for each £ > 1, w ^ z J - ^ O as k-*Q, hence, w£(z(6))^0 as 
/i —> 0 for each 0 £ A* and each £ > 1, and we have the condition a). 

Suppose that the condition b) is not satisfied. Then there are sequences { £ „ } , { # „ } 
and {9'J, 0<tn<N, \\6n\\ < £, \\9'n\\ < I such that | |0 n - 0JJ| -> 0 as n - » oo and 

l * . ( ' n ) - * u ( O I * 0 (3) 

as n —> oo. 
We can suppose further that t n —> £ 0

 a n d either < n > <0 ° r t n < t0 for all n. 
If > w e have 

I ' M - < 2 sup - zto(0)\ + \zto(0n) - * ^ n ) | (4) 
ll'll<* 

and the left-hand side tends to zero by the uniform right-continuity of z and by the 
continuity of zto(-) with respect to 0, which contradicts (3). 

If t n < t0 we have the analog of (4) with zto replaced by zto-. Since zto-(-) is also 
continuous in 0 we have a contradiction. • 

In [16] we obtained the following criterion for weak convergence in D(R+, C j o c ( i ? m ) ) . 

Theorem 3.2- (see [16], p. 281) Suppose that the finite dimensional distributions of Zn 

weakly converge to the ones of Z and that for every e > 0 and N > 0 
a) Tim s u p P n ( t ^ ( Z n ( 0 ) ) > e) = 0, V0 G Rm, 

h~+° n>l 

b) s u P P n ( 4 ' N ( Z n ) > e ) = 0, W > 1 . 
h - + ° n>l 

Then there is weak convergence 

Z n
 CS^) Z 

in the Skorohod space C / o c ( i ? m ) ) with respect to Pn. If in addition 

ImT s u p P n ( 7 ^ ( Z n ) > e ) = 0, Ve > 0, V7V > 0, 

then Zn and Z belong to D0-
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4. Weak convergence of the likelihood ratio processes 

Suppose that we are given a sequence of general statistical parametric models En = 
{ ( f l n , F n , F n ) , (Pe)eee} and let S = {(ft , F, F ) , (P*)^/*™} be a limiting statistical model 
with locally equivalent measures which generated by a process with independent incre­
ments. 

We denote by Zn(d) = (z?(0))t>o and Z(0) = {zt(0))t>o the cadlag versions of the 
likelihood ratio processes of P^Pg and PO,PQ respectively. 

We denote by hn'a{9) and ha(6) the Hellinger processes of order a = ( a 0 , c*i, . . . , o^) of 
the measures P^ , P ^ , . . . , Pgk and Po0, P0l,..., PQk respectively, 0 = ( 0 O , 0 \ , . . . , 0*) with 
0 t-e 0 , 0 < t < Jfe. 

We denote also by H?lCX(0) and H?(0) the Hellinger integrals of order a of the restric­
tions of the measures P#Q, PJJ,..., P £ and PQQ , P ^ , . . . , P^fc to the a-algebras F/1 and FT 

respectively. 
In the following theorem we recall the conditions for finite dimensional convergence of 

Zn to Z obtained by J A C O D [5]. We set 

k 
Ak = {a = ( a 0 , a i , . . . , a A ; ) : 0 < a, < 1,0 <i<k, ]£a f - = 1 } . 

Theorem 4.1. Let for each k > 1, a G Ak and 6 G Qk the following conditions be 
satisfied : 

1) Ka(o) - Hg($), 
2) hn*(6) C S ) ha(0), 

as n—•oo in the Skorohod space D(R+,R) with respect to each measure Pg., 0 < i < k. 
Then we have weak convergence 

(zn(e0), zn(61),...,zn(ok))c^\z(e0), z(e1),...,z(ek)) 

in D(R+,Rk+1) with respect to any fixed probability measure P^., 0* G 0 . 

Proof : From J A C O D [5], Theorem 4.32, p. 61, we have the result with respect to PJ1. 
We show that the measures (PJV*) are contiguous with respect to (PJ1'*) for each 0* G 0 . 

For this we note that 

zn(e*) C^i] Z(0*) 
in the Skorohod space D(R+,R). We can suppose that t is a point of the continuity of 
Z(0*) (if not we take any point of the continuity of Z(0*) greater than t). So, 

c{zW)\PS)->c{zt{e*)\p0). 

Since the limit model is locally equivalent we have Eozt(0*) = 1, which implies the conti­
guity (Pfi*) < ( P 0

M ) (see J A C O D , SHIRYAYEV [6], lemma 1.10, p. 252). 
Since this theorem is true for PQ we have 

Zn(0o), • • •, Zn(ek)) (Z(6*), Z(0O),..., Z(0k)) 

for each k > 1 and 0, € 0 , 0 < i < k. Then from the extension of L E C A M ' S lemma (see 
J A C O D , S H I R Y A Y E V [6], Theorem 3.3, p. 564) we have the result with respect to PQ.. • 
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Remark 3 : If ha(0) is continuous with respect to t for each a G Ak and 6 G Qk we 
can replace 2) by 

2f)h^(S) ^ h«(e), \/t > 0. 
In fact, ha(0) is a deterministic increasing function (see JACOD [4], Theorem 5.25, p. 21) 
and by the result of M c LEISH [13], lemma 1, for each t > 0 

sup \hr(6) - h"3(6)\ % 0. 
0<S<t 

• 
Remark 4 : If the model S is continuous Gaussian we obtain from JACOD [5], The­

orem 5.3, p. 64, that for 2') is necessary and sufficient that 

2")Ka{e,o')^Uha

t(o,e'), V M ' e e , voo, 
for three values of a only : a = | , a = a with 0 < a < \ and a = 1 — a. • 

We denote by Zn = (^ n(0))*>o,0€flm and Z = (z*(0))*>o,0€flm the likelihood ratio pro­
cesses of £ n and £ (the first one is extended from 0 to Rm if necessary, in a way which 
preserws the modulus of continuity, see [15]). To obtain a criterion for weak convergence 
in Z ) ( i ? + , C j o c ( i ? m ) ) we verify the conditions of Theorem 3.2. Using essentially the same 
proof as in [16], Theorem II.3.1, p. 292, we can obtain the following result. 

Theorem 4.2. Suppose that the conditions of Theorem J^.l are satisfied. Assume that 
there exist constants p > l , 0 < 7 < l , / ? > r a , r > 0 , c > 0 such that for every t > 0 

V sup sup — — — — - <cL < oo. 
">i M\<L,\\e'\\<L \\9 ~EW 

Then there are processes Zn and Z with paths in D(R+ , C ^ 0 C ( i ? m ) ) such that Zn{6) = 
Zn{0),Z(6) = Z(6) for each 6 € Rm (PS - a.s. and P0 - a.s.) and 

Z n
 C ^ z. (5) 

If in addition we have for each t > 0 that 

, 0 0 r i M W 
2) lim s u p / ym'1 sup # t

n ' 7 ( 0 , O ) dy = 0 
L-+00 n > x JL [\\0\\>y J 

</ien Z n and Z have paths in Do (P£ - a.s. and PQ - a.s.). 

Remark 5 : The condition 1) provides smoothness of the trajectories of Zn with 
respect to 6 and gives the possibility to estimate the modulus of continuity K^N . The 
condition 2) provides the convergence of 7 ^ ( ^ n ) and 7 ^ ( Z ) to zero as L -> 00. • 

Proof : Using the proof of Theorem II.3.1 in [16] we obtain the result with respect to 
R 0 • 

8 



142 

From the proof of Theorem 4.1 we know that (PJV*) <1 ( P 0

n , t ) for e a c t l t > 0. Using the 
Skorohod representation theorem we can show that 

(Z»,Z»(0*)) C ^ {Z,Z{0*)) 

in Z? ( i2+ ,C l o c ( / r + 1 ) ) , where Zn(0*) = ( W * ) ) t > o , £ ( 0 * ) = te(**))*>o. Then using the 
proof of Theorem 3.3 of J A C O D , SHIRYAYEV [6] we obtain the extention of the third L E 

C A M ' S lemma for our case also and, hence, (5). 
In the same manner as in [16] we show that ZN and Z have their paths in D0 (PQ -

a.s. and PQ - a.s.). • 

In the following theorem we express the condtions 1) and 2) in terms of the Hellinger 
processes and the divergence processes. We denote by kn'v{Q',0) the divergence process 
of order p and by hn,1/2(0', 0) the Hellinger process of order | of the measures PJ1/, PJ1. By 
£(-) we denote the Doleans exponential function. 

Theorem 4.3. Suppose that the conditions of Theorem 1^.1 are satisfied. Assume that 
there exist constants p > 2 , / ? > r a , r > 0 , c > 0 such that for each t > 0 

1) sup sup — - — — <cL < oo, 
n \\e\\<i<,\m\<L W - e\r 

2 ) S U P S U P ^W^W * c U < °°> 
n n*ii<£,ii0'ii<£ ¥ -0\r 

3)™*> sup e [ \ J <cLr <oo, 

4) lim sup f V - 1 ( sup EgS(-hn^2(e,0))t) 20 dy = 0. 
L-oo n JL {\\0\\>y J 

Then the conclusions of Theorem. 4-2 hold. 

Proof : From the conditions 1), 2) , 3) of this theorem and from the following inequality 
of D Z H A P A R I D Z E , V A L K E I L A [l] : 

PlW\py) < pttPp0^?0) + c ^ ? ' 1 V,0)F / 2 + cpEW>(e',e) 

where cp > 0 is some constant, we obtain the condition 1) of Theorem 4.2. 
From the condition 4) of this theorem and from the inequality of Kabanov (see J A C O D , 

SHIRYAYEV [6], p. 278) we get 

# ? ' 3 / 4 ( M ) < { F o

n £ ( ~ / i n ' 1 / 2 ( 0 , O ) ) t } 1 / 2 

which gives condition 2) of Theorem 4.2. D 

Remark 6 : If the model £ n is generated by a processes with independent increments, 
the processes P ' p and hn>Q have deterministic versions (see J A C O D [4]). Hence, we can 

9 



143 

omit E# in conditions 2) , 3), 4) of Theorem 4.3. If the initial filtrations Fg and F0 are 
trivial, we can omit condition 1). • 

Consider now the important particular case of a Gaussian continuous limit model. Let 
S be the model generated by the ra-dimensional process X = (Xt)t>o such that 

dXt = Odt + dr/uXo = 0, 

where r/ = (r}t)t>o is an m-dimensional continuous a.s. Gaussian process with independent 
increments and with a covariance matrix C*. It is well known that in this case 

zt(0) = exp{ r % - l-T6Ct6) (6) 

and as in example 3 we get 

h?(0,6') = - af(0 - e>)ct(e - e'). 

Suppose that the probability measures PQ in £ n have the following structure : 

p?=n & 
i=i 

where fi^J are probability measures. Then from examples 1, 4 and Theorem 4.3 we have 
the following result. 

Corollary 4.4. Suppose that for each t > 0, 0,6' € 0 , a = \ , a = a with 0 < a < ± 
and a — \ — a as n —• oo 

1) £ { 1 - - \a{l - a)T(9 - 0')Ct{0 - 0'), 

%) sup sup J - 1

 M ... < cU < oo, 

n > l M\<L,\\6'\\<L F - Q Y 

3 ) S U P S U P fl/iifl < c U < ° ° ; 

n>l ||0||<L,||0'||<L ||0 - 0 |r 

[nt] ) 2? 

sup n ^ W , ^ ) dy = °> 
\m\>yj=i J 

w/iere /? > m, c > 0, r > 0 and p > 2. TTien tfie conclusions of Theorem 4.2 hold with 
Z = (zt(0))t>o,eeRm defined by (6). 

10 
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Suppose that £ n is a model generated by a Poisson process starting from zero with 
intensities A"(0) > 0. Then from Theorem 4.3 and examples 2, 5 we can obtain the 
following : 

Corollary 4.5. Suppose that for each t > 0,0,0 ' € 0 , a = | , a = a with 0 < a < \ and 
a — 1 — a as n—^ oo 

1) XiaXm + (1 - a)K(9') ~ (K(0))a(K(0')Y-a}ds - Ja(l - a ) T ( 0 - *0C t(* - 0'), 

2) sup sup — — — < cU < oo, 
n > l ||0||<L,||0'||<L ¥ - e \ \ P 

3) sup sup -I x v i— < c £ r < oo, 
n«n<i.ni<i l | 0 - 0 | r 

^ lim" sup / ° ° y"1"1 { sup exp { - f (y/)^{0) - y/W0))2ds}\ " dy = 0, 
L-*oo n>i JL W\\>y J o >) 

where /? > ra, c > 0,r > 0 and p > 2. TTien the conclusions of Theorem 4-2 hold with 
Z = (zt(0))t>oteeRm defined by (6). 

Suppose that Sn is a model generated by the processes Xn = (X?)t>0 satisfing 

dX? = an

t{X, 0)dt + dWt,X0 = 0, 

where an(X, 0) are non-anticipating functionals with / 0 '(a"(A", 0))2dx < oo for each 

t > 0,X (E fi, 0 € 0 , W = (Wt)t>0 is the Wiener process. Then from example 3 and 
remark 2 we get the following : 

Corollary 4.6. Suppose that for each t > 0 and 0,0' 6 0 we have 

1) JZ(a?{X,0) - a:{X,0')fds ^ T(0 - 0')Ct(0 - 0'), 

E% - a"(X,0'))2ds}P/2 

2) snp sup L- <cL < o o , 
n > ! Il*ll<£.ll*'ll<£ I r - ^ l r 

3) li^Tsup / ° ° 1 ( sup JEftexp { - f\an

s(X,6) - < ( X , 0 ) ) 2 ^ } } " ^ = 0 

where p > 2, /? > m, c > 0, r > 0 . T/ien £/ie conclusions of Theorem hold with 
Z = (zt(0))t>ofeRm defined by (6). 

Consider now the case of Poisson limit model. Let the model £ be of the form 

zt(0) = exp{0Nt-{e$-l)t} (7) 

where N = (Ns)s>0 is a Poisson process with intensity 1. 
Suppose that "the probability measures PQ in £ n have the following structure : PQ = 

n 
Y[ fy3 where ffi are probability measures. 
i = i 

11 
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Corollary 4.7. Suppose that for each k>l, a G Ak, Oi € ©, 0 < i < k and t > 0 

[nt] A; k 

j ; £ { 1 - H^itf^tf,..., / ^ ) } a,- e x p ( ^ ) - e x p ( £ a,*)}* 
j = l t = 0 i'=0 

as n—>oo. Suppose also the conditions 2)y 3), 4) of corollary 4-4- Then the conclusions 

of Theorem 4-2 hold with Z = (zt(0))t>OieeRm defined by (7). 
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