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EULER SCHEMES AND HALF-SPACE APPROXIMATION
FOR THE SIMULATION OF DIFFUSION IN A DOMAIN

Emmanuel Gobet
1

Abstract. This paper is concerned with the problem of simulation of (Xt)0≤t≤T , the solution of a sto-
chastic differential equation constrained by some boundary conditions in a smooth domain D: namely,
we consider the case where the boundary ∂D is killing, or where it is instantaneously reflecting in an
oblique direction. Given N discretization times equally spaced on the interval [0, T ], we propose new
discretization schemes: they are fully implementable and provide a weak error of order N−1 under some
conditions. The construction of these schemes is based on a natural principle of local approximation
of the domain into a half space, for which efficient simulations are available.
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Introduction

We consider (Xt)0≤t≤T , a diffusion process, with boundary conditions, in a domain D ⊂ Rd (T is a fixed
time). We will mainly deal with two situations: the process is killed when it reaches the boundary ∂D, or it
is instantaneously reflected in some given direction. The purpose of this paper is to present and analyze some
new Monte-Carlo algorithms to compute the expectation of functionals of (Xt)0≤t≤T .

1) Killed diffusion
In that case, we consider the process (Xt)0≤t≤T , solution of the stochastic differential equation (SDE in
short)

Xt = x+
∫ t

0

B(Xs) ds+
∫ t

0

σ(Xs) dWs,

and we are interested by the functional 1T<τf(XT ) with τ = inf{t > 0 : Xt /∈ D}, for a given function f .

2) Reflected diffusion
Here, the process (Xt)0≤t≤T is a reflected stochastic differential equation (RSDE in short) in D, with
oblique reflection in the direction γ, i.e. the D-valued process which solves

Xt = x+
∫ t

0

B(Xs) ds+
∫ t

0

σ(Xs) dWs +
∫ t

0

γ(Xs) dks, (1)

where kt is a local time process which increases only on ∂D. The functional of interest may depend
both on the terminal value of X and on the local time (kt)0≤t≤T : for example, we will consider f(XT )−∫ T

0
h(Xt)dkt.

For the above situations, assumptions on the coefficients, the domain and the functions will be given later.
The evaluation of the expectation of such functionals is motivated by many applications. Let us give few

examples. For killed diffusions, this can be related to the pricing of barrier options in finance (see e.g. [2, 12]).
For reflected diffusions, the computation of the expectation may contribute as in [4] and [8], to reconstruct the
three dimensional brain activity via the resolution of some partial differential equations (PDE in short) with
Neumann conditions. Reflected diffusions also appear as approximation models for open queuing networks in
heavy traffic (see e.g. the review by Williams [33]). More generally, the expectations to evaluate are solutions of
second order PDE with Dirichlet or Neumann conditions, so the procedures presented here enable to compute
the corresponding solution using Monte-Carlo simulations.

For the numerical simulations of SDEs, the most standard approach consists in discretizing the time interval
[0, T ] with a regular mesh, at times ti = iTN−1 and to approximate the SDE in an appropriate way on each
interval [ti, ti+1]. When there is no boundary condition (i.e. Xt = x +

∫ t
0 B(Xs) ds +

∫ t
0 σ(Xs) dWs and we

compute E(f(XT ))), one may simply use the Euler scheme (XN
ti )0≤i≤N defined step by step by

XN
ti+1

= XN
ti +B(XN

ti ) (ti+1 − ti) + σ(XN
ti )(Wti+1 −Wti).

It is easy to implement since it requires only the simulation of d-independent Gaussian variables at each step,
and provides a weak error of order N−1, i.e. E(f(XT ))−E(f(XN

T )) = O(N−1) under some conditions (see [3,32]
and references therein).

When there are some boundary conditions in a general domain D, it is well known that a naive adaptation
of the Euler scheme above yields in general a slower rate of convergence N−1/2 (see [12] for the killing; Ref. [7]
for the reflection). Nevertheless, if D is a half-space, feasible improvements of the naive procedure are available
using some additional Brownian laws (references and details will be given in Sects. 2 and 3)): thus, one may
hope to exploit these situations where the domain is reduced to half-space, to treat the cases where D is more
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general. One possibility for this, is to locally approximate the domain D as a half-space, situation for which
improved procedures cited above can be used: this is the basic idea of our approach.

This natural principle leads to simple and fully implementable algorithms, which have the advantage to
converge at the rate N−1 under some appropriate assumptions. Numerical experiments confirm the accuracy
of these new procedures. The paper is organized as follows:

1. in Section 1, we introduce notation used in the paper, and recall some standard results from differential
geometry and analysis;

2. in Section 2, we deal with killed diffusions. First, we briefly recall backgrounds from the literature; then
we describe the new algorithm, state the convergence results and give their proofs. Some numerical
experiments confirm the accuracy of the method;

3. in Section 3, we consider the case of the reflection. After a review of literature results, we present the
numerical procedure. Then, we state the convergence results, give their proofs, and illustrate the method
by some numerical tests.

Sections 2 and 3 can be red in a rather independent way: nevertheless, some technical arguments are common
to both parts.

1. Preliminaries

1.1. Notation

In the following, we consider a domain D ⊂ Rd, i.e. an open connected set, which satisfies the following
hypothesis:

Assumption (D). The boundary ∂D is bounded and of class C5.

For some x ∈ ∂D, let denote by n(x) the unit inward normal vector at x.
For sets Λ and Λ′ in Rd, for z ∈ Rd, d(z,Λ) stands for the Euclidean distance between z and Λ, d(Λ,Λ′) for

the distance between Λ and Λ′.
For r ≥ 0, set V∂D(r) := {z ∈ Rd : d(z, ∂D) ≤ r} and D(r) := {z ∈ Rd : d(z,D) ≤ r}.

For smooth functions g(t, x), we denote by ∂αx g(t, x) the derivative of g w.r.t. x according to the multi-
index α, whereas time derivatives of g are denoted by ∂tg(t, x), ∂2

t g(t, x), . . . The notation ∇g(t, x) stands for
the usual gradient w.r.t. x.

If (Vt)t≥0 is a process taking its values in Rd, (Vi,t)t≥0 will denote its i-th coordinate. The transposition of
the matrix U is denoted by U∗.

As usual, the index x in Ex and Px refers to the initial value of some Markov process for which we compute
the expectation or the probability: this will be clear from the context.

About the discretization. We will consider N discretization times in the interval [0, T ], regularly spaced:
we denote them by ti = i T/N . The function ϕ is defined on [0, T ) by:

ϕ(t) = ti if ti ≤ t < ti+1.

About the floating constants. We will keep the same notation K(T ) for all finite, non-negative and non-
decreasing functions, independent of the number of time steps N , which will appear in proofs (i.e. they depend
on D, the coefficients which define the process X , the functions involved in the expectation of interest and so
on).
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We reserve the notation c and c′ for some positive constants, independent of N. . . as for K(T ) and also
independent of T .

A quantity will be denoted by Opol(N) if it is bounded by Kk(T )N−k for any k ≥ 0. The constant Kk(T ) is
uniform in all parameters from the context, e.g. x, t ∈ [0, T ], N. . .

1.2. About the projection and the distance to the boundary

Here, we recall some classical results from differential geometry, about the functions “distance” to ∂D or D
and “projection” on ∂D or D, parallel to some vector field γ defined on ∂D. We assume that this vector field
is normalized to 1: ‖γ(x)‖ = 1 for x ∈ ∂D.

We will consider that γ is smooth, inward and uniformly non tangent to ∂D.

Assumption (Γ). γ is of class C4 and satisfies

∀x ∈ ∂D γ(x).n(x) ≥ ρ0 > 0.

The following proposition brings together the main geometric materials which will be used in the paper: its
proof is given in Appendix.

Proposition 1.1. Assume (D) and (Γ). There is a constant R > 0 such that:

i) for any x ∈ V∂D(R), there are unique s = πγ∂D(x) ∈ ∂D and F γ(x) ∈ R such that:

x = πγ∂D(x) + F γ(x)γ(πγ∂D(x)); (2)

ii) the function x 7−→ πγ∂D(x) is called the projection of x on ∂D parallel to γ: this is a C4-function on
V∂D(R);

iii) the function x 7−→ F γ(x) is called the algebraic distance of x to ∂D parallel to γ: this is a C4-function on
V∂D(R). One has F γ > 0 on V∂D(R)∩D, F γ < 0 on V∂D(R)∩Dc

, F γ = 0 on ∂D: we extend F γ into a
C4
b (Rd,R) function, with the conditions F γ > 0 on D and F γ < 0 on D

c
;

iv) on V∂D(R), the projection of x on D parallel to γ is given by πγD(x) = πγ∂D(x) + (F γ)+(x)γ(πγ∂D(x)), and
its distance to D is defined by (F γ)−(x);

v) the above extensions for F γ and Fn can be performed in a way such that the functions F γ and Fn are in
some sense equivalent, i.e. for some constant c1 > 1, one has

1
c1
|Fn(x)| ≤ |F γ(x)| ≤ c1 |Fn(x)| ∀x ∈ Rd;

vi) for x ∈ ∂D, one has ∇F γ(x) =
n

n.γ
(x).

1.3. Green–Riemann’s formula

For some smooth functions B and σ, consider L the second order operator defined on C2 functions by

Lu(x) =
d∑
i=1

Bi(x)∂iu(x) +
1
2

d∑
i=1

d∑
j=1

(σσ∗(x))i,j∂2
i,ju(x). (3)



EULER SCHEMES FOR DIFFUSION IN A DOMAIN 265

Its formal adjoint L∗ is given by L∗u(x) = −
∑d
i=1 ∂i [Bi(x)u(x)] + 1

2

∑d
i=1

∑d
j=1 ∂

2
i,j [(σσ∗(x))i,ju(x)] . Then,

Green–Riemann’s formula (see [24] Sect. 1.6) implies that, for u and v two C2 functions, one has∫
D

L∗v u dx =
∫
D

Lu v dx+
1
2

∑
i,j

∫
∂D

v ∂iu [σσ∗]i,jnj ds (4)

+
∑
i

∫
∂D

u v Bi ni ds− 1
2

∑
i,j

∫
∂D

u ∂i {[σσ∗]i,jv} ni ds.

Such a formula is valid for smooth domain D, satisfying e.g. Assumptions (D) and (Γ), but also for half-space
up to considering some appropriate decay conditions at infinity on u, v and their derivatives, to ensure that all
above integrals are well defined.

We now recall what is the conormal direction.

Definition 1.2 (Conormal direction). The vector γc associated to the domain D and the diffusion coefficient
σ is conormal if

∀s ∈ ∂D γc(s) =
σσ∗(s)n(s)
‖σσ∗(s)n(s)‖ ,

where we assume that σσ∗(s)n(s) 6= 0.

Furthermore, for some vector field γ, which is assumed to be non tangent to ∂D (it may satisfy for instance
the assumption (Γ)), put

aγ = ‖σσ∗n‖n.γ
c

n.γ
=
n.σσ∗n

n.γ
· (5)

Then, the equality (4) can be rewritten as∫
D

L∗v u dx =
∫
D

Lu v dx+
∫
∂D

1
2
aγ v ∇u.γ ds+

∫
∂D

u

(
−1

2
aγ
∗ ∇v.γ∗ + b v

)
ds, (6)

for some non tangent vector field γ∗ and some function b, depending on B, σ and D. Detailed expression of
these quantities are available (see [24] Sect. 1.6, [9] Sect. 2.5), but will not be needed in the following. Let
us mention that when γ = γc, one has γ∗ = γc; thus, in general, the case of conormal direction enjoys some
simplest analysis. In the PDE terminology, this case is associated to the so-called Neumann problem or second
boundary value problem, whereas if γ 6= γc, this is the regular oblique derivative problem or third boundary value
problem.

2. Killed diffusions

In this section, we consider the Rd-valued diffusion process (Xt)t≥0, defined by

Xt = x+
∫ t

0

B(Xs)ds+
∫ t

0

σ(Xs)dWs, (7)

where (Wt)t≥0 is a d-dimensional Brownian motion. Let L be its infinitesimal generator defined by (3). Denote
by τ := inf{t > 0 : Xt /∈ D}, its first exit time from the domain D (we implicitly assume x ∈ D). We
are interested in computing Ex [1T<τf(XT )], for a given measurable function f , and a fixed time T , using
Monte-Carlo simulations.
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For this, the simplest method (but far to be accurate) is to use its discrete Euler scheme (XN
ti )0≤i≤N with

time step T/N , defined by{
XN

0 = x
XN
ti+1

= XN
ti +B(XN

ti ) T/N + σ(XN
ti )(Wti+1 −Wti).

(8)

Let τNd := inf{ti : XN
ti /∈ D} be its first exit time from D: the random variable 1T<τNd f(XN

T ) is straightforward
to simulate (it involves only the values (XN

ti )0≤i≤N ), but it is a rough approximation of 1T<τf(XT ) in a weak
sense. Indeed, under some conditions, the author [12] has proved that

Ex
[
1T<τNd f(XN

T )− 1T<τf(XT )
]

= O
(
N−1/2

)
,

and the above estimate is tight.
To improve the procedure, one can interpolate the previous discrete time process (8) into a continuous Euler

scheme (XN
t )0≤t≤T by setting

for t ∈ [ti, ti+1) XN
t = XN

ti + B(XN
ti )(t− ti) + σ(XN

ti )(Wt −Wti), (9)

and τNc := inf{t : XN
t /∈ D}. The weak approximation of 1T<τf(XT ) by 1T<τNd f(XN

T ) is more accurate than
before since it is of order N−1 (see [12]), but the problem is how to simulate the random variable ZN :=
1T<τNc f(XN

T ). Actually, once simulated (XN
ti )0≤i≤N = (xi)0≤i≤N , there are two cases:

1) if one of the simulated points is outside D, we are finished, ZN = 0;
2) if not, one of the processes (XN

t )ti≤t≤ti+1 may have left D even if XN
ti ∈ D and XN

ti+1
∈ D. The N

processes ((XN
t )ti≤t≤ti+1)0≤i≤N−1 conditioned by (XN

ti = xi)0≤i≤N are independent and of Brownian
bridge type: thus, the simulation of the non exit on each interval is reduced to draw N extra independent
Bernoulli variables, whose parameters are

P
(
∀t ∈ [ti, ti+1] XN

t ∈ D | XN
ti = xi, X

N
ti+1

= xi+1

)
:= p(xi, xi+1, T/N), (10)

the probability of non exit of some Brownian bridge.

Hence, the feasibility of the algorithm reduces to our ability to compute explicitly p(xi, xi+1, T/N).
If D = {y ∈ Rd : n.(y − z) > 0} is a half-space, this can be done (see e.g. [18]), and one has

p(xi, xi+1, T/N) = 1− exp
(
−2

[n.(xi − z)] [n.(xi+1 − z)]
n.([σσ∗(xi)]n) (T/N)

)
, (11)

for xi ∈ D and xi+1 ∈ D (and for non degenerate matrix σσ∗ in the normal direction at ∂D).
For more general domains, there is no explicit formula for p(xi, xi+1, ε). Nevertheless, one can compute

asymptotic expansions of this probability w.r.t. ε, using large deviation arguments (see [1, 2]). Unfortunately,
each term in this expansion (even the first one) depends on the geometry of the boundary and are in general
complicated to evaluate numerically (an example is considered in Sect. 2.3). Moreover, one does not know how
many terms are needed to ensure that the global error is of order N−1 for example.

Our approach described below consists in locally approximating the domain by an appropriate half-space,
so that the procedure described above can be fully implemented (in particular, using formula such as (11)).
Moreover, Theorem 2.3 states that the associated weak error is of order N−1, the best that we could hope.

We now turn to the description of the algorithm.
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2.1. Algorithm and analysis of the error

We first define a set of half-spaces which will be usefull in the following:

Definition 2.1. For x close to ∂D, i.e. x ∈ V∂D(R) (where R is the constant involved in Proposition (1.1)
taking γ = n), we denote by D(x) the half-space delimited by the tangent hyper-plane to ∂D at z = πn∂D(x):

D(x) := {y ∈ Rd : n(z).(y − z) > 0}·

We now describe how to approximately simulate 1T<τf(XT ) by some quantity ZN . The simulation of the
scheme follows an iterative routine, with N steps for the discretization times. To begin, we set XN

0 = x ∈ D.
Assume that XN

ti has been simulated, that XN
ti ∈ D (otherwise, the simulation can be stopped and ZN = 0),

and that until ti, no exit has been detected (the associated rule is described below).
We now proceed to the simulation on the interval [ti, ti+1]. One keeps using the continuous Euler scheme (9)

given by XN
t = XN

ti + B(XN
ti )(t − ti) + σ(XN

ti )(Wt − Wti), but the domain D is fictively modified on each
interval.

Once XN
ti+1

is simulated, different situations may happen.

Case 1. If XN
ti+1

/∈ D, the process has clearly left D, and ZN = 0.
Case 2. If XN

ti+1
∈ D, an exit may have occurred in [ti, ti+1].

Case 2.a. XN
ti is far from ∂D: XN

ti /∈ V∂D(R).
One decides that there has been no exit, since the probability that (XN

t )ti≤t≤ti+1 covers a fixed
distance R > 0 during a short period T/N , is very small.
Case 2.b. XN

ti is close to ∂D: XN
ti ∈ V∂D(R).

Here, one simulates the exit of (XN
t )ti≤t≤ti+1 from the half-space D(XN

ti ) (see Def. 2.1), which ap-
proximates D in a neighborhood of XN

ti : D(XN
ti ) := {y ∈ Rd : n(zi).(y−zi) > 0} with zi = πn∂D(XN

ti ).
Now, draw an extra independent Bernoulli random variable Ui with parameter (see formula (11))

1− exp

(
−2

[n(zi).(XN
ti − zi)] [n(zi).(XN

ti+1
− zi)]

n(zi).([σσ∗(XN
ti )]n(zi)) (T/N)

)
·

If Ui = 0, there is an exit, and ZN = 0. Otherwise, one continues the iteration.
At the end of N -th step, if no exit has been detected, one puts ZN = f(XN

T ), or ZN = 0 in the opposite case.
We define

τN = inf{ti > 0 : XN
ti /∈ D} ∧ inf{t > 0 : XN

ϕ(t) ∈ V∂D(R) and XN
t /∈ D(XN

ϕ(t))} · (12)

Then, one has ZN = 1T<τNf(XN
T ).

Remark 2.2. To get a lower variance for the simulations, instead of simulating ZN , one should use
E(ZN |XN

0 , · · · , XN
ti , · · · , XN

T ), which is equal to f(XN
T )
∏N−1
i=0 p(XN

ti , X
N
ti+1

), where

p(xi, xi+1) =


0 if xi or xi+1 /∈ D
1 if xi ∈ D, xi+1 ∈ D and d(xi, ∂D) ≥ R

1− exp
(
−2 [n(zi).(xi−zi)] [n(zi).(xi+1−zi)]

n(zi).([σσ∗(xi)]n(zi)) (T/N)

) if xi ∈ D, xi+1 ∈ D
and d(xi, ∂D) ≤ R, with zi = πn∂D(xi).

Before stating the results on the rate of convergence of this algorithm, we specify some appropriate assumptions
on the smoothness of the coefficients and the non degeneracy of the diffusion coefficient.
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Assumption (S). B(.) is a C5
b (Rd,Rd) function and σ(.) is a C5

b (Rd,Rd ⊗ Rd) function.

Assumption (E). The matrix σσ∗ is uniformly elliptic: for some σ0 > 0, one has

∀ x ∈ Rd σσ∗(x) ≥ σ2
0 IRd⊗Rd .

We analyze the error induced by this algorithm, for two types of hypotheses on the function f .

Hypothesis (H1). f is a bounded measurable function, satisfying d(supp(f), ∂D) ≥ ε > 0.

Hypothesis (H2). f is a C5
b (D,R) function, satisfying the following condition of vanishing on ∂D: ∀z ∈

∂D f(z) = Lf(z) = L2f(z) = 0.
The main result of this section is the following:

Theorem 2.3. Assume (D), (S) and (E). Then, one has:

Ex
[
ZN − 1T<τf(XT )

]
= O

(
N−1

)
,

provided that f satisfies (H1) or (H2).

2.2. Proofs

Denote by Lz, the operator on C2 functions defined by

Lzu(x) =
d∑
i=1

Bi(z)∂iu(x) +
1
2

d∑
i=1

d∑
j=1

(σσ∗(z))i,j∂2
i,ju(x) (13)

(for t ∈ [ti, ti+1), LXNti plays the role of the infinitesimal generator of XN
t ).

If we set τ̂N = τN ∧ inf{t > 0 : XN
t /∈ D(R)} and ẐN = 1T<τ̂Nf(XN

T ), then Ex|ẐN − ZN | = Opol(N).
Indeed, one has

Px
(
T ∧ τN 6= T ∧ τ̂N

)
≤ K(T ) exp

(
−c R

2

T/N

)
, (14)

estimate which can be easily derived from classical upper bounds for large deviation probability (see e.g. Lem. 4.1
from [12]): if dUt = bt dt+ at dWt defines an Ito process with uniformly bounded coefficients, one has

∀η ≥ 0 P

(
sup

t∈[S,S′]
‖Ut − US‖ ≥ η

)
≤ K(T ) exp

(
−cη

2

∆

)
, (15)

for S and S′ two stopping times, bounded by T , such that 0 ≤ S′ − S ≤ ∆.
So, it remains to prove that Ex

[
ẐN − 1T<τf(XT )

]
= O

(
N−1

)
.

Following [12], let introduce the PDE solved by Ex [1T<τf(XT )]. For (t, x) ∈ [0, T ]× Rd, we set

v(t, x) := Ex [1T−t<τ f(XT−t)] . (16)

The function v(t, x) is at least of class C2,4([0, T )×D,R)∩C0([0, T )×Rd,R) and satisfies a parabolic PDE of
second order with Cauchy and Dirichlet conditions, i.e. ∂tv + L v = 0 for (t, x) ∈ [0, T )×D

v(t, x) = 0 for (t, x) ∈ [0, T ]×Dc

v(T, x) = f(x) for x ∈ D
(17)
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where L is defined in (3). Actually, the smoothness of v follows from that of the transition density of (Xt)t≥0

(also called the fundamental solution of (17), see [17] Th. 16.3). Then, one has:

E
[
ẐN − 1T<τf(XT )

]
= Ex

[
1T<τ̂N v(T,XN

T )
]
− v(0, x)

= Ex
[
v(T ∧ τ̂N , XN

T∧τ̂N )− v(0, XN
0 )
]
− Ex

[
1T≥τ̂N v(τ̂N , XN

τ̂N )
]
. (18)

The second term of the r.h.s of (18) is of order N−1, applying the following lemma, whose proof is postponed
in Section 2.2.3.

Lemma 2.4. Assume (D), (S) and (E). Then, provided that f satisfies (H1) or (H2), one has:

Ex
[
1T≥τ̂N v(τ̂N , XN

τ̂N )
]

= O
(
N−1

)
.

It remains to prove that the first term in the r.h.s. of (18) has the expected order. For this, we shall apply Ito’s
formula to develop the above expression. To avoid some problems with the estimates on the derivatives of v,
we first consider the case of smooth functions f .

2.2.1. First case: f satisfies (H2)

Under this hypothesis, derivatives of v are uniformly bounded on [0, T ]×D: there is a function K(T ), such
that for all multi-index α of length |α| ≤ 4, we have

∀ (t, x) ∈ [0, T ]×D |∂αx v(t, x)| ≤ K(T ). (19)

This is immediately derived from classical results for linear equations of parabolic type: we refer to [17]
Theorem 5.2. (p. 320), for fuller statement. In fact, less regularity conditions on B and σ than required in
(S) are needed for this result: the additional smoothness is used for Malliavin calculus computations when f
satisfies (H1) (see Lem. 2.7).

The application of Ito’s formula in the first term in the r.h.s. of (18) is actually not straightforward since
the derivatives of the function v have discontinuities on the boundary ∂D. To overcome this difficulty, let
us consider the orthogonal projection on D of XN

t∧τ̂N (see Assertion iv) of Proposition 1.1): one knows from
Proposition 3.1 from [12] that this is a continuous semimartingale with decomposition

d(πnD(XN
t∧τ̂N )) = 1t<τ̂N

(
1XNt ∈D dXN

t + 1XNt /∈D dXN,∂D
t +

1
2
n(XN

t ) dL0
t (F

n(XN
. ))

)
.

L0
t (Y ) is the 1-dimensional local time of the continuous semimartingale Y at time t and level 0. The process

(XN,∂D
t )0≤t≤T is obtained from (XN

t )0≤t≤T by smooth transformations, which need not to be explicited here:
the only thing important is that this remains an Ito process, with bounded coefficients.
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Since v vanishes outside D, one has v(T ∧ τ̂N , XN
T∧τ̂N ) = v(T ∧ τ̂N , πnD(XN

T∧τ̂N )) and ∂tv(t, x) = 0 for x /∈ D.
Hence, one gets, using ∂t + Lv = 0 in D,

Ex
[
v(T ∧ τ̂N , XN

T∧τ̂N )− v(0, XN
0 )
]

= Ex

[∫ T∧τ̂N

0

dt 1XNt ∈D (Lzv + ∂tv)|z=XN
ϕ(t)

(t,XN
t )

]

+Ex

[∫ T∧τ̂N

0

1
2

d∑
l=1

∂lv(t,XN
t ) nl(XN

t ) dL0
t (F

n(XN
. ))

]

+Ex

[∫ T∧τ̂N

0

d∑
l=1

∂lv(t, πnD(XN
t )) 1XNt /∈D dXN,∂D

l,t

+
1
2

d∑
l=1

d∑
m=1

∂2
l,mv(t, πnD(XN

t )) 1XNt /∈D d〈XN,∂D
l,. , XN,∂D

m,. 〉t

]
.

Let denote by v a function of class C2,4([0, T ] × Rd,R) which coincides with v on [0, T ] × D: this extended
function can be chosen such that its derivatives of type (19) are uniformly bounded on [0, T ] × Rd (see e.g.
Sect. IV.4 in [17]). With this notation, one gets

Ex
[
v(T ∧ τ̂N , XN

T∧τ̂N )− v(0, XN
0 )
]

= Ex

[∫ T

0

dt 1t<τ̂N (Lzv − Lv)|z=XN
ϕ(t)

(t,XN
t )

]

+Ex

[∫ T∧τ̂N

0

u1(t) dL0
t (F

n(XN
. ))

]
+ Ex

[∫ T∧τ̂N

0

u2(t) 1XNt /∈D dt

]
:= C1(N) + C2(N) + C3(N), (20)

where the adapted processes u1 and u2 are uniformly bounded. We now prove that terms C1(N), C2(N) and
C3(N) are of order N−1.

1) Term C1(N)

Using 1t<τ̂N = 1ϕ(t)<τ̂N − 1ϕ(t)<τ̂N≤t, we obtain

C1(N) =
∫ T

0

dt Ex
[
1ϕ(t)<τ̂N (Lzv − Lv)|z=XN

ϕ(t)
(t,XN

t )
]
−
∫ T

0

dt Ex
[
1ϕ(t)<τ̂N≤t (Lzv − Lv)|z=XN

ϕ(t)
(t,XN

t )
]

:= C4(N)− C5(N). (21)

It is easy to see that (Lzv − Lv)|z=XN
ϕ(t)

(t,XN
t ) has the form

∑
1≤|α|≤2 cα ∂

α
x v(t,XN

t )
[
gα(XN

t )− gα(XN
ϕ(t))

]
,

with gα = Bi or (σσ∗)i,j . Hence, Ito’s formula in term C4(N) yields easily that C4(N) = O(N−1). For the
second term, one gets

|C5(N)| ≤ K(T ) Ex

[∫ T

0

dt 1ϕ(t)<τ̂N≤t max
0≤i≤N−1

sup
u∈[ti,ti+1]

‖XN
u −XN

ti ‖Rd
]

= O(N−1),

where we used the obvious inequality
∫ T

0
dt 1ϕ(t)<τ̂N≤t ≤ T N−1 and some standard uniform Lp-estimates

on supt ‖XN
t ‖Rd . Some refinements would even show that Ex

(
max0≤i≤N−1 supu∈[ti,ti+1] ‖XN

u −XN
ti ‖Rd

)
=

O(N−1/2
√

logN), and thus C5(N) is actually negligible compared to N−1.
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This proves that C1(N) has the expected order.

2) Terms C2(N) and C3(N).
Since the local time is a non-negative measure and the processes u1, u2 are bounded, one obtains that

|C2(N)|+ |C3(N)| ≤ K(T )Ex
[
L0
T∧τ̂N (Fn(XN

. )) +
∫ T

0 1t<τ̂N1XNt /∈D dt
]
. To complete the proof of Theorem 2.3

when f satisfies (H2), apply the two following crucial technical lemmas: their proofs are given in Section 2.2.3.

Lemma 2.5. Assume (D), (S) and (E). There is a function K(T ), such that∫ T

0

dt Px
(
t < τ̂N , XN

t /∈ D
)
≤ K(T ) N−3/2.

Lemma 2.6. Assume (D), (S) and (E). There is a function K(T ), such that

Ex
[
L0
T∧τ̂N (Fn(XN

. ))
]
≤ K(T ) N−1.

2.2.2. Second case: f satisfies (H1)

The computations led in the previous case of smooth function f can be performed in the same way, but the
main difference now is that derivatives of v(t, x) for t close to T may explode for irregular functions f .

To extend the validity of the above calculus led for v with bounded derivatives to the current situation, one
readily remarks that it is sufficient to apply the following result which gives all the needed estimates.

Lemma 2.7. Assume (D), (S), (E) and that f satisfies (H1). Then, for all multi-index α with length |α| ≤ 4,
for all g ∈ C|α|b (Rd,R), there is a function K(T ) (depending on ‖g‖

C
|α|
b

), such that

∀(s, x) ∈ [0, T )× V∂D(ε/2) |∂αx v(s, x)| ≤ K(T )
‖ f ‖∞
1 ∧ ε|α|

∀ (s, t) ∈ [0, T )× [0, T ]
∣∣Ex [1s<τ̂N g(XN

t ) ∂αx v(s,XN
s )
]∣∣ ≤ ‖ f ‖∞

1 ∧ ε|α|
K(T )

T
|α|
2

·

Proof. The technical issue raised has been already overcome by the author in [12] (see Lem. 3.1), and the
involved techniques can apply here in the same way. For this reason, we only recall the main arguments, and
we refer to the cited paper for details.

First, the support condition on f ensures that derivatives of v are uniformly bounded near ∂D: this is the
first inequality of the above lemma. To derive the second inequality, we used Malliavin calculus techniques to
rewrite the expectation using an integration by parts formula, following [3]. Because of the non smoothness of
the killing time, it seems to be especially difficult: here again, the boundedness of derivatives of v on V∂D(ε/2)
requires the use of Malliavin Calculus only for the law of XN restricted to the interior of D. But strictly
inside D (in fact, in D\V∂D(ε/2)), there is no killing, so that a standard integration by parts formula can apply
under (E) (up to some localizations in time and space). These arguments are adapted from Cattiaux [5,6].

2.2.3. Proof of Lemmas 2.4–2.6

The results are going to be progressively proved all together: since it is a bit intricate, we divide the proofs
in several steps.

The technical difficulty is that one knows very few things about the law of the process (XN
t )0≤t≤T killed at

time τ̂N . The techniques used may be summed up in the following way:
1) to get local estimates, we use that on each interval, (XN

t )0≤t≤T is merely a Brownian motion;
2) to get global estimates, we use some occupation times formula, combined with accurate estimates of local

times.
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0
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Figure 1. D satisfies to the uniform interior sphere condition.

Step 1. Transformation of Px
(
t < τ̂N , XN

t /∈ D
)

Set t ∈ (0, T ], such that ti < t ≤ ti+1. Using estimates (15), one obtains

Px
(
t < τ̂N , XN

t /∈ D
)

= Px
(
t < τ̂N , XN

t /∈ D,XN
ti ∈ V∂D(R/2)

)
+ Opol(N)

≤ Ex
(
1ti<τ̂N ,XNti∈V∂D(R/2)P

(
XN
t ∈ D(XN

ti ), XN
t /∈ D|Fti

))
+Opol(N). (22)

We first prove that for u ∈ (0, T/N ] and z ∈ D ∩ V∂D(R/2), one has

Pz
(
XN
u ∈ D(z), XN

u /∈ D
)
≤ K(T )

√
u exp

(
−cd

2(z, ∂D)
u

)
, (23)

for some c > 0. Since D satisfies the uniform interior sphere condition and d(z, ∂D) ≤ R/2 ≤ R, there exists
z0 ∈ D at distance R from ∂D, such that the domain D contains the ball B(z0, R) with center z0 and radius R,
tangent to ∂D at point πnD(z) (see Fig. 1): hence

Pz
(
XN
u ∈ D(z), XN

u /∈ D
)
≤ Pz

(
XN
u ∈ D(z), XN

u /∈ B(z0, R)
)

=
∫
D(z)∩Bc(z0,R)

pNu (z, y)dy, (24)

where pNu (z, y) is the Gaussian density of XN
u |XN

0 = z, which satisfies pNu (z, y) ≤ K(T )
ud/2 exp

(
−c‖z−y‖

2

u

)
. Up to

a rotation of axes and to taking z0 as new origin, we can consider w.l.o.g. that D(z) = {y ∈ Rd : y1 < R} and
Bc(z0, R) = {y ∈ Rd : ‖y‖ ≥ R}. Thus, the probability to evaluate can be upper bounded by∫

y1<R,‖y‖≥R

K(T )
ud/2

exp

(
−c (R− d(z, ∂D)− y1)2 +

∑d
i=2 y

2
i

u

)
dy

≤
∫ R

0

dy1
K(T )√

u
exp

(
−c (R− d(z, ∂D)− y1)2

u

)∫
Pd
i=2 y

2
i≥R2−y2

1

dy2 · · ·dyd
u(d−1)/2

exp

(
−c
∑d
i=2 y

2
i

u

)
+Opol(N)

by restricting the integral w.r.t. y1 to the interval [0, R] (the remainder term having an exponentially small
contribution). The integral w.r.t. y2, · · · , yd can be easily simplified using the spheric coordinates in Rd−1, and
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one obtains

∫
Pd
i=2 y

2
i≥R2−y2

1

dy2 · · ·dyd
u(d−1)/2

exp

(
−c
∑d
i=2 y

2
i

u

)
=

∫
r2≥R2−y2

1

C rd−2

u(d−1)/2
exp

(
−cr

2

u

)
dr

≤ C′ exp
(
−c′ (R

2 − y2
1)

u

)
·

Thus, one gets from (24), for new constants K(T ) and c > 0,

Pz
(
XN
u ∈ D(z), XN

u /∈ D
)
≤
∫ R

0

dy1
K(T )√

u
exp

(
−c (R− d(z, ∂D)− y1)2 +R2 − y2

1

u

)
+Opol(N)

=
K(T )√

u
exp

(
−c (R− d(z, ∂D))2 +R2

u

)∫ R

0

dy1 exp
(
y1

2c(R− d(z, ∂D))
u

)
+Opol(N)

≤ K(T )√
u

exp
(
−c (R− d(z, ∂D))2 +R2

u

) exp
(
R 2c(R−d(z,∂D))

u

)
2c(R−d(z,∂D))

u

+Opol(N)

≤ K(T )
√
u exp

(
−cd

2(z, ∂D)
u

)
+Opol(N)

using that R − d(z, ∂D) ≥ R/2 to bound from below the denominator at the last inequality. This proves the
estimate (23). Combining this upper bound with (22), we obtain

Px
(
t < τ̂N , XN

t /∈ D
)
≤ K(T )

√
T

N
Ex
(

1ti<τ̂N ,XNti∈V∂D(R/2) exp
(
−c

d2(XN
ti , ∂D)

t− ti

))
+Opol(N). (25)

Step 2. Preliminary upper bound for Px
(
t < τ̂N , XN

t /∈ D
)

Obviously, one has

Px
(
t < τ̂N , XN

t /∈ D
)
≤ K(T )

√
T

N
Ex
(

exp
(
−c

d2(XN
ti , ∂D)

t− ti

))
+Opol(N).

If pNt (x, y) denotes the density of XN
t |XN

0 = x, it is well known that

pNt (x, y) ≤ K(T )
td/2

exp
(
−c‖x− y‖

2

t

)
,

for any (t, x, y) ∈ (0, T ]× Rd × Rd (see Kusuoka and Stroock [16]), for some c > 0. Then, apply the following
lemma related to some kind of convolution of Gaussian kernels, to get

Px
(
t < τ̂N , XN

t /∈ D
)
≤ K(T )

N

1√
t
, (26)∫ T

0

Px
(
t < τ̂N , XN

t /∈ D
)

dt ≤ K(T )
N
· (27)

Estimate (27) will be improved later.
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Lemma 2.8. Assume (D). Put c1, c2 > 0. Then, for any δ, t ∈ (0, T ], any x ∈ Rd, any k ≥ 1, one has∫
Rd

dz
1
td/2

exp
(
−c1
‖x− z‖2

t

)
exp

(
−c2

d2(z, ∂D)
δ

)
≤ K(T )

√
δ

t + δ
exp

(
−c1 ∧ c2

d2(x, ∂D)
δ + t

)
+O(δk),

for some constant K(T ) uniform in x, t, δ, and O(δk) uniform in x and t.

This lemma is easy to prove. If D is a half-space, the estimate is straightforward to be obtained, simply using
the convolution of Gaussian kernels. For a more general domain, one first needs to use local diffeomorphisms
to reduce to the previous case. We do not give further details and refer to [11] for a complete proof.

Step 3. Transformation of Ex
(
(Fn)−(XN

T∧τ̂N )
)

To study Ex
[
L0
T∧τ̂N (Fn(XN))

]
, we prefer to consider Ex

(
(Fn)−(XN

T∧τ̂N )
)
, which is somehow equivalent.

Combining the Markov property at time ti and the estimate (15), one has

Ex
(
(Fn)−(XN

T∧τ̂N )
)

=
N−1∑
i=0

Ex
(

1ti<τ̂N≤ti+1 (Fn)−(XN
τ̂N )
)

=
N−1∑
i=0

Ex
(
1ti<τ̂N 1XNti∈V∂D(R) EXNti

(
1τ̂N≤T/N (Fn)−(XN

τ̂N )
))

+Opol(N). (28)

Put y ∈ D ∩ V∂D(R) and let us introduce τN = {t > 0 : XN
t /∈ D(y)}. Applying once again (15), one gets

Ey
(
1τ̂N≤T/N (Fn)−(XN

τ̂N )
)

= Ey
(
1τN≤T/N (Fn)−(XN

τN )
)

+Opol(N).

Now, note that, since Fn(.) vanishes on ∂D, one gets ∇Fn(x) ‖ n(x) for any x ∈ ∂D. Thus, combining second
order Taylor’s expansion formula around πn∂D(y) with the fact that (XN

τN
− πn∂D(y)) ⊥ n(πn∂D(y)), one easily

obtains (Fn)−(XN
τN

) = O
(∥∥XN

τ − πn∂D(y)
∥∥2
)
, and thus

Ey
(
1τ̂N≤T/N (Fn)−(XN

τ̂N )
)
≤ C Ey

[
1τN≤T/N ‖XN

τ − πn∂D(y)‖2
]

+Opol(N). (29)

Up to rotating the axis, there is no restriction to assume that n(πn∂D(y)) lies along the first axis: D(y) = {z ∈
Rd : z1 > y1 − d(y, ∂D)}. In that context, (XN

t )0≤t≤T/N is equal in law to

XN
t = y +B(y)t+


Σ1,1(y)W1,t∑d
j=1 Σ2,j(y)Wj,t

· · ·∑d
j=1 Σd,j(y)Wd,t

 ,

where the inferior triangular matrix Σ is defined by ΣΣ∗ = σσ∗. Since τN = inf{t > 0 : XN
1,t /∈ D(y)} = inf{t >

0 : B1(y)t+ Σ1,1(y)W1,t = −d(y, ∂D)} and πn∂D(y) = (y1 − d(y, ∂D), y2, · · · , yd)∗, one obtains:

‖XN
τN − π

n
∂D(y)‖2 =

d∑
i=2

(XN
i,τN − yi)

2 =
d∑
i=2

Bi(y)τN +
d∑
j=1

Σi,j(y)Wj,τN

2

≤ C

(τN )2 + d2(y, ∂D) +
d∑
j=2

W 2
j,τ

 ,Ey
[
1τN≤T/N ‖XN

τN − π
n
∂D(y)‖2|(W1,t)0≤t≤T/N

]
≤ C 1τN≤T/N

(
(τN )2 + d2(y, ∂D) + (d− 1) τN

)
.
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Hence, we deduce that

Ey
[
1τN≤T/N ‖XN

τN − πn∂D(y)‖2
]
≤ K(T ) Py

[
τN ≤ T/N

] (
T/N + d2(y, ∂D)

)
≤ K(T ) exp

(
−cd

2(y, ∂D)
T/N

) (
T/N + d2(y, ∂D)

)
≤ K(T )

T

N
exp

(
−cd

2(y, ∂D
T/N

)
,

where we used the estimate (15) for the second inequality. Combining the above estimate with (28, 29), one
gets:

Ex
(
(Fn)−(XN

T∧τ̂N )
)
≤ K(T )

T

N

N−1∑
i=0

Ex
(

1ti<τ̂N 1XNti ∈V∂D(R) exp
(
−c

d2(XN
ti , ∂D)
T/N

))
+Opol(N). (30)

Step 4. Preliminary upper bound for Ex
(
(Fn)−(XN

T∧τ̂N )
)

Using the same arguments as for (25) and (26), one easily obtains

Ex
(
(Fn)−(XN

T∧τ̂N )
)
≤ K(T )

T

N

(
1 +

N−1∑
i=1

K(T )

√
T/N

ti + T/N

)
≤ K(T )

√
T

N
· (31)

The above estimate is intermediary and is now going to be improved.

Step 5. Final upper bound for Ex
[
L0
T∧τ̂N (Fn(XN

. ))
]

and Ex
(
(Fn)−(XN

T∧τ̂N )
)

We first remark that for i ≥ 1 and for any t ∈ [ti−1, ti], one has

Ex
(

1ti<τ̂N exp
(
−c

d2(XN
ti , ∂D)
T/N

))
≤ K(T )Ex

(
1t<τ̂N exp

(
−c′ d

2(XN
t , ∂D)
T/N

))
+Opol(N),

for some constant c′ > 0 and function K(T ) uniform in t and N . Indeed, using 1ti<τ̂N ≤ 1t<τ̂N , one writes

Ex
(

1ti<τ̂N exp
(
−cd

2(XNti
,∂D)

T/N

))
≤ Ex

(
1t<τ̂N E

(
exp

(
−cd

2(XNti
,∂D)

T/N

)
|Ft
))

, and the result follows by com-

bining a Gaussian upper bound for the density of XN
ti conditionally on Ft, with Lemma 2.8. Then, we easily

deduce from (30) that

Ex
(
(Fn)−(XN

T∧τ̂N )
)
≤ K(T )

N
+K(T )

∫ T

0

dt Ex
(

1t<τ̂N 1XNt ∈V∂D(R) exp
(
−cd

2(XN
t , ∂D)
T/N

))
· (32)

To continue the analysis of the integral in r.h.s. of the above expression, we use the occupation times formula
(see e.g. [28]). For this, remark that for XN

t ∈ V∂D(R), one has, using Proposition 1.1,
a) d2(XN

t , ∂D) = (Fn)2(XN
t );

b) 1XNt ∈V∂D(R) = 1|Fn(XNt )|≤R;
c) d < Fn(XN

. ), Fn(XN
. ) >= ‖σ(XN

ϕ(t))n(πn∂D(XN
t ))‖ dt ≥ σ2

0 dt.

Hence, one gets∫ T

0

dt Ex
(

1t<τ̂N 1XNt ∈V∂D(R) exp
(
−cd

2(XN
t , ∂D)
T/N

))
≤ 1
σ2

0

∫ R

−R
dy exp

(
−c y2

T/N

)
Ex
[
Ly
T∧τ̂N (Fn(XN

. ))
]
.

(33)
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To control the above integral, we prove that

Ex
[
LyT∧τ̂N (Fn(XN

. ))
]
≤ K(T )

(
|y|+N−1

)
. (34)

Indeed, from Tanaka’s formula (see [28]), it follows that

Ex
[
LyT∧τ̂N (Fn(XN

. ))
]

= 2 Ex

[
(Fn(XN

T∧τ̂N )− y)− − (Fn(x)− y)− +
∫ T

0

1Fn(XNt )≤y 1t<τ̂N d(Fn(XN
t ))

]
.

(35)

On one hand, the triangular inequality combined with the preliminary estimate (31) yields

Ex
∣∣(Fn(XN

T∧τ̂N )− y)− − (Fn(x) − y)−
∣∣ ≤ Ex ∣∣(Fn(XN

T∧τ̂N ))− − (Fn(x))−
∣∣+ 2|y| ≤ K(T )N−1/2 + 2|y|.

On the other hand, one clearly has Ex
[∫ T

0 1Fn(XNt )≤y 1t<τ̂N d(Fn(XN
t ))

]
≤ C Ex

[∫ T
0 1Fn(XNt )≤y 1t<τ̂N dt

]
.

Then, one distinguishes two cases:

1) If y ≤ 0, one has Ex
[∫ T

0
1Fn(XNt )≤y 1t<τ̂N dt

]
≤ K(T ) N−1 using that 1Fn(XNt )≤y ≤ 1Fn(XNt )≤0 =

1XNt /∈D combined with (27);

2) If y > 0, then Ex
[∫ T

0
1Fn(XNt )≤y 1t<τ̂N dt

]
=Ex

[∫ T
0

1Fn(XNt )≤0 1t<τ̂N dt
]

+Ex
[∫ T

0
10<Fn(XNt )≤y

1t<τ̂N dt] . The first term of the r.h.s. is bounded by K(T ) N−1 as before. For the second, one
may once again apply occupation times formula, as for (33), to get

∫ T
0

dt Ex
(

10<Fn(XNt )≤y 1t<τ̂N
)
≤

1
σ2

0

∫ y
0

dzEx
[
LzT∧τ̂N (Fn(XN

. ))
]
≤ K(T ) y, simply using sup|y|≤R Ex

[
Ly
T∧τ̂N (Fn(XN

. ))
]
≤K(T ), which is

a direct consequence of (35).

Hence, one has proved Ex
[∫ T

0 1Fn(XNt )≤y 1t<τ̂N d(Fn(XN
t ))

]
≤ K(T )

(
|y|+N−1

)
: reminding (35), this shows

that Ex
[
LyT∧τ̂N (Fn(XN

. ))
]
≤ K(T )

(
|y|+N−1/2

)
. Plugging this estimate in (33), and then in (32), one obtains

Ex
(
(Fn)−(XN

T∧τ̂N )
)
≤ K(T ) N−1. (36)

To derive (34), restart computations from (35) using K(T )N−1 instead of K(T )N−1/2 for an upper bound for
Ex
(
(Fn)−(XN

T∧τ̂N )
)
. Taking y = 0 in (34) proves Lemma 2.6.

Step 6. Final upper bound for
∫ T

0
dt Px

(
t < τ̂N , XN

t /∈ D
)

Using (25), one gets:

∫ T

0

dt Px
(
t < τ̂N , XN

t /∈ D
)
≤ K(T )

(
T

N

)3/2 N−1∑
i=0

Ex
(

1ti<τ̂N ,XNti∈V∂D(R/2) exp
(
−c

d2(XN
ti , ∂D)
T/N

))
+Opol(N) ≤ K(T ) N−3/2

where for the last inequality, we apply the same arguments from (30) to (36). This proves Lemma 2.5.

Step 7. Proof of Lemma 2.4
The key point is to note that v(t, .) vanishes outside D. Thus, the quantity Ex

[
1T≥τ̂N v(τ̂N , XN

τ̂N )
]

can be
estimated in the same way that we have proceeded for Ex

(
(Fn)−(XN

T∧τ̂N )
)

in (28): this gives the same upper
bound than in (36), i.e. O(N−1). The proof is complete. �



EULER SCHEMES FOR DIFFUSION IN A DOMAIN 277

N

M
on

te
 C

ar
lo

 e
st

im
at

io
n

0 100 20050 150 250

0.3

0.4

0.25

0.35

0.45

Naive procedure                   
Half-space approximation procedure

Comparison of convergence

Figure 2. Comparison of convergence.

y =-.45587     x-1.2177
y =-1.0321     x-1.8511

log(N)

lo
g(

E
rr

or
)

1 2 3 4 5

-6

-5

-4

-3

-2

Naive procedure                   
Half-space approximation procedure

Order of convergence

Figure 3. Order of convergence.



278 E. GOBET

N

M
on

te
 C

ar
lo

 e
st

im
at

io
n

0 10050

0.1

0.2

0.3

0.15

0.25

Naive procedure              
Half space approximation     
Large deviation approximation

Figure 4. Comparison with large deviation estimates.

2.3. Numerical experiments

To test the accuracy of our procedure, we consider a 2-dimensional diffusion process (Xt)0≤t≤T killed at its
exit of the unit sphere: D = {x ∈ R2 : ‖x‖ < 1}. The coefficients which define (Xt)0≤t≤T are the following
ones:

B(x) =
(
−x2

x1

)
, σ(x) =

(
0 (2 + sin(x1 + x2))/3

(2 + cos(x1 + x2))/3 0

)
. (37)

We set X0 = 0 and T = 1. The function f of interest is chosen as f(x) = (‖x‖2 − 1)2. The current and further
computations have been performed on a PC computer (Pentium III processor, 800 MHz), using a code program
in C. To remove the Monte-Carlo method error in order to get only the discretization error, we have taken
large number of simulations (namely M = 1 000 000), with various number of time steps N (from N = 2 to
N = 256). Figure 2 represents the quantities evaluated by thoses simulations using either the naive procedure
(which involves only the simulation of a discrete time process), either the half-space approximation procedure
from this paper. One observes that the improved procedure converges much quickly to the true value (which is
unknown here).

We can also test the order of convergence, by ploting the errors w.r.t. N in log scales, assuming the relation
|Error(N)| ∼ N−α: the opposite of the slope then gives approximatively the order of convergence α. Here, the
quantity of reference for the true value is taken to be the result of a Romberg extrapolation (see [32]) using
half-space approximation algorithm with N = 256 and N = 512, for M = 5 000 000 paths. For the naive
procedure, the estimated order of convergence (see Fig. 3) is α = 0.45587 (the theoritical rate is α = 0.5), while
for half-space approximation, one gets α = 1.0321, which confirms somehow Theorem 2.3.

Another interesting issue is to compare our procedure with the one based on sharp large deviation estimates
to compute p(xi, xi+1, ε) defined by (10) (see [1,2]). We consider here a 2-dimensional Brownian motion starting
from 0, killed at its exit from the unit sphere D = {x ∈ R2 : ‖x‖ < 1}, and we compute the probability of exit



EULER SCHEMES FOR DIFFUSION IN A DOMAIN 279

before time T = 1 (i.e. f ≡ 1). At the first order (see [1]), one may simply consider

p(xi, xi+1, ε) ∼ exp
(
−u(xi, xi+1)

2ε

)
,

where u(xi, xi+1) = min
φ∈∂D

(‖xi − φ‖+ ‖xi+1 − φ‖)2 − ‖xi − xi+1‖2.

Figure 4 gives the Monte-Carlo results w.r.t. the number of time steps N , for the naive procedure, the
half-space approximation and the large deviation approximation, using M = 100 000 simulations. The true
value is about 0.0878. The large deviation approximation behaves slightly better than the procedure based on
half-space approximation concerning the accuracy for a given number N of time steps. However, if we focus on
the computational time, the algorithm we propose is much quicker.

Naive procedure Half-space approximation Large deviation approximation
Estimated value 0.147030 0.091367 0.091141
Relative error 67% 4.1% 3.8%

95% confidence interval [0.149270, 0.144790] [0.093044, 0.089690] [0.092817, 0.089465]
on the estimated value

Time 2.40 s 2.99 s 31.17 s

The above tabular sums up some results obtained for N = 32 time steps. It appears than the half-space
approximation procedure and the large deviation one have got merely the same precision, but the first one is
about 10 times quicker. This is due to the difficulty of computing u(xi, xi+1) by finding the minimizing point
φ ∈ ∂D. This example illustrates also that the proposed procedure is almost as quick as the naive one, while
being much more accurate.

3. Reflected diffusions

In this section, the process (Xt)t≥0 is a diffusion process taking its values in some domain D, with an
instantaneous oblique reflection on ∂D: it is defined by

Xt = x+
∫ t

0

B(Xs)ds+
∫ t

0

σ(Xs)dWs +
∫ t

0

γ(Xs)dks, (38)

where

• (Wt)t≥0 is a d-dimensional Brownian motion;

• the so-called local time kt is a process increasing only on ∂D: kt =
∫ t

0

1Xt∈∂D dks.

The domain D is supposed to satisfy assumption (D), while the unit inward vector field γ is non tangent to
∂D (assumption (Γ)).

Our objective is now to compute, using Monte-Carlo simulations, Ex
[
f(XT )−

∫ T
0 h(Xt) dkt

]
, for given

measurable functions f and h, and for a fixed time T .

Projected Euler scheme. One way to do consists in using a projected Euler scheme (see papers from
Saisho [29]; Slominski [31]; Pettersson [26]; Constantini et al. [7] and references therein): this is the discrete
version of the Skorohod problem. We present the algorithm, in its generalized version to the case of oblique
reflection. If the discretization times are given by ti = iT/N , the projected Euler scheme (XN

ti )0≤i≤N and its
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associated local time are defined by:
XN

0 = x
Y Nti+1

= XN
ti +B(XN

ti ) T/N + σ(XN
ti )(Wti+1 −Wti)

XN
ti+1

= πγD

[
Y Nti+1

]
kNti+1

= kNti + (F γ)−
[
Y Nti+1

]
.

(39)

One may have some problems to define πγD and F γ if the simulation Y Nti+1
is too far fromD (namely, d(Y Nti+1

, ∂D) >
R): anyway, this situation occurs with an exponentially small probability (w.r.t. N), and if so, one may redraw
the simulation, this having no incidence on the accuracy of the algorithm.

Hence, to simulate f(XT )−
∫ T

0
h(Xt) dkt, one may use

ZN := f(XN
T )−

N−1∑
i=0

h
(
πγ∂D(XN

ti )
)

(kNti+1
− kNti ).

Constantini et al. [7] has performed an analysis of the rate of convergence of such an approximation, and has
proved, under some assumptions, that

Ex

(
ZN −

{
f(XT )−

∫ T

0

h(Xt) dkt

})
= O

(
N−1/2

)
.

This rate is achieved in some simple particular cases. Actually, the rate obtained in [7] is N−1/2+ε for any ε > 0
in the case of normal reflection, but using some arguments from this paper, it is possible to obtain the rate
N−1/2, even for the case of oblique reflection.

Penalty method. Another approach has been developed by Menaldi [22], Lions and Sznitman [20], Liu [21],
Pettersson [27], Kanagawa and Saisho [15] among others. It consists in replacing the local time term in (38)
by a drift type term, which value is zero inside D and rapidly grows w.r.t. the distance to ∂D, outside D.
Derivation of some rates of convergence is available, but only for the strong approximation, and we refer the
reader to the cited papers for further details.

An appropriate Markov chain approximation at random discretization times has been studied by Milshtein
[23]. His procedure requires at each step near the boundary to change coordinates, and by the way, the algorithm
seems to be difficult to implement.

Let us also mention a paper by Hausenblas [14], who uses excursions theory to build a numerical scheme in
the particular case of half-space domain.

Exact simulation when D is a half-space. Lépingle [18,19] has pointed out that, when the coefficients B,
σ, γ are constants and when D is a half-space, an exact simulation of (Xt, kt) is available.

To state a precise formulation, we define D =
{
z ∈ Rd : (z − y).n > 0

}
and consider the solution of Xt =

x+B t+ σ Wt + γ kt, which is obliquely reflected in D. In that case, it is easy to check, from the statement of
the Skorohod problem, that kt is explicitly given by:

kt =
1
n.γ

max
(

0, sup
0≤s≤t

−(x+B s+ σ Ws − y).n
)
. (40)
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Thus, we can simulate (Xt, kt) owing the

Proposition 3.1. Set a ∈ Rd and c ∈ R. If U law= N (0, t Id) and V law= E(1/2t) independent of U , one has(
Wt, sup

0≤s≤t
(a.Ws + c s)

)
law=
(
U,

1
2

[
a.U + ct+

√
|a|2V + (a.U + ct)2

])
.

Then, Lépingle derives from this result a discretization scheme for non constant function B and σ when the
domain is a half-space. He derives the rate of convergence, but only for the strong approximation.

Our approach. Our contribution to the problem of simulation of reflected diffusions is threefold.
1) We derive a fully implementable procedure for general reflected diffusions in smooth domains, by taking

profit from the fact that one can simulate exactly a reflected diffusion with constant coefficients in a
half-space.

2) We prove in Theorems 3.2 and 3.3, the associated weak error can be of order N−1 instead of N−1/2 in
the previous works.

3) We allow the function f to be only measurable provided that a support condition is fulfilled, whereas as
far as we know, only smooth functions f have been considered before (see [7]).

Theorem 3.2 below has been announced without proofs by the author in [13]: in the cited paper, the algorithm
suggested is slightly different and less accurate than the one below, when one computes expectations of integral
w.r.t. local time. We now turn to the description of the current algorithm.

3.1. Algorithm and analysis of the error

3.1.1. Algorithm

To begin, set XN
0 = x and kN0 = 0. We assume that XN

ti ∈ D and kNti are defined and we now construct
XN
ti+1

and kNti+1
.

Case a. XN
ti /∈ V∂D(R).

We can consider that there is no reflection between ti and ti+1, which is false only with an exponentially
small probability w.r.t. N . Thus, we set

XN
ti+1

= XN
ti +B(XN

ti ) (ti+1 − ti) + σ(XN
ti ) (Wti+1 −Wti) and kNti+1

= kNti .

If XN
ti+1

/∈ D, we reject the simulation and redraw a new one: anyhow, this occurs with a negligible
probability.

Case b. XN
ti ∈ V∂D(R).

Step 1. We set s = πγ∂D(XN
ti ) for the projection of XN

ti on ∂D parallel to γ, and we define D(s) ={
z ∈ Rd : (z − s).n(s) > 0

}
the half-space delimited by the tangent plane to ∂D, at s (see Fig. 5).

Step 2. Let (Y it )ti≤t≤ti+1 be the diffusion with constant coefficients, reflected on ∂D in the direction
γ(s): this is defined by

Y it = XN
ti +B(XN

ti ) (t− ti) + σ(XN
ti ) (Wt −Wti) + γ(s) (kNt − kNti ). (41)

Note that (Y iti+1
, kNti+1

−kNti ) can be simulated using Proposition 3.1. On the rare event {Y iti+1
/∈ D(R)},

restart the above simulation.
Step 3. If Y iti+1

∈ D (this occurs most of the time), we set XN
ti+1

= Y iti+1
. Otherwise, if Y iti+1

/∈ D,
set XN

ti+1
= πγD(Y iti+1

) (see Figure 5). The quantity (F γ)−(Y iti+1
) also contributes to increase the local

time between ti and ti+1.
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Figure 5. Description of the algorithm near the boundary.

We propose to approximate the quantity of interest f(XT )−
∫ T

0
h(Xt) dkt by

ZN := f(XN
T )−

N−1∑
i=0

1XNti∈V∂D(R) h
(
πγ∂D(XN

ti )
) (

kNti+1
− kNti + (F γ)−(Y iti+1

)
)
. (42)

The quantity ZN is different from that suggested in [13], by the term (F γ)−(Y iti+1
), which turns to be important

to get a rate of convergence equal to N−1 when h 6= 0.

In the following theorems, we state that the associated weak error is of order N−1 when the reflection
direction γ is so-called conormal, that is γ ≡ γc, where γc is given in Definition 1.2. Actually, it is known
that nice symmetry properties are available in that context (see e.g. [24, 25]). In our analysis of the algorithm,
similar properties will be used.

Some standard assumptions on the coefficients involved in the definition of (Xt)0≤t≤T are needed. These are
the following ones.

Assumption (S). B(.) is a C5
b (D,Rd) function and σ(.) is a C5

b (D,Rd ⊗ Rd) function.

Assumption (E). The matrix σσ∗ is uniformly elliptic: for some σ0 > 0, one has

∀ x ∈ D σσ∗(x) ≥ σ2
0 IRd⊗Rd .

3.1.2. Main results

We first consider the case h ≡ 0, i.e. we focus on the approximation of Ex(f(XT )): hence, ZN = f(XN
T ).

As for the case of killed diffusions, two types of hypotheses on the function f are considered.

Hypothesis (H1). f is a bounded measurable function, satisfying d(supp(f), ∂D) ≥ ε > 0.
Hypothesis (H2). f is a C5

b (D,R) function, satisfying the following condition of vanishing on ∂D: ∀z ∈
∂D ∇f.γ(z) = ∇(Lf).γ(z) = 0.

Our main result is:

Theorem 3.2. Assume (D), (Γ), (S), (E) and that f satisfies (H1) or (H2).
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If the reflection is conormal, then

Ex
[
f(XN

T )− f(XT )
]

= O
(
N−1

)
.

In the other cases, the error is of order N−1/2.

If we allow h to be different from 0, considering the weak approximation of f(XT ) −
∫ T

0
h(Xt)dkt, we use

ZN defined in (42). Since the case of measurable functions f has been considered in Theorem 3.2, we assume
here that f and h are both smooth functions, which satisfy the following compatibility conditions.

Hypothesis (H3). The function f (resp. h) is a C5
b (D,R) (resp. C4

b (∂D,R)) function, satisfying the following
compatibility conditions on ∂D: ∀z ∈ ∂D ∇f.γ(z)− h(z) = ∇(Lf).γ(z) = 0.

Theorem 3.3. Assume (D), (Γ), (S), (E) and that f satisfies (H3).
If the reflection is conormal, then

Ex

[
ZN −

(
f(XT )−

∫ T

0

h(Xt)dkt

)]
= O

(
N−1

)
.

In the other cases, the error is of order N−1/2.

Thus, in the case of conormal reflection, Theorems 3.2 and 3.3 ensure that the algorithm converges faster
than that using projected Euler scheme [7]. Furthermore, numerical experiments illustrate that this seems to
be also true when the reflection is not conormal, even if no theoretical result confirms this numerical fact.

3.2. Proofs

For (t, x) ∈ [0, T ]×D, we set

v(t, x) := Ex

[
f(XT−t)−

∫ T−t

0

h(Xs)dks

]
. (43)

Here again, the approximation error is analyzed using the PDE solved by v.
Under Assumptions (D), (Γ), (S) and (E), the function v(t, x) is of class C2,4([0, T )×D,R) and satisfies a

parabolic PDE of second order with Neumann condition, i.e. ∂tv + L v = 0 for (t, x) ∈ [0, T )×D
(∇v.γ)(t, x) = h(x) for (t, x) ∈ [0, T )× ∂D
v(T, x) = f(x) for x ∈ D

(44)

the operator L being given by (3) (we have assumed that f is a bounded measurable function and h is smooth,
say of class C3). In the following, it might be useful to rewrite expectations of integral w.r.t. the local time
kt in terms of surface integral involving the transition density pt(x, y) of the Markov process (Xt)t≥0. Namely,
one has:

Ex

[∫ T

0

h(t,Xt)dkt

]
=

1
2

∫ T

0

dt
∫
∂D

ds aγ(s) pt(x, s) h(t, s), (45)
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where aγ is defined in (5). Indeed, let u(t, x) = Ex
[
−
∫ T−t

0 h(s,Xs)dks
]

be the solution of (44) with f ≡ 0 as
Cauchy condition and h(t, x) as Neumann condition. Then, one has:

Ex

(∫ T

0

h(t,Xt)dkt

)
= Ex(u(T,XT )− u(0, x)) =

∫ T

0

dt
∫
D

dz (∂tpt(x, z) u(t, z) + pt(x, z) ∂tu(t, z)) .

For fixed x, the function (t, z) 7→ pt(x, z) satisfies the Kolmogorov forward equation ∂tpt(x, z) = L∗pt(x, z) with
the boundary condition − 1

2 a
γ∗(s) ∇pt(x, s).γ∗(s) + b(s) pt(x, s) = 0 for any s ∈ ∂D, where aγ

∗
and b are given

in formula (6). Hence, the cited formula yields∫
D

dz ∂tpt(x, z) u(t, z) =
∫
D

dz pt(x, z) L u(t, z) +
1
2

∫
∂D

aγ(s) pt(x, s) ∇u(t, s).γ(s) ds,

and using the PDE solved by u, one completes the proof of (45).

3.2.1. Proof of Theorems 3.2 and 3.3 in the case of smooth functions f and h

We first derive a general decomposition of the error. Using v(T, .) = f(.), one has

Ex

(
f(XN

T )−
N−1∑
i=0

1XNti∈V∂D(R) h
(
πγ∂D(XN

ti )
) (

kNti+1
− kNti + (F γ)−(Y iti+1

)
))
− v(0, x) :=

N−1∑
i=0

(Ai +Bi)

(46)

where Ai = Ex
(
1XNti /∈V∂D(R)

[
v(ti+1, X

N
ti+1

)− v(ti, XN
ti )
])
,

Bi = Ex
(
1XNti∈V∂D(R)

[
v(ti+1, X

N
ti+1

)− v(ti, XN
ti )− h

(
πγ∂D(XN

ti )
) (

kNti+1
− kNti + (F γ)−(Y iti+1

)
)])

,

where Y iti+1
is defined in Step 2. Under Assumption (H2) or (H3), the function v is at least a C2,4([0, T ]×D,R)

function, with uniformly bounded derivatives (see Th. 5.3, p. 320 [17]): there is a function K(T ), such that for
all multi-index α of length |α| ≤ 4, we have

∀ (t, x) ∈ [0, T ]×D |∂αx v(t, x)| ≤ K(T ). (47)

From now on, we consider a function defined on [0, T )× Rd, which coincides with v on [0, T )×D, and which
has the same regularity properties than those on [0, T )×D (see Sect. IV.4 [17]): we still denote it by v.

We first focus on terms Ai. This is the easy part of the analysis since it is merely related to the behavior far
from the boundary. For t ∈ [ti, ti+1], define Zt = XN

ti +B(XN
ti ) (t− ti) + σ(XN

ti ) (Wt −Wti). If one introduces
τN = inf{t > ti : d(Zt, ∂D) ≤ R/2}, one remarks that on {τN > ti+1}, one has XN

ti+1
= Zti+1 , referring to

Case a) of the algorithm. Since Px(τN ≤ ti+1, X
N
ti /∈ V∂D(R)) = Opol(N) (use estimate (15)), one readily

obtains that

Ai = Ex
(
1XNti /∈V∂D(R)

[
v(ti+1, Zti+1)− v(ti, XN

ti )
])

+Opol(N).

Using the notation Lz for the infinitesimal generator of Zt on [ti, ti+1) (see (13)), two applications of Ito’s
formula, combined with (Lzv + ∂tv)|z=XNti (t, Zt) = 0 for t = ti, easily yield:

Ai = Ex
(

1XNti /∈V∂D(R)

∫ ti+1

ti

dt (Lzv + ∂tv)|z=XNti (t, Zt)
)

+Opol(N)

= Ex
(

1XNti /∈V∂D(R)

∫ ti+1

ti

dt
∫ t

ti

dr (Lz + ∂t)(Lzv + ∂tv)|z=XNti (r, Zr)
)

+Opol(N).
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This proves that Ai = O(N−2) uniformly in i. Hence, summing up this estimate in (46), it follows that these
terms have a global contribution of order N−1.

We now consider the estimation of terms Bi. This corresponds to the crucial contribution in the error, since
it involves what happens near the boundary. Referring to Step 2 and Step 3 of the algorithm, one easily obtains

Bi = Ex
(
1XNti∈V∂D(R)

[
v(ti+1, Y

i
ti+1

)− v(ti, XN
ti )− h

(
πγ∂D(XN

ti )
)

(kNti+1
− kNti )

])
+Ex

(
1XNti∈V∂D(R)

[
v(ti+1, π

γ
D(Y iti+1

))− v(ti+1, Y
i
ti+1

)− h
(
πγ∂D(XN

ti )
)

(F γ)−(Y iti+1
)
])

+Opol(N)

:= Ci +Di +Opol(N),

where we put for t ∈ [ti, ti+1], Y it = XN
ti + B(XN

ti ) (t − ti) + σ(XN
ti ) (Wt − Wti) + γ(πγ∂D(XN

ti ))
(kNt − kNti ), piecewise diffusion process which is reflected in D(πγ∂D(XN

ti )) =
{
z ∈ Rd : (z − πγ∂D(XN

ti )).n(πγ∂D
(XN

ti )) > 0
}

.
Theorems 3.2 and 3.3 are proved if one shows that

N−1∑
i=0

Ci =
{
O(N−1) in the conormal case,
O(N−1/2) in the general case,

(48)

N−1∑
i=0

Di = O(N−1) in the general case. (49)

For this, we divide computations in several steps.

Step 1. Estimation of the term Ci in the general case
For y ∈ V∂D(R) ∩D, set sy = πγ∂D(y). Consider (Y it )0≤t≤T/N the reflected diffusion in the half-space D(y):

Y it = y +B(y) t+ σ(y)Wt + γ(sy) kNt . (50)

Applying Markov property in Ci, one has to evaluate

Ey
(
v(ti+1, Y

i
T/N )− v(ti, y)− h (sy) kNT/N

)
=

∫ T/N

0

dt Ey
(
(∂t + Ly)v(ti + t, Y it )

)
(51)

+Ey

(∫ T/N

0

dt
(
∇v(ti + t, Y it ).γ(sy)− h(sy)

)
dkNt

)
:= Ci,1 + Ci,2. (52)

Evaluation of Ci,1. Apply Ito’s formula, remarking that (∂t + Ly)v(ti + t, Y it ) = 0 for t = 0; it follows that

Ci,1 =
∫ T/N

0

dt
∫ t

0

dr Ey
(
(∂t + Ly)2v(ti + r, Y ir )

)
+
∫ T/N

0

dt Ey
(∫ t

0

dr ∇(∂t + Ly)v(ti + r, Y ir ).γ(sy) dkNr

)
. (53)
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The first term in the r.h.s. of (53) has obviously the expected order K(T ) N−2. For the second, apply
formula (45) to (Y it )0≤t≤T/N defined in (50) to obtain:

∫ T/N

0

dt Ey
(∫ t

0

dr ∇(∂t + Ly)v(ti + r, Y ir ).γ(sy) dkNr

)
=

1
2
a(y)

∫ T/N

0

dt
∫ t

0

dr
∫
∂D(y)

ds ∇(∂t + Ly)v(ti + r, s).γ(sy) pNr (y, s) (54)

where pNt (y, z) is the transition density of (Y it )0≤t≤T/N . Considering (5), the quantity a(y) is defined by
a(y) = n(sy).σσ∗(y)n(sy)

n(sy).γ(sy) . To evaluate the surface integral, there is no loss of generality to assume that D(y) =

{z ∈ Rd : z1 > 0}: in that setting, we set sy =
[

0
s′y

]
∈ ∂D(y) for s′y ∈ Rd−1. Then, one has

∫
∂D(y)

ds ∇(∂t + Ly)v(ti + r, s).γ(sy) pNr (y, s) =
∫
Rd−1

dz ϕ(z) pNr

(
y,

[
0
z

])
, (55)

where ϕ(z) = ∇(∂t + Ly)v
(
ti + r,

[
0
z

])
.γ(sy). A standard Gaussian upper bound is available for pNt (y, z):

pNt

(
y,

[
0
z

])
≤ K(T )

td/2
exp

−c‖y −
[

0
z

]
‖2

t

 ≤ K(T )
td/2

exp

(
−c′

(F γ(y))2 + ‖z − s′y‖2

t

)
· (56)

Since ϕ is uniformly bounded, one easily obtains that the surface integral (55) is bounded by K(T )√
r

exp(
−c′ (F

γ(y))2

r

)
: thus, from (54), it readily follows that

∣∣∣∣∣
∫ T/N

0

dt Ey
(∫ t

0

dr ∇(∂t + Ly)v(ti + r, Y ir ).γ(sy) dkNr

)∣∣∣∣∣ ≤ K(T )
(
T

N

)3/2

exp
(
−c′ (F

γ(y))2

T/N

)
· (57)

Combining (57) and (53), we clearly see that the contributions of Ci,1 in terms Ci is bounded by
∑N−1
i=0

[
K(T )
N2 +

K(T )
(
T
N

)3/2
exp

(
−c′ (F

γ(XNti
))2

T/N

)]
. Apply the following lemma, which will be proved at last, to conclude that

terms Ci,1 globally contributes to the order N−1 in any case.

Lemma 3.4. Assume (D), (Γ), (S) and (E). Put c > 0. There is a function K(T ) such that

T

N

N−1∑
i=0

Ex
(

exp
(
−c

(F γ(XN
ti ))2

T/N

))
≤ K(T )√

N
·

Evaluation of Ci,2. Using the same arguments as before, we rewrite Ci,2 using a surface integral:

Ci,2 =
1
2
a(y)

∫ T/N

0

dt
∫
∂D(y)

ds (∇v(ti + t, s).γ(sy)− h(sy)) pNt (y, s). (58)
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We can once again consider w.l.o.g. that D(y) = {z ∈ Rd : z1 > 0}: thus,∫
∂D(y)

ds (∇v(ti + t, s).γ(sy)− h(sy)) pNt (y, s) =
∫
Rd−1

dz φ(z) pNt

(
y,

[
0
z

])
,

where φ(z) = ∇v
(
ti + t,

[
0
z

])
.γ(sy) − h(sy). The Neumann condition satisfied by v on ∂D tells us that

φ(z) = 0 at z = s′y. Hence, Taylor’s formula gives |φ(z)| ≤ K(T )‖z − s′y‖ and consequently, using the upper
bound (56) for pNt (y, z), one gets:∣∣∣∣∣
∫
∂D(y)

ds (∇v(ti + t, s).γ(sy)− h(sy)) pNt (y, s)

∣∣∣∣∣ ≤ K(T )
∫
Rd−1

dz‖z−s′y‖
K(T )
td/2

exp

(
−c′

(F γ(y))2 + ‖z−s′y‖2

t

)

≤ K(T ) exp
(
−c′ (F

γ(y))2

t

)
· (59)

Thus, one has proved that |Ci,2| ≤ K(T ) T
N exp

(
−c′ (F

γ(y))2

T/N

)
. Finally, the application of Lemma 3.4 combined

with (58) and (52) proves that Ci,2 contributes globally to the order N−1/2. This completes the proof of (48)
in the general case.

Step 2. Improved estimation of the term Ci in the conormal case
The evaluation for Ci,1 needs not to be changed since it already gives the expected order N−1. To deal with

Ci,2 and improve the rate of convergence in (48) in the conormal case, remark that it is sufficient to prove that
under this assumption, one has∣∣∣∣∫

Rd−1
dz φ(z) pNt

(
y,

[
0
z

])∣∣∣∣ ≤ K(T )
√
t exp

(
−c′ (F

γ(y))2

t

)
, (60)

instead of (59) in the general case. The improvement relies on some symmetry properties of pNt (y, s) for s ∈

∂D(y). Actually, the key argument which comes into play is that, in the conormal case, z 7→ pNt

(
y,

[
0

s′y + z

])
is merely an even function in each variable zi, 1 ≤ i ≤ d− 1: in fact, this is true if the drift term B is equal zero
and the diffusion matrix σ is diagonal.

To state a precise formulation, we start from the process (Ỹ B̃t )t≥0, defined as a Brownian motion with
constant drift B̃, reflected in D(y) = {z ∈ Rd : z1 > 0} in the constant direction γ̃:

Ỹ B̃t = ỹ + B̃ t+ W̃t + γ̃ k̃t,

where W̃ is a standard Brownian motion and k̃t =
1
γ̃1

max
(

0, sup
0≤s≤t

−[ỹ + B̃ s+ W̃s]1

)
. We denote by p̃B̃t (ỹ, z)

its probability transition density (the dependence w.r.t. B̃ will be useful in the following to reduce to the drift-
less case). Now, consider U(y), an orthogonal matrix with first column equal to (σ∗(y)e1)/‖σ∗(y)e1‖, where e1 =
(1, 0, · · · , 0)∗ and choose ỹ, B̃, γ̃ such that y = σ(y)U(y)ỹ, B(y) = σ(y)U(y)B̃ and
γ(sy) = (σ(y)U(y)γ̃)/‖σ(y)U(y)γ̃‖. Then, the process (σ(y)U(y)Ỹ B̃t )t≥0 is equal in law to (Y it )t≥0 defined
by (50). Indeed, since [σ(y)U(y)V ]1 = V1 for any V ∈ Rd, one has

σ(y)U(y)Ỹ B̃t = σ(y)U(y)ỹ + σ(y)U(y)B̃ t+ σ(y)U(y)W̃t +
σ(y)U(y)γ̃

γ̃1
max

(
0, sup

0≤s≤t
−[ỹ + B̃ s+ W̃s]1

)
= y +B(y) t+ σ(y)Ŵt +

γ(sy)
γ1(sy)

max
(

0, sup
0≤s≤t

−[y +B(y) s+ σ(y)Ŵs]1

)
,
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where (Ŵt = U(y)W̃t)t≥0 defines a new Brownian motion. It follows that

pNt (y, z) = p̃B̃t
(
ỹ, (σ(y)U(y))−1z

) 1
det(σ(y)U(y))

· (61)

It remains to get an explicit expression for p̃B̃t (ỹ, z); for this, we combine the Girsanov transformation and
Lépingle’s results [18,19] to write that for any bounded measurable function g, one has

Eỹ(g(Ỹ B̃t )) = E
(
g

(
ỹ + W̃t +

γ̃

γ̃1

)
max

(
0, sup

0≤s≤t
−[ỹ + W̃s]1

)
exp

(
B̃.Wt −

1
2
|B̃|2t

))
=

∫
Rd

dw
∫ ∞
w−1

dy′ g
(
ỹ + w +

γ̃

γ̃1
max(0,−ỹ1 + y′)

)
exp

(
B̃.w − 1

2
|B̃|2t

)
1

(2πt)d/2
exp

(
−

d∑
i=2

w2
i

2t

)
2(2y′ + w1)

t
exp

(
− (2y′ + w1)2

2t

)
·

To identify the above expression with
∫
D(y)

dz g(z)p̃B̃t (ỹ, z), we split the above integral in two parts: the first
one corresponds to the set {w ∈ Rd, w−1 ≤ y′ ≤ y1}, for which one puts the change of variables z = ỹ + w; for
the second one associated to {w ∈ Rd,max(w−1 , y1) ≤ y′}, one sets z = ỹ+w+ γ̃

γ̃1
(−ỹ1 + y′) for fixed y′. These

easy computations lead to

p̃B̃t (ỹ, z) =
1

(2πt)d/2
exp

(
−

d∑
i=2

[z − ỹ]2i
2t

)(
exp
(
− [z − ỹ]21

2t

)
− exp

(
− [z + ỹ]21

2t

))
exp
(
B̃.(z − ỹ)− 1

2
|B̃|2t)

)

+
2

(2πt)d/2

∫ ∞
ỹ1

dy′ exp

− d∑
i=2

[
z − ỹ − γ̃

γ̃1
(−ỹ1 + y′)

]2
i

2t

 (y′ + z1)
t

exp
(
− (y′ + z1)2

2t

)

× exp
(
B̃.(z − ỹ − γ̃

γ̃1
(−ỹ1 + y′))− 1

2
|B̃|2t)

)
. (62)

Now, denote by J the linear application from Rd−1 into Rd−1 defined by (σ(y)U(y))−1

[
0
z

]
=
[

0
J(z)

]
: since

σ(y)U(y) is invertible, J satisfies the same properties. From (61), one deduces that∫
Rd−1

dz φ(z) pNt

(
y,

[
0
z

])
=

∫
Rd−1

dz φ(z) p̃B̃t

(
ỹ, (σ(y)U(y))−1

[
0
z

])
1

det(σ(y)U(y))

=
∫
Rd−1

dz φ(z)
(
p̃B̃t − p̃0

t

)(
ỹ, (σ(y)U(y))−1

[
0
z

])
1

det(σ(y)U(y))

+
∫
Rd−1

dz′ φ
(
J−1(z′) + s′y

)
p̃0
t

(
ỹ,

[
0

z′ + J(s′y)

])
|detJ |

det(σ(y)U(y))
:= Ci,3 + Ci,4. (63)

From the explicit expression of p̃B̃t , it is easy to check that
∣∣∣p̃B̃t (ỹ, z)− p̃0

t (ỹ, z)
∣∣∣ ≤ K(T )

t(d−1)/2 exp
(
−c‖z−ỹ‖

2

t

)
, for

some uniform constants in t, ỹ, z. This estimate is sufficient to assert that |Ci,3| ≤ K(T )
√
t exp

(
−c′ (F

γ(y))2

t

)
,

applying the same arguments than for (59).
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The control of Ci,4 requires a more careful analysis of p0
t

(
ỹ,

[
0

z′ + J(s′y)

])
, which from (62) is equal to

2
(2πt)d/2

∫ ∞
ỹ1

dy′ exp

−
d∑
i=2

([
0

z′ + J(s′y)

]
− ỹ − γ̃

γ̃1
(−ỹ1 + y′)

]2

i

2t

 y′

t
exp

(
−y
′2

2t

)
· (64)

Besides, one has ỹ = (σ(y)U(y))−1y = (σ(y)U(y))−1(sy + F γ(y)γ(sy)), and thus ỹ1 = y1 = F γ(y)γ1(sy) using
repeatedly [σ(y)U(y)V ]1 = V1 = [(σ(y)U(y))−1V ]1. Hence, easy computations yield[

0
z′ + J(s′y)

]
− ỹ − γ̃

γ̃1
(−ỹ1 + y′) =

[
0
z′

]
− (σ(y)U(y))−1γ(sy)

γ1(sy)
y′

=
[

0
z′

]
− (σ(sy)U(sy))−1γ(sy)

γ1(sy)
y′ (65)

+
(
(σ(sy)U(sy))−1γ(sy)− (σ(y)U(y))−1γ(sy)

) y′

γ1(sy)
· (66)

In our situation where D(y) = {z1 > 0}, the conormal condition at sy states that

σσ∗(sy)e1 ‖ γ(sy)⇐⇒ (σ(sy)U(sy))−1γ(sy) ‖ e1,

so that the term (65) has its i-th component (i ≥ 2) equal only to z′i. Writing ‖(σ(y)U(y))−1γ(sy)
−(σ(sy)U(sy))−1γ(sy)‖ ≤ C|y1| to control (66), it readily follows, from (64), that∣∣∣∣p̃0

t

(
ỹ,

[
0

z′ + J(s′y)

])
− 2

(2πt)d/2
exp

(
−‖z

′‖2
2t

)
exp

(
−y

2
1

2t

)∣∣∣∣
≤ K(T )

t(d−1)/2
exp

(
−c‖z

′‖2
t

)
exp

(
−c (F γ)2(y)

t

)
.

Thus, one obtains∣∣∣∣Ci,4 − ∫
Rd−1

dz′ φ
(
J−1(z′) + s′y

) 2
(2πt)d/2

exp
(
−‖z

′‖2
2t

)
exp

(
−y

2
1

2t

)
|detJ |

det(σ(y)U(y))

∣∣∣∣
≤ K(T )

√
t exp

(
−c′ (F

γ(y))2

t

)

using the same arguments than for (59). Finally, exploiting the even properties of exp
(
−‖z

′‖2
2t

)
w.r.t. z′, one

may write ∣∣∣∣∫
Rd−1

dz′ φ
(
J−1(z′) + s′y

) 2
(2πt)d/2

exp
(
−‖z

′‖2
2t

)
exp

(
−y

2
1

2t

)∣∣∣∣
=

∣∣∣∣∫
Rd−1

dz′ (φ
(
J−1(z′) + s′y

)
+ φ

(
J−1(−z′) + s′y

)
)

1
(2πt)d/2

exp
(
−‖z

′‖2
2t

)
exp

(
−y

2
1

2t

)∣∣∣∣
≤ K(T )

√
t exp

(
−c′ (F

γ(y))2

t

)
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using that |φ
(
J−1(z′) + s′y

)
+φ

(
J−1(−z′) + s′y

)
| ≤ K(T ) ‖z′‖2 and analogous arguments as above. This proves

that |Ci,4| ≤ K(T )
√
t exp

(
−c′ (F

γ(y))2

t

)
, and by (63), we have proved (60).

Step 3. Estimation of the term Di in the general case

Applying Markov property in Di and putting z = XN
ti ∈ D ∩ V∂D(R), one has to analyze

E
(
v(ti+1, π

γ
D(Y iT/N ))− v(ti+1, Y

i
T/N )− h (πγ∂D(z)) (F γ)−(Y iT/N )|Y i0 = z

)
(67)

= E
(
v(ti+1, π

γ
D(Y iT/N ))− v(ti+1, Y

i
T/N )− h

(
πγ∂D(Y iT/N )

)
(F γ)−(Y iT/N )|Y i0 = z

)
+ E

([
h
(
πγ∂D(Y iT/N )

)
− h (πγ∂D(z))

]
(F γ)−(Y iT/N )|Y i0 = z

)
,

where (Y it )0≤t≤T/N is defined by (50) (with z instead of y). On the event {Y iT/N ∈ D(R)}, which proba-
bility is exponentially close to 1 (apply estimate (15) which is also valid for (Y it )0≤t≤T/N ), it is straightfor-
ward to see from the definition of πγD(.) and from the Neumann condition satisfied by v on ∂D, that one has∣∣∣v(ti+1, π

γ
D(Y iT/N ))− v(ti+1, Y

i
T/N ) − h

(
πγ∂D(Y iT/N )

)
(F γ)−(Y iT/N )

∣∣∣ ≤ K(T ) ((F γ)−)2(Y iT/N ). Inserting this
estimate in (67), one easily deduces that∣∣∣E(v(ti+1, π

γ
D(Y iT/N ))− v(ti+1, Y

i
T/N )− h (πγ∂D(z)) (F γ)−(Y iT/N )|Y i0 = z

)∣∣∣
≤ K(T ) E

(
((F γ)−)2(Y iT/N ) + ‖Y iT/N − z‖ (F γ)−(Y iT/N )|Y i0 = z

)
+Opol(N).

To complete the proof of (49), we combine the following upper bounds

E
(

((F γ)−)2(Y iT/N )|Y i0 = z
)
≤ K(T )

(
T

N

)3/2

exp
(
−cd

2(z, ∂D)
T/N

)
(68)

E
(
‖Y iT/N − z‖ (F γ)−(Y iT/N )|Y i0 = z

)
≤ K(T )

(
T

N

)3/2

exp
(
−cd

2(z, ∂D)
T/N

)
(69)

with Lemma 3.4 (recall that d2(z, ∂D) ≥ (F γ(z))2/(c1)2 by Prop. 1.1).
Now, let us prove (68). By definition, the process (Y it )0≤t≤T/N takes values in D(z): using the equivalence

between F γ and Fn, one gets

E
(

((F γ)−)2(Y iT/N )|Y i0 = z
)
≤ C E

(
1Y i

T/N
∈D(z) 1Y i

T/N
/∈D |Fn|2(Y iT/N )|Y i0 = z

)
. (70)

The remainder of the computations can now follow the routine developed to obtain (23). We briefly recall
the main arguments. First, the Gaussian upper bound K(T )

(T/N)d/2 exp
(
−c‖z−y‖

2

T/N

)
for the density pNT/N (z, y) of

Y iT/N is still valid, as for XN
T/N in (23). Furthermore, the uniform interior sphere condition may be replaced

by the uniform interior ellipsoid condition: namely, we consider w.l.o.g. that the new origin is given by z0 =
πγ∂D(z) + Rγ(πγ∂D(z)) and the new axes are given by (−γ(πγ∂D(z)), e2, · · · , ed) where (e2, · · · , ed) forms an
orthonormal basis of the tangent plane to ∂D at πγ∂D(z) (see Fig. 6): note that the new coordinates are not
orthonormal since γ(πγ∂D(z)) is a priori different from n(πγ∂D(z)). In this new coordinate systems, the set
E(z0, R) = {y′ ∈ Rd : ‖y′− z0‖ ≤ R} is an ellipsoid whose intersection with ∂D is restricted to πγ∂D(z), whereas
the half-space D(z) is given by D(z) = {y′ ∈ Rd : y′1 < R}. Considering E(z0, R) instead of B(z0, R) in (24)
leads easily to (68) by mimicking the computations.

Same arguments can be used to prove (69) and we omit further details.
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D(z)

D

X

0z

Xz

y
1

E(z ,R)
0

γ

Figure 6. D satisfies the uniform interior ellipsoid condition.

Step 4. Proof of Lemma 3.4
Put i ≥ 1 and t ∈ [ti−1, ti). For XN

ti−1
∈ V∂D(R), let us introduce the process (Y i−1

t )ti−1≤t≤ti defined as in
(50). Conditioning on Ft, one has, for some constant c > 0 changing value from one line to an other:

Ex
(

exp
(
−c

(F γ(XN
ti ))2

T/N

))
≤ Ex

(
1XNti−1

∈V∂D(R)E

(
1Y i−1

ti
∈V∂D(R)∩D exp

(
−c

(F γ(Y i−1
ti ))2

T/N

)
+ 1Y i−1

ti
∈V∂D(R)∩Dc |Ft

))
+Opol(N)

≤ Ex

(
1XNti−1

∈V∂D(R)E

(
exp

(
−c

(Fn(Y i−1
ti ))2

T/N

)
+ 1Y i−1

ti
/∈Dc |Ft

))
+Opol(N)

≤ Ex
(

1XNti−1
∈V∂D(R)1Y i−1

t ∈V∂D(R) exp
(
−c (Fn(Y i−1

t ))2

T/N

))
+Opol(N) (71)

≤ Ex
(

1XNti−1
∈V∂D(R)1Y i−1

t ∈V∂D(R)∩D exp
(
−c (Fn(Y i−1

t ))2

T/N

))
+K(T )

√
T

N
+Opol(N). (72)

To prove inequality (71), we used in the conditional expectation, Lemma 2.8 combined with a Gaussian upper
bound for the density of Y iti−1

conditionally on Ft to deal with the first term, and for the second one, the
estimate (15). Inequality (72) is proved using same kind of arguments that for (23, 68) and (69). Thus, one
gets

T

N
Ex
(

exp
(
−c

(F γ(XN
ti ))2

T/N

))
≤
∫ ti

ti−1

dt Ex
(

1XNti−1
∈V∂D(R)E

(
1Y i−1

t ∈V∂D(R)∩D exp
(
−c (Fn(Y i−1

t ))2

T/N

)
|Fti−1

))
+O

(
N−3/2

)
≤ 1
σ2

0

∫ R

0

dy exp
(
−c y2

T/N

)
Ex
(
1XNti−1

∈V∂D(R)E
[
Lyti−1→ti(F

n(Y i−1
. ))|Fti−1

])
+O

(
N−3/2

)
,
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where we apply for the last inequality the arguments used to deal with (33) (i.e. the occupation times formula
to evaluate the time integral). From Tanaka’s formula, we deduce that

E
[
Lyti−1→ti(F

n(Y i−1
. ))|Fti−1

]
= 2 E

[
(Fn(Y i−1

ti )− y)+ − (Fn(Y i−1
ti−1

)− y)+ −
∫ ti

ti−1

1Fn(Y i−1
t )>y d(Fn(Y i−1

t ))|Fti−1

]
= 2 E

[
(Fn(Y i−1

ti )− y)+ − (Fn(Y i−1
ti−1

)− y)+|Fti−1

]
−2 E

[∫ ti

ti−1

dt 1Fn(Y i−1
t )>y ∇Fn(Y i−1

t ).γ(Y i−1
ti−1

)dkNt |Fti−1

]
+O

(
T

N

)
·

Assumption (Γ) ensures that the integrand in the integral w.r.t. kNt is positive (with probability exponentially
close to 1 w.r.t. N). Furthermore, obviously for y ≥ 0, one has (Fn(Y i−1

ti )−y)+ = (Fn(XN
ti )−y)+. This proves

that T
N

∑N−1
i=0 Ex

(
exp

(
−c (Fγ(XNti

))2

T/N

))
is upper bounded by

O(N−1/2) +
2
σ2

0

∫ R

0

dy exp
(
−c y2

T/N

)N−1∑
i=1

Ex
[
(Fn(XN

ti )− y)+ − (Fn(XN
ti−1

)− y)+
]

= O(N−1/2),

since the sum is telescoping. Lemma 3.4 is proved.

3.2.2. Proof of Theorem 3.2 in the case of irregular functions f

As for the problem of killed diffusion, when f satisfies (H1), uniform bound on the derivatives of v(t, x) are
not more available and we shall use the following result, which is analogous to Lemma 2.7. The proof uses the
same arguments and we omit it.

Lemma 3.5. Assume (D), (Γ), (S), (E) and that f satisfies (H1). Then, for all multi-index α, for all
g ∈ C|α|b (Rd,R), there is a function K(T ) (depending on ‖g‖

C
|α|
b

), such that

∀(s, x) ∈ [0, T )× V∂D(ε/2) |∂αx v(s, x)| ≤ K(T )
‖ f ‖∞
1 ∧ ε|α|

∀ (s, t) ∈ [0, T )× [0, T ] |Ex [g(Yt) ∂αx v(s, Ys)]| ≤
‖ f ‖∞
1 ∧ ε|α|

K(T )

T
|α|
2

,

where the process (Yt)t≥0 is the piecewise Euler scheme without reflection if XN
ϕ(t) /∈ V∂D(R) (see Case a) of the

algorithm), or with reflection in the appropriate half-space (see Case b) of the algorithm).

3.3. Numerical experiments

We borrow the following test to [7]. We consider a 2-dimensional normally reflected Brownian motion
(Xt)0≤t≤1 in the unit sphere and we focus on the quantity v(t, x) = Ex

(
k1−t + 1

2‖X1−t‖2
)
. It is easy to check

from the PDE solved by v that one has v(t, x) = 1− t+ 1
2‖x‖2. Figure 7 represents the results corresponding

to the computation of the solution for x = 0 and t = 0, with M = 1 000 000 simulations. It appears on this
example that the procedure based on half space approximation converges very quickly compared to the standard
projected Euler scheme. Moreover, the additional complexity (see the tabular below corresponding to N = 10
discretization times and M = 1 000 000 simulations) is less than half more.
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Figure 7. Comparison of convergence.

Projected Euler scheme Half-space approximation
Estimated value 0.891312 0.996198
Relative error 11% 0.4%

Time 16.37 s 23.20 s

We can also discuss the dependence of the error w.r.t the initial value of the process: indeed, the main source
error may come somehow from the behavior near the boundary, and by starting close to ∂D, one may obtain
larger errors. In Figure 8, one has plotted the algebraic error w.r.t. x = (x1, x2). One can see that the error for
the algorithm that we have studied is indeed larger near ∂D than in x = 0: note that an analogous behavior
occurs for the projected scheme, but with bigger effects.

To continue the test of the accuracy of our procedure, we choose a case where the reflection is not conormal.
Namely, we consider the 2-dimensional diffusion process (Xt)0≤t≤T with coefficients defined in (37), with normal
reflection in the unit sphere: D = {x ∈ R2 : ‖x‖ < 1}. We set X0 = 0 and T = 1 and we simply focus on the
computation of the expectation of the local time. In Figure 9, we plot the errors w.r.t. N (for 8 ≤ N ≤ 256)
in log scale, for M = 1 000 000 simulations. The linear regression provides an order of convergence estimated
to α = 0.42153 for the Euler scheme with projection, and α = 0.93334 for our procedure. The conclusion is
that even if we have asserted that the order of convergence is at most equal to 0.5 in the case of non conormal
reflection, it can be much better in practice.

4. Conclusion

In this paper, we have proposed two new numerical schemes for killed and reflected SDEs (Xt)0≤t≤T , using
an Euler scheme with step time T/N combined with local approximation of the domain into half-space.
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Figure 8. Dependence of errors w.r.t. the initial value x = (x1, x2).
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Figure 9. Empirical rate of convergence in the non conormal case.
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For diffusions killed at the boundary, the simulation procedure is fully implementable and provides a weak
error of order N−1. For obliquely reflected diffusions, the rate of convergence is still N−1, under the assumption
that the reflecting direction is the conormal one. The numerical procedure is also straightforward to implement.

Few extensions. Assumptions on the smoothness of B, σ,D, γ, h considered in the paper are not the weakest
ones, they can be slightly improved: the key point is to ensure enough regularity for the underlying PDE and
enough control on the derivatives, and this holds true for Hölder class of functions (see [17]). As instance, we
could allow B, σ,D to be of class Cl for l ∈ (4, 5) instead of C5.

The extension of the results to time dependent coefficients B, σ, γ, h is available as well. For the simulation
procedure, one has to adapt the Euler schemes to that situation, by freezing the time t ∈ [ti, ti+1) to ti on each
interval, this is a classical fact. If we allow C2 type smoothness for the involved time dependent functions and
adapt the compatibility conditions between f and h for reflected diffusions (see [17]), the proofs go in the same
way without additional difficulties.

Open problems. We wish to conclude by listing some open problems which worth being investigated in the
future:

1) for SDEs with non conormal reflection, how to get a procedure converging at rate N−1?
2) how to adapt the simulation algorithm and the analysis to domains with coins?
3) when f is measurable (Assumption (H1)) without support condition (d(Supp(f), ∂D) > 0), what is the

rate of convergence?

Appendix A. Proof of Proposition 1.1

Proposition 1.1 brings together more or less well-known results. The case of normal vector field γ = n is
standard and we refer to [30], or the book by Gilbarg and Trudinger [10] (Appendix, pp. 381-384). For an
oblique vector field γ, we have not found any reference for a proof: hence, we outline the main ideas, following
some arguments from [10].

Assertions i), ii), iii), iv). Take s ∈ ∂D and consider gs, a mapping of ∂D in a neighborhood of s, i.e. a C5

function from Us ⊂ Rd−1 into ∂D: set z0 such that gs(z0) = s. Put

Gs :
{

Us × R −→ Rd
(z, λ) := (z1, z2, · · · , zd−1, λ) 7−→ gs(z) + λ γ(gs(z)),

which defines a C4 function. Its Jacobian matrix is given by

Js(z, λ) =
[
∂1g

s(z) + λ ∂1[γ(gs(z))] · · · ∂d−1g
s(z) + λ ∂d−1[γ(gs(z))] γ(gs(z))

]
.

Js(z0, 0) is invertible since its d−1 first columns are vectors which span the tangent plane at s ∈ ∂D, and the last
one (i.e. γ(s)) is non tangent to ∂D (Assumption (Γ)). By the inverse mapping theorem, Gs defines a C4 diffeo-
morphism from U ′s×[−Rs, Rs] (for some Rs > 0) onto V s = Gs(U ′s×[−Rs, Rs]). Thus, for x ∈ V s, there exists
an unique pair (s′, λ) ∈ ∂D×[−Rs, Rs] such that x = s′+λγ(s′): indeed, s′ = gs((Gs−1)1(x), · · · , (Gs−1)d−1(x)),
λ = (Gs−1)d(x) and we denote s′ (resp. λ) by πγ∂D(x) (resp. F γ(x)).

The compactness assumption on the boundary ∂D enables to consider a finite number of (Gsi , U ′si , V si)1≤i≤k
such that the definitions of πγ∂D(x) and F γ(x) are valid for any x ∈ V∂D(R) ⊂ ∪ki=1V

si for some R > 0.
The extension of πγ∂D(x) and F γ(x) in smooth functions on Rd follows from classical arguments (see Sect. IV.4

[17]). We have essentially proved Assertions i) ii) iii) iv).
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Assertion v). It is sufficient to prove the equivalence between Fn and F γ on V∂D(R). Hence, let x ∈ V∂D(R).
Obviously, |F γ(x)| = ‖x− πγ∂D(x)‖ ≥ d(x, ∂D) = |Fn(x)|. On the other hand, one has

Fn(x) = (x− πn∂D(x)).n(πn∂D(x)) = (x− πγ∂D(x)).n(πn∂D(x)) + (πγ∂D(x)− πn∂D(x)).n(πn∂D(x))
= F γ(x) γ(πγ∂D(x)).n(πn∂D(x)) + (πγ∂D(x) − πn∂D(x)).n(πn∂D(x)). (73)

One clearly has ‖πγ∂D(x)−πn∂D(x)‖ = ‖πγ∂D(πn∂D(x)+Fn(x)n(πn∂D(x)))−πn∂D(x)‖ ≤ C|Fn(x)|. Moreover, up to
shrinking R, one can assume that γ(πγ∂D(x)).n(πn∂D(x)) ≥ c0/2 using Assumption (Γ). Consequently, it follows
from (73) that |F γ(x)| ≤ 2(1+C)

c0
|Fn(x)|, completing the proof of v).

Assertion vi). For s ∈ ∂D (with z0 such that gs(z0) = s), one has

Js(z0, 0) =
[
∂1g

s(z0) · · · ∂d−1g
s(z0) γ(gs(z0))

]
,

where n(gs(z0)).∂igs(z0)=0 for i = 1, · · · , d − 1. The inverse mapping theorem ensures that ∇F γ(s) =
∇(Gs−1)d(s) satisfies (∇F γ)∗(s) Js(z0, 0) = (0 · · · 0 1): it is now easy to check that ∇F γ(s) = n

n.γ (s)
works.
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